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Abstract

Background: Designing technologies that users will be interested in, start using, and keep using has long been a challenge. In the health domain, the question of technology acceptance is even more important, as the possible intrusiveness of technologies could lead to patients refusing to even try them. Developers and researchers must address this question not only in the design and evaluation of new health care technologies but also across the different stages of the user’s journey. Although a range of definitions for these stages exists, many researchers conflate related terms, and the field would benefit from a coherent set of definitions and associated measurement approaches.

Objective: This review aims to explore how technology acceptance is interpreted and measured in mobile health (mHealth) literature. We seek to compare the treatment of acceptance in mHealth research with existing definitions and models, identify potential gaps, and contribute to the clarification of the process of technology acceptance.

Methods: We searched the PubMed database for publications indexed under the Medical Subject Headings terms “Patient Acceptance of Health Care” and “Mobile Applications.” We included publications that (1) contained at least one of the terms “acceptability,” “acceptance,” “adoption,” “accept,” or “adopt”; and (2) defined the term. The final corpus included 68 relevant studies.

Results: Several interpretations are associated with technology acceptance, few consistent with existing definitions. Although the literature has influenced the interpretation of the concept, usage is not homogeneous, and models are not adapted to populations with particular needs. The prevalence of measurement by custom surveys suggests a lack of standardized measurement tools.

Conclusions: Definitions from the literature were published separately, which may contribute to inconsistent usage. A definition framework would bring coherence to the reporting of results, facilitating the replication and comparison of studies. We propose the Technology Acceptance Lifecycle, consolidating existing definitions, articulating the different stages of technology acceptance, and providing an explicit terminology. Our findings illustrate the need for a common definition and measurement framework and the importance of viewing technology acceptance as a staged process, with adapted measurement methods for each stage.

(J Med Internet Res 2020;22(7):e17256) doi:10.2196/17256
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Introduction

Background

Technology acceptance is a major challenge faced by designers of new technologies. In health care, patients are a vulnerable population, and their data are considered sensitive, especially in the case of stigmatized conditions such as those concerning mental health [1,2]. As mobile technology becomes increasingly pervasive in health care [3], the expanding use of potentially invasive technologies such as sensing and machine learning is
likely to lead to greater concerns among users, exacerbating existing problems with attrition, and willingness to use new technologies. In addition, health care providers’ perception of a technology is likely to affect treatment delivery, especially if it is not considered sufficiently acceptable [4].

The last decade has seen an increasing number of studies addressing this issue in the mobile health (mHealth) domain. A recent systematic review by Wozney et al [5] revealed that acceptability was the most frequently measured outcome in studies on mental health technologies for anxiety and depression. Designing for acceptance is not straightforward, as the user journey is complex and often nonlinear. Patients who decide to try an application will not necessarily use it in the long run, and similarly, someone who has stopped using a system might go back to it later [6,7]. Conditions such as depression might also impact patients’ perception of their experience with technology [8] and thus affect their acceptance. Different stages punctuate the users’ journey with technology where they, consciously or not, repeatedly make the decision to keep using or to abandon it [9]. In addition, the extent to which users have appropriated and integrated technology into their lives may impact their decision to maintain use.

**Terminology and Definitions**

An evolving terminology and range of definitions can be found in the literature discussing technology acceptance. Terms such as acceptability, acceptance, and adoption are often employed, sometimes interchangeably. For instance, Al-Youssef [10] refers to acceptability as users’ willingness to use a system while citing the definition of acceptance given in Dillon and Morris [11]. These terms are sometimes equated to other human-computer interaction (HCI) concepts such as user satisfaction [12]. Yet, a part of the literature tries to differentiate the process of technology acceptance from existing concepts. For instance, Schade and Schlag [13] describe acceptability as “a prospective judgement of measures to be introduced in the future,” which they detail as “the target group will not yet have experienced the new measures.” Close to this interpretation, Adell [14] equates acceptance to “the degree to which an individual intends to use a system and, when available, incorporates the system in his/her [driving].”

The Cambridge Dictionary defines acceptability as “the quality of being satisfactory and able to be agreed to or approved of” [15] and acceptance as a “general agreement that something is satisfactory or right” [16]. This suggests that acceptability is a quality of an object from the perspective of a stakeholder, whereas acceptance is more of a process relating to a stakeholder’s interaction with this object. In the context of HCI, it translates into a user-system dyad.

In the same line, Proctor et al [17] define acceptability as “the perception among implementation stakeholders that a given treatment, service, practice, or innovation is agreeable, palatable, or satisfactory.”

With the literature highlighting the importance of temporality in user experience research [18,19], some authors attempt to integrate a temporal dimension into the process of technology acceptance. In that respect, a group of authors supported the idea of a multistage process. Martin et al [20] and Distler et al [21] define technology acceptability as one’s perception of a system before use. They distinguish acceptability from acceptance by equating acceptance to the users’ perception of the system after use. Terrade et al [22] and Garces et al [23] go a step further, stating that acceptance refers to the initial use of a system in controlled settings. Reerink-Boulanger [24] introduces the continuum acceptability-acceptance-appropriation, describing acceptability as the subjective perception of the use of a system, acceptance as the first interactions with the system and appropriation as the use of the system by an individual in interaction with other individuals (translated from the original paper in French). Other definitions of appropriation include “a process of social construction in which the actions and thoughts of the user are shaped by the technology, while the meaning and effects of the technology are shaped through the users’ actions” [25] and “the process through which technology users go beyond mere adoption to make technology their own and to embed it within their social, economic, and political practices” [26].

Whereas a consistent framework seems to emerge from these definitions, another term, adoption, comes into the picture. Some authors such as Carroll et al [27] equate the process of adoption with the entire user journey: “a multi-phase process starting with deciding to adopt (selecting, purchasing, or committing to use it) and then achieving persistent use.” In contrast, Karahanna et al [28] describe “preadoption” and “postadoption (continued use)” stages and present adoption as an event allowing progression from one stage to the other. Similarly, Rogers [29] defines adoption as the user’s decision to “make full use of an innovation as the best course of action available.”

**Models**

Another strand of work has attempted to identify the factors influencing technology acceptance, the most well-known of which is the technology acceptance model (TAM) of Davis [30]. In the health domain, Kim and Park [31] have proposed a health information technology acceptance model (HITAM). This model integrates the TAM by Davis, along with antecedents and health-related constructs (health status, health beliefs and concerns, behavioral beliefs, and perceived health threat). Other models, such as the pervasive technology acceptance model [32], integrate the influence of demographics and trust on user acceptance. Dou et al [33] introduced the constructs relationship with doctor and resistance to change. Finally, Cheung et al [34] introduced constructs related to privacy and consumer innovativeness.

However, the temporal dimension is missing from these models. This raises the question of whether acceptance is motivated by the same factors and in the same manner, regardless of how long the system has been used. As stated in a review on user engagement, describing a concept as a process, rather than a discrete state, “enables the analysis of change over time” [35].

In line with this, some authors propose models that incorporate temporality. Karapanos et al [36] showed that, in their study, qualities that satisfied participants at initial use did not necessarily motivate prolonged use. Building on this, Karapanos et al [37] explored factors influencing user experience over...
time; they proposed a temporal framework that identifies 4 stages: anticipation (formation of expectations before any experience of use), orientation (users’ initial experiences), incorporation (how the product becomes meaningful in the user’s life), and identification (how the product participates in users’ social interactions). Although the work addresses user experience rather than acceptance, the authors claim that different qualities contribute to user experience over time, and thus, time alters the way users experience technology. As the extent to which users accept a technology is undeniably linked to their usage experience—or lack of—it is relevant to ask how user acceptance evolves over time and how the influencing factors vary accordingly.

Further exploring the temporal dimension of acceptance, Greenhalgh et al [38] proposed a framework for nonadoption, abandonment, scale-up, spread, and sustainability (NASSS). Directed at health care technologies, the NASSS framework describes different domains influencing technology adoption. It adds a temporal dimension targeting technology’s “continuous embedding and adaptation over time.” The framework is designed to be used at different points in time (at early design, after deployment, and after abandonment), which distinguishes it from the other models.

**Measurement**

Both definitions and more detailed models of acceptance may find expression in the form of approaches to measurement. Examples of acceptance studies at different stages of the technology lifecycle can be found in the literature, in some cases employing measurement tools based on theoretical models. This includes gathering of qualitative data via focus groups and interviews based on the TAM [39], a survey based on the unified theory of acceptance and use of technology [40], and interviews based on the fast form TAM [12].

Proctor et al [17] defined eight outcomes for the measurement of implementation of health interventions, two of which were acceptability and adoption. In a recent paper, Hermes et al [41] proposed to adapt the characterization of these outcomes for behavioral intervention technologies. The authors explicitly link the adoption outcome to the use (or intention to use) of a system. In addition, they state that “usability clearly overlaps with acceptability”, and thus, usability measurement tools (such as the system usability scale) could be used to assess acceptability. It would be interesting to see whether researchers chose to measure a system’s usability to make inferences regarding its acceptability.

Although there seems to be an effort in the research community to ground assessment methods in existing theoretical frameworks, custom measurement tools such as ad hoc surveys are also used to investigate technology acceptance (eg, Allen and Seaman [42]). The use of ad hoc tools allows explorations of acceptance to be tailored to a particular context but makes it more difficult to compare results across projects.

**Objective**

A number of definitions and models of technology acceptance are available in the literature, several of which make important distinctions between the different stages of the process. Omitting that distinction in the terminology, and using the terms acceptability, acceptance, and adoption interchangeably can create ambiguities about what is actually being measured, making the replication of interventions and comparison of results difficult. Such ambiguity is highlighted in a review [4] that showed the confusion around the concept of technology acceptability in the health care literature. Furthermore, a review of definitions for electronic health [43] stressed the importance of common terminology for interdisciplinary collaboration. Technology acceptance is a particularly significant challenge for the design of mHealth care technologies; hence we focus on that particular context. In this paper, we present the results of a scoping review of the mHealth literature addressing the following questions:

- How do researchers define technology acceptance?
- What terminology is used to refer to technology acceptance?
- How do researchers measure technology acceptance?
- How do researchers make use of existing models of acceptance?

In addition to outlining research practices to evaluate acceptance, this review reveals the potential limitations and areas for improvement of existing models. A better understanding of these elements contributes toward the development (or improvement) of methodologies and measurement tools for addressing technology acceptance within the development of mHealth applications. Informed by this analysis, a further contribution is made by integrating and disambiguating existing definitions. To this end, we present a lifecycle of the process of acceptance, providing researchers with a common terminology to report results, and help them to measure the evolution of user acceptance over time.

**Methods**

We performed a scoping review to map relevant literature in the field of mHealth. In contrast to systematic and narrative reviews [44], scoping reviews allow for a broad but structured exploration that permitted us to examine the range of definitions and measurements of technology acceptance, and to identify gaps and inconsistencies in the existing literature. We followed the framework developed by Arksey and O’Malley [45], which consists of the stages outlined below.

**Identifying the Research Question**

We were interested in how technology acceptance was understood, measured, and reported in mHealth studies.

**Searching for Relevant Studies**

We searched the PubMed database for papers addressing technology acceptance. Following preliminary searches to assess the relevance of search criteria, a search of the Medical Subject Headings (MeSH) terms “Patient Acceptance of Health Care” and “Mobile Applications,” without time restriction, resulted in a corpus of 287 articles starting from 2013.

**Selecting Studies to Include**

Inclusion criteria were subject to discussion between the 3 authors; 2 random samples of 10 papers were independently assessed for inclusion by 2 pairs of authors (first and second,
Disagreements concerning the definitions of inclusion criteria were resolved by explicitly stating these criteria as following: a publication was considered relevant if (1) it contained at least one of the terms “acceptability,” “acceptance,” “adoption,” “accept,” or “adopt”; and (2) defined the concept in question with (1) a full definition; (2) a synonym; or (3) an operationalized definition (ie, means used to measure the concept). Some articles were associated with the specified MeSH terms but did not directly discuss technology acceptance. Articles were excluded if they did not contain any of the 5 terms above, did not provide a definition, or if their web version was not accessible. Among those, 40 were excluded at the screening stage (Figure 1) because they did not address acceptance in the sense of technology acceptance (eg, Acceptance and Commitment Therapy). A total of 68 relevant publications were included in the review.

**Figure 1.** Flow diagram.

---

**Charting the Data**

The codes used for analysis aimed to expose how technology acceptance was referred to, defined, and measured, depending on the context (Table 1). Each pair of authors coded 2 samples of 10 papers independently. This resulted in no disagreement, the codes were straightforward to interpret.
Table 1. Distribution of the main codes (some studies performed multiple measurements).

<table>
<thead>
<tr>
<th>Themes and codes</th>
<th>Studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Given definition</td>
<td>68 (100)</td>
</tr>
<tr>
<td><strong>Nature of given definition</strong></td>
<td></td>
</tr>
<tr>
<td>Operationalized</td>
<td>39 (58)</td>
</tr>
<tr>
<td>Synonym</td>
<td>22 (32)</td>
</tr>
<tr>
<td>Full definition</td>
<td>7 (10)</td>
</tr>
<tr>
<td><strong>Cited reference for given definition</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>13 (20)</td>
</tr>
<tr>
<td>No</td>
<td>55 (80)</td>
</tr>
<tr>
<td><strong>Intervention domain</strong></td>
<td></td>
</tr>
<tr>
<td>Mental health</td>
<td>55 (80)</td>
</tr>
<tr>
<td>Health</td>
<td>12 (18)</td>
</tr>
<tr>
<td>Both</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Goal of assessing acceptance</strong></td>
<td></td>
</tr>
<tr>
<td>Inform design</td>
<td>13 (19)</td>
</tr>
<tr>
<td>Evaluate a system</td>
<td>48 (71)</td>
</tr>
<tr>
<td>Review the literature</td>
<td>7 (10)</td>
</tr>
<tr>
<td><strong>Acceptance measurement</strong></td>
<td></td>
</tr>
<tr>
<td>Customized survey</td>
<td>39 (54)</td>
</tr>
<tr>
<td>Standardized survey</td>
<td>13 (18)</td>
</tr>
<tr>
<td>Usage</td>
<td>7 (10)</td>
</tr>
<tr>
<td>Interviews (qualitative)</td>
<td>6 (9)</td>
</tr>
<tr>
<td>Focus groups (qualitative)</td>
<td>5 (7)</td>
</tr>
<tr>
<td>Adherence</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Completion of task</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Measurement timeline</strong></td>
<td></td>
</tr>
<tr>
<td>Preuse</td>
<td>16 (19)</td>
</tr>
<tr>
<td>Initial use</td>
<td>7 (10)</td>
</tr>
<tr>
<td>Sustained use</td>
<td>42 (61)</td>
</tr>
<tr>
<td>Unclear</td>
<td>1 (1)</td>
</tr>
<tr>
<td>No measurement</td>
<td>6 (9)</td>
</tr>
</tbody>
</table>

Collating, Summarizing, and Reporting the Findings

Definitions from the literature mentioned earlier distinguish between the different stages of the process of acceptance. We assessed whether the definitions found in our corpus also differentiate between the stages of acceptance and the different terms acceptability, acceptance, and adoption. We carried out 2 classifications of the papers, one with respect to the terminology used (ie, acceptability, acceptance, or adoption) and one following the measurement stage (ie, preuse, initial use, and sustained use). We then grouped papers with similar interpretations of technology acceptance and extracted the measurements used. Finally, we identified possible gaps and suggested ways to improve the exploration of acceptance in mHealth.

Results

All 3 terms (acceptance, acceptability, and adoption) were used in the mHealth literature sample and were associated with various meanings and measurements.

Definitions

Classification of the papers reveals that one-fifth of them cited definitions from the literature. Two-thirds of the articles reported on a mental health intervention, which shows that the question of technology acceptance is particularly studied in this context. Figure 2 compares the terminology used in the papers with a classification following the measurement stage. A significant difference can be seen between the 2 distributions, marking the
distinction between the 3 terms, but also their use in relation to the measurement timeline.

The majority of publications (n=51) referred to technology acceptability. Among these, a small number (n=8) addressed the preuse stage, sometimes equating acceptability to users' interest or willingness to use a system [46-50]. The other 34 papers referred to acceptability in the context of initial or sustained use. Papers in the second group (n=20) referred to technology acceptance. Among these, 2 papers refer to it at preuse, and 13 in the context of sustained use.

**Figure 2.** Comparison of the terminology used with a classification following the measurement stage (some papers employed multiple terms).

The last part of the corpus (n=11) refers to technology adoption. Half of these papers focused on the sustained use stage and the other half on the preuse stage. Papers reported as unclear were those for which classification was not possible as the context of the study was ambiguous. Although the terminology used showed a focus on acceptability, looking at the corpus through the lens of the measurement timeline highlighted that more than two-third of the papers (n=47) explored the sustained use stage. This distribution suggested a trend in the corpus to employ the term *acceptability*, regardless of the context and stage of the user journey. Table 2 presents the range of interpretations for acceptability, acceptance, and adoption extracted from the corpus.
Table 2. Meanings associated with terminology (some studies referred to several concepts).

<table>
<thead>
<tr>
<th>Terms and associated meanings</th>
<th>Occurrences [references], n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptability</td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>14 [51-64]</td>
</tr>
<tr>
<td>User satisfaction</td>
<td>11 [54,55,57,60,65-71]</td>
</tr>
<tr>
<td>System usability</td>
<td>8 [48,57,67,72-76]</td>
</tr>
<tr>
<td>User feedback</td>
<td>8 [52,53,61,73,75,77-79]</td>
</tr>
<tr>
<td>Rate of recommendation</td>
<td>8 [51,53,54,61,62,73,79,80]</td>
</tr>
<tr>
<td>Actual usage</td>
<td>8 [64,79,81-86]</td>
</tr>
<tr>
<td>Perceived efficiency</td>
<td>6 [51,59,66,73,79,86]</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>5 [52,53,63,64,73]</td>
</tr>
<tr>
<td>Intention to use</td>
<td>5 [46,47,50,64,87]</td>
</tr>
<tr>
<td>User engagement</td>
<td>4 [58,79,81,88]</td>
</tr>
<tr>
<td>User enjoyment</td>
<td>4 [51,58,64,79]</td>
</tr>
<tr>
<td>Attitude toward using</td>
<td>2 [49,64]</td>
</tr>
<tr>
<td>Quality of the system</td>
<td>1 [64]</td>
</tr>
<tr>
<td>Acceptance</td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>5 [64,89-92]</td>
</tr>
<tr>
<td>Intention to use</td>
<td>5 [64,87,90,91,93]</td>
</tr>
<tr>
<td>Actual usage</td>
<td>5 [64,85,90,91,94]</td>
</tr>
<tr>
<td>User satisfaction</td>
<td>4 [71,89,93,95]</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>3 [64,90,91]</td>
</tr>
<tr>
<td>Attitude toward using</td>
<td>3 [64,90,91]</td>
</tr>
<tr>
<td>Perceived efficiency</td>
<td>2 [89,93]</td>
</tr>
<tr>
<td>System usability</td>
<td>2 [76,96]</td>
</tr>
<tr>
<td>Quality of the system</td>
<td>2 [64,93]</td>
</tr>
<tr>
<td>User feedback</td>
<td>1 [97]</td>
</tr>
<tr>
<td>User enjoyment</td>
<td>1 [64]</td>
</tr>
<tr>
<td>Adoption</td>
<td></td>
</tr>
<tr>
<td>Actual usage</td>
<td>7 [84-86,91,98-100]</td>
</tr>
<tr>
<td>Intention to use</td>
<td>3 [91,101,102]</td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>2 [63,91]</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>2 [63,91]</td>
</tr>
<tr>
<td>Perceived efficiency</td>
<td>1 [86]</td>
</tr>
<tr>
<td>Attitude toward using</td>
<td>1 [91]</td>
</tr>
</tbody>
</table>

The distribution shown in Table 2 reveals that acceptability was mainly understood as perceived usefulness (a concept from TAM) or user satisfaction. System usability, user feedback, and the other TAM constructs (perceived ease of use, attitude toward using, intention to use, and actual usage) were often mentioned. It also emerged that researchers may consider a perceived reduced stigma [49] and high similarity between the behavior of the technology and traditional health care [61] as markers for acceptability. Furthermore, one study explored sociocultural aspects of technology acceptability in developing regions, explaining that a system needs to take into account “the preferences and aspirations of individual service users and the cultures of their communities”. A striking finding was that, out of 6 years of research, only 2 works explored mHealth for children [87,104], with Farooqui et al [104] alone studying children’s acceptance.

Fewer studies employed the term acceptance, associating it with constructs from the TAM—perhaps because the model itself uses the term acceptance.

TAM constructs were also found in the interpretations of adoption. Some of this work seeks to adapt or extend the TAM,
such as Khatun et al [105], who developed the concept of readiness to adopt mHealth in developing countries. The authors argued that the TAM “does not consider the influence of human factors, the internal resources of the user or the external environmental and ecological factors” and proposed a model integrating TAM constructs and others more specific to rural and developing areas (access, sociodemographics, awareness of mHealth services, and trust).

Among the literature reviews present in the corpus, some associated acceptability or acceptance with feasibility [97,106]. Feasibility, as defined by the National Institute for Health Research glossary, relates to whether a study can be carried out. A feasibility study explores not only technical parameters but also human factors likely to be important for the conduct of the main study. Although a feasibility study may include the assessment of participants’ acceptance, it is not the case that all feasibility studies will do so.

A small number of studies (n=13) cited conceptual definitions from the literature. The TAM was cited in reference to the 3 concepts: acceptability [64,65], acceptance [64,90,91], and adoption [91,102,105]. However, some studies have highlighted the limitations of existing models. Zhu et al [102] argue that conceptual models should not regard mobile services as a generic concept but specifically address particular use cases (eg, mobile services for health monitoring). They present their own model for technology acceptance, combining TAM constructs with health-related concepts from the health belief model [107].

In the same vein, Povey et al [108] stated that existing models were not suitable for their study. The authors attempted to build a model for the acceptability of e-mental health for an indigenous population and acknowledged that the resulting model is similar to the HITAM [31].

Ammenwerth et al [109] argued that existing models such as the TAM and task technology fit failed to address the interaction between user and task. To bridge this gap, the authors developed and validated the fit between individuals, task, and technology (FITT) framework for information technology adoption in clinical environments. Only one study [85] then employed FITT to measure acceptance of the use of mobile apps among physical therapists. Finally, another study [98] cited Agarwal and Prasad [110], supporting the idea of 2 stages: initial adoption and long-term engagement.

These references to models and definitions within the literature show researchers’ willingness to reuse existing theories. However, the adaptations of these models and their inconsistent interpretation also reveal their limitations and the lack of a common framework to study technology acceptance.

**Measurement**

We extracted measurements employed in the corpus to assess technology acceptance and classified them by type and temporality (Table 3).

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Preuse (11 studies), n</th>
<th>Initial use (7 studies), n</th>
<th>Sustained use (40 studies), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customized survey</td>
<td>7</td>
<td>2</td>
<td>28</td>
</tr>
<tr>
<td>Standardized survey</td>
<td>2</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Focus groups (qualitative)</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Interviews (qualitative)</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Completion of task</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Usage</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 3 illustrates a strong preference for the use of surveys (73.0%, 49/67), independently of the timeline, with a prevalence of custom questionnaires (55.0%, 37/67). Almost all studies assessing system usability (which is a frequent interpretation of acceptability, see Table 2), made use of standardized surveys, which reflects the range of reliable tools available to evaluate this concept [72,74].

Other studies used existing surveys incorporating TAM constructs [64,91] or developed their own with elements from different models to fit their research better [102]. Owing to the need to assess technology acceptance in developing countries and remote areas, Chen et al [64] suggested that models found in the literature may need to be validated on a larger variety of populations.

The rest of the corpus measured technology acceptance through participant feedback (via custom surveys, focus groups, and interviews), adherence, usage, and rate of completion of tasks. Although this wide set of metrics contributes to expanding the number of assessment tools, it also impedes consistency within technology acceptance research.

The low number of measures applied at the pre and initial use stages also reveals that technology acceptance was rarely investigated at the design stage (Table 4).
Table 4. Measurement timeline of constructs (some studies measured several constructs).

<table>
<thead>
<tr>
<th>Constructs (occurrences)</th>
<th>Measurement stage [references]</th>
<th>Initial use (n=7)</th>
<th>Sustained use (n=87)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived usefulness (n=18)</td>
<td>Preuse (n=13) [57,58]</td>
<td>[52-56,58-60,62-64,89-92]</td>
<td></td>
</tr>
<tr>
<td>User satisfaction (n=15)</td>
<td>Initial use (n=7) [57,65]</td>
<td>[54,55,60,62,66-71,89,93,95]</td>
<td></td>
</tr>
<tr>
<td>Intention to use (n=11)</td>
<td>Preuse (n=13) [57,58]</td>
<td>[64,87,90,91,93]</td>
<td></td>
</tr>
<tr>
<td>System usability (n=10)</td>
<td>Initial use (n=7) [57]</td>
<td>[55,67,72-76,96]</td>
<td></td>
</tr>
<tr>
<td>Rate of recommendation (n=10)</td>
<td>Sustained use (n=87) [53-55,62,73,79,80,104,111]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual usage (n=9)</td>
<td>—</td>
<td>[64,79,81,83,84,86,90,91,94]</td>
<td></td>
</tr>
<tr>
<td>User feedback (n=8)</td>
<td>—</td>
<td>[52,53,73,75,79]</td>
<td></td>
</tr>
<tr>
<td>Perceived ease of use (n=7)</td>
<td>—</td>
<td>[52,53,63,64,73,90,91]</td>
<td></td>
</tr>
<tr>
<td>Perceived efficiency (n=6)</td>
<td>—</td>
<td>[59,66,73,79,86,89,96]</td>
<td></td>
</tr>
<tr>
<td>Attitude toward use (n=4)</td>
<td>—</td>
<td>[64,90,91]</td>
<td></td>
</tr>
<tr>
<td>User enjoyment (n=4)</td>
<td>—</td>
<td>[64,79]</td>
<td></td>
</tr>
<tr>
<td>User engagement (n=3)</td>
<td>—</td>
<td>[79,81,88]</td>
<td></td>
</tr>
<tr>
<td>Quality of the system (n=2)</td>
<td>—</td>
<td>[64,93]</td>
<td></td>
</tr>
</tbody>
</table>

a No study measured the construct at that specific measurement stage.

Interestingly, although existing acceptance models provide sets of measurable constructs, researchers’ efforts have focused on perceived usefulness. Only the studies in Table 5 measured the full set of constructs contained in the technology acceptance models which they cite.

Table 5. Use of existing technology acceptance models.

<table>
<thead>
<tr>
<th>Acceptance models used in the corpus</th>
<th>Measurement stage [references]</th>
<th>Additional constructs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preuse</td>
<td>Initial use</td>
<td>Sustained use</td>
</tr>
<tr>
<td>TAM³</td>
<td>[102]</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Information system success model</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

³TAM: technology acceptance model (Davis [30]).
⁴Model was not used at that measurement stage.
⁵PDA: personal digital assistant.

Table 5 shows that almost all studies that relied on the TAM added constructs to capture the influence of context-related factors on acceptance. Indeed, Zhu et al [102] followed the added variables approach described by Holden and Karsh [112] to evaluate the acceptance of their technology within the specific Chinese health care context. In addition to the TAM constructs, they used 4 context-related constructs taken from other studies. Similarly, Chen et al [64] used a questionnaire based on the TAM with additional constructs from other studies to fit the context of their application. Finally, Wang et al [90] showed the influence of certain demographic factors (age, position at work, usage time of the personal digital assistant [PDA], and skill level of using a PDA) on the TAM constructs (perceived usefulness and ease of use).

On the other hand, Ammenwerth et al [93] used a survey based on the information system success model [113] to evaluate acceptance postuse at 2 different points in time. The first survey assessed the 7 constructs from the model, whereas the second only assessed intention to use and net benefit. This could suggest that these constructs are seen as more stable or important, or that the existing constructs are not suitable for all study designs. As expected from the analysis of definitions, these studies measured a wide variety of constructs. New questionnaires were developed, and researchers stressed the limitations of existing measurement frameworks. Without the validation of these new surveys, the comparison and replication of studies may be difficult. Thus, we argue that standardized ways to measure...
technology acceptance are needed to support objective and coherent assessments at the different stages of the user journey.

Discussion

This scoping review analyzed the terminology used to refer to technology acceptance and extracted the different interpretations given and measurement methods employed.

Terminology

The findings reveal that technology acceptance was mostly referred to as acceptability and, to a lesser extent, acceptance or adoption. A small part of the corpus converges toward the differentiation of these terms as distinct concepts, corresponding to stages (ie, preuse acceptability, initial and sustained use acceptance) or events (ie, point of adoption) in the user journey of technology acceptance. However, the rest of the corpus does not distinguish between these terms. One reason could be that the existing definitions arguing for that distinction were published separately; hence, providing a coherent and more precise terminology and set of definitions can aid researchers in communicating which concepts they are referring to.

Definitions

The corpus provided a variety of interpretations of the concept of technology acceptance. Among these, some were based on constructs present in literature models such as the TAM [30], indicating that existing models do influence acceptance studies. Other definitions should be associated with the appropriate model constructs; for example, user satisfaction and feedback should refer to the TAM’s construct attitude toward use. Similarly, factors related to the sensitive nature of health care technologies (such as perceived stigma) should be linked to the appropriate constructs’ subjective norm (in the HITAM), social influence (in the pervasive technology acceptance model), or sharing (in the model by Cheung et al [34]). Thus, it is likely that the extent to which an individual is concerned by these risks will impact their acceptance of the technology. Following previous research [102,108], we argue that acceptance models should take into account the cultural and health context of end users.

Models and Measurement

Although part of the corpus employed standardized tools, the majority of the studies used custom surveys. This aligns with the findings of Wozney et al [5] that the major part of their corpus used nonvalidated measures of acceptability. This could be because of a lack of validated tools to assess technology acceptance in the context of mHealth. Many researchers felt the need to design their own surveys to have a measurement instrument adapted to the specific issues of their target population (eg, technology access and cost). Similarly, researchers who used existing acceptance models felt the need to add context-specific constructs. It would be interesting to see a community effort to validate new tools, create adapted tools for important contexts such as mHealth, and adapt existing models and questionnaires so that they embrace the changes in users’ acceptance as they use the technology. Finally, technology acceptance was rarely investigated at the design stage. This is unexpected as exploring acceptance issues could greatly inform design work [114] and reduce risks that an implemented technology is rejected or abandoned. On the use of machine learning in clinical contexts, Thieme et al [115] argue that collaborating with health care users at the design stage may increase the chances of acceptance of the technology. Existing acceptance models were only used once to measure acceptance at the preuse stage (Table 5). A reason for this might be that existing models do not target the design stage and are not adapted to measurement at the preuse stage.

Technology Acceptance Lifecycle

In line with the existing literature definitions and informed by our analysis of the corpus, we argue for clearly distinguishing between the different stages of technology acceptance. We have seen in our analysis both a wide variety of interpretations of these concepts, and a range of measurement approaches applied across the lifecycle, mostly based on ad hoc tools. This variety creates ambiguities in the reporting and understanding of results and makes it difficult to draw conclusions on the acceptance of the systems studied. We believe that a better understanding of the process of technology acceptance would greatly benefit the community in terms of researchers articulating their findings with regard to the entire process. To contribute toward clarification of the measurement of technology acceptance, we propose the Technology Acceptance Lifecycle (TAL). The TAL consists of a timeline to anchor the definitions of technology acceptance within the overall process (Figure 3).

Figure 3. Proposed terminology for technology acceptance lifecycle.

<table>
<thead>
<tr>
<th>Preadoption</th>
<th>Postadoption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preuse acceptability</td>
<td>Sustained use acceptance</td>
</tr>
<tr>
<td>Initial use acceptance</td>
<td>First use</td>
</tr>
<tr>
<td>Adoption</td>
<td>Adoption</td>
</tr>
</tbody>
</table>

Our motivation is to highlight the evolving nature of technology acceptance across the different stages of the user journey with a technology. The two main stages of the TAL follow Karahanna et al [28] and Roger’s interpretations [29] in favor of a distinction between the pre- and postadoption stages. With regard to the definitions of Distler et al [21], Martin et al [20], Garces et al [23], and Terrade et al [22], we argue for a distinction between the stages of acceptability (preuse) and acceptance (initial use) and propose the continuum acceptability-acceptance—sustained use. The TAL proposes a more explicit terminology, embedding temporality in the name of the different stages. The continuum then becomes preuse acceptability—initial use acceptance—sustained use acceptance. Finally, sometime during the sustained use stage, the user would reach the point of
adoption of the technology. According to Rogers [29], a system can be considered adopted when users make full use of it. However, the literature does not specify the conditions for full use to be achieved. On the basis of the existing literature definitions, the TAL articulates the process of technology acceptance and its different stages across the user journey. We argue that acceptance at the initial and sustained use stages is likely to be impacted by factors related to the actual use of the technology and user engagement. Therefore, we suggest that the research community considers acceptance as a process (rather than a discrete measure) and adopts assessment approaches that take into account the temporal dimension and possible evolution of acceptance. We believe that the proposed TAL could help align the research field and provide researchers with a timeline that they can follow to assess technology acceptance and terminology to communicate their research clearly. Further research is needed to establish the influencing factors at the different stages of the process and to develop and validate measurement methods adapted to these stages.

Limitations

Our search focused on the PubMed database and relied on the MeSH classification. We did not apply any time restriction and obtained a reasonably sized and highly relevant sample. However, a more exhaustive sample could be obtained by expanding the search to other terms.

Conclusions

This review has identified the common interpretations and measurement approaches that have been used to assess the acceptance of mHealth technologies. To our knowledge, this is the first study to look at the terminology employed and examine the basis and consistency of the definitions employed in mHealth research. In addition, this review has described how researchers made use of existing models to measure mHealth acceptance and the lack of readily available assessment tools that are appropriate for specific study contexts and use at the design stage. This paper has uncovered the need for a common definition and measurement framework to address technology acceptance, particularly in the domains of health and mental health. A common set of definitions and more consistent approaches to measurement would support both developers of mHealth applications in addressing user acceptance of their systems and the communication and reporting of results in interdisciplinary studies of mHealth interventions. With the TAL, we propose a more explicit terminology and a representation of the process of technology acceptance throughout the user journey.

Our findings highlight the importance of better articulating the specific concepts highlighted in the TAL and developing appropriate measurement tools, ideally standardized, for each of these concepts. This perspective encourages developers to consider acceptance across the user journey and allows researchers to be more explicit about what they are investigating. Finally, efforts from the mHealth community are needed to adapt existing acceptance models for use in sensitive contexts such as mental health interventions.
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Abstract

Background: The prevalence of mental health disorders continues to rise, with almost 4% of the world population having an anxiety disorder and almost 3.5% having depression in 2017. Despite the high prevalence, only one-third of people with depression or anxiety receive treatment. Over the last decade, the use of digital health interventions (DHIs) has risen rapidly as a means of accessing mental health care and continues to increase. Although there is evidence supporting the effectiveness of DHIs for the treatment of mental health conditions, little is known about what aspects are valued by users and how they might be improved.

Objective: This systematic review aimed to identify, appraise, and synthesize the qualitative literature available on service users’ views and experiences regarding the acceptability and usability of DHIs for depression, anxiety, and somatoform disorders.

Methods: A systematic search strategy was developed, and searches were run in 7 electronic databases. Qualitative and mixed methods studies published in English were included. A meta-synthesis was used to interpret and synthesize the findings from the included studies.

Results: A total of 24 studies were included in the meta-synthesis, and 3 key themes emerged with descriptive subthemes. The 3 key themes were initial motivations and approaches to DHIs, personalization of treatment, and the value of receiving personal support in DHIs. The meta-synthesis suggests that participants’ initial beliefs about DHIs can have an important effect on their engagement with these types of interventions. Personal support was valued very highly as a major component of the success of DHIs. The main reason for this was the way it enabled individual personalization of care.

Conclusions: Findings from the systematic review have implications for the design of future DHIs to improve uptake, retention, and outcomes in DHIs for depression, anxiety, and somatoform disorders. DHIs need to be personalized to the specific needs of the individual. Future research should explore whether the findings could be generalized to other health conditions.

(J Med Internet Res 2020;22(7):e16228) doi:10.2196/16228
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**Introduction**

**Background**

The prevalence of mental health disorders continues to rise [1]. It is estimated that globally in 2017, 264 million people (3.4%) experienced depression, and 284 million (3.7%) of the population experienced an anxiety disorder. This included phobias, obsessive-compulsive disorder (OCD), posttraumatic stress disorder (PTSD), or generalized anxiety disorder (GAD) [2]. The worldwide prevalence of somatoform disorders or Medically Unexplained Symptoms in Primary Care is 25%-50% [3]. From an economic and social perspective, the costs of mental health disorders are high. The total costs of mental ill health are estimated at more than 4% of the gross domestic product, or over €600 (US $650.31 million), across the 28 EU countries [4]. More than two-third of individuals with depressive disorders also have anxiety symptoms, and 40%-70% simultaneously meet the criteria for at least one type of anxiety disorder [5,6]. Depression, anxiety, and somatoform disorders are often comorbid, and treatment can reduce symptomology in all 3 areas [7], implying that treatments could be effective across comorbid mental health conditions. Furthermore, where large-scale mental health interventions have been implemented, there is evidence of coaction—where a change in one disorder is achieved, it is more likely that change will be achieved with other health disorders [8].

Despite the high prevalence, only 33% of adults with depression and anxiety receive treatment in England [9], indicating that few people who need treatment receive it. The barriers to accessing psychological therapy include a shortage of therapists, long waiting times, and the stigma of accessing psychological treatment [10]. A recent authoritative review identified the use of digital health interventions (DHIs) as central to addressing population-level mental health. The absence of widely disseminated, accessible mental health interventions has also been identified as a key reason for the lack of improvement in mental health treatment [8]. DHIs have the potential to improve accessibility and meet the requirements expected from mental health services [10].

DHIs can be defined as interventions that provide information, therapy, and support (emotional, decisional, or behavioral) for physical or mental health disorders via a technological or digital platform (website, computer, mobile phone app, SMS text message, email, videoconferencing, wearable device, patient portals, or personal health records or virtual reality [VRJ]) [11,12]. The variety and functionality of digital health technologies continue to evolve. The forms of DHIs include computerized cognitive behavioral therapy (cCBT) but can also include telehealth or telemedicine utilizing telecommunications processes such as SMS text messaging, email, and videoconferencing for remote delivery of therapy. Recently, there has also been the emergence of mHealth or mobile health, which incorporates smartphone apps, remote monitoring, and wearables. DHIs can be standalone interventions, used as a stepped care model, provided in addition to face-to-face treatment or mediated by a health care professional such as a therapist [13,14].

Numerous systematic reviews have found that for people with depression and anxiety disorders, DHIs can be just as effective as face-to-face therapy [15,16]. However, dropout rates for completion of computerized psychological therapy are high [17,18]. Waller and Gilbody [17] conducted a systematic review of the quantitative and qualitative evidence identifying the barriers to the uptake of cCBT. They concluded that, a median of, 38% (range 4%-84%) of participants who were recruited started cCBT, and a median of only 56% (range 12%-100%) of starters completed it. They concluded that these low figures were influenced more by personal circumstances than technological aspects. Waller and Gilbody [17] acknowledged that more data was needed to explore why so few started or discontinued therapy. The inclusion of therapist support and guidance has been found to improve treatment completion rates and increase treatment effect sizes [19-21], implying that therapist-supported DHIs rather than self-guided DHIs may lead to more positive experiences for participants. The concept of blending face-to-face therapy with computer-delivered therapy or via videoconferencing has recently begun to emerge, which attempts to address some of the barriers to engaging with DHIs [22-24]. Furthermore, a recent article [25] identified that the top 10 priorities for DHIs in mental health include considering how DHIs could be combined with human support to improve its effectiveness.

Existing qualitative systematic reviews provide insight into the potential barriers and facilitators of recruiting and retaining participants in DHI research trials. O’Connor et al [26] investigated the factors affecting patient and public engagement and recruitment to DHIs. They identified that there was a need for greater awareness and understanding about DHIs to improve public understanding of DHIs [26]. They also recommended that DHIs need to incorporate some kind of social interaction to improve recruitment. DHIs also need to be tailored to individual needs. Knowles et al [27] explored user experience of digital technologies as a low-intensity intervention delivered with minimal or no professional support for depression and anxiety, concluding that personalization and tailoring content toward users’ needs improved the experience of computerized therapy. Furthermore, they recommended for future research to explore if these findings could be extrapolated to other delivery formats and treatment modalities.

Given the rise in prevalence of depression, anxiety, and somatoform disorders and advances in the development of DHIs, but low uptake and completion rates, it is important to conduct a systematic review exploring perceived barriers and facilitators to the acceptability and usability of a range of DHIs. This systematic review aimed to build on previous literature to explore the diverse nature of DHIs and whether potential facilitators and barriers are consistent across different types and formats of DHIs. We wanted to investigate whether there were specific issues relevant to the integration of support compared with self-guided DHIs and whether varying levels of support, intensity, and delivery formats influenced patient experience.

This is the first meta-synthesis to our knowledge that will look at the acceptability and usability of DHIs across different types and formats and across a range of depression and anxiety disorders. This systematic review includes all DHIs regardless
of the delivery method (i.e., text-based, automated, blended therapy). It compares very different experiences to consider whether therapies involving digital aspects share common issues and if consistent themes are found across different formats and modes of delivery. A systematic review of the qualitative literature may provide further explanation and synthesis of factors that may facilitate adherence and outcome of DHIs for comorbid mental health conditions. The key findings of this systematic review will inform the design of mental health digital interventions. This will support the development of digital mental health interventions tailored to service users’ needs and thus improve uptake, adherence, and experience, which will have a positive impact on service users and providers.

**Objectives of the Systematic Review**

This systematic review aimed to understand the experiences of service users with regard to DHIs for depression, anxiety, and somatoform disorders. Specific objectives were to systematically identify, appraise, and meta-synthesize available qualitative literature that explored the following:

1. Service user’s perceptions of DHIs regarding their acceptability and usability.
2. Aspects of DHIs that are valued and work well and those that could be improved or altered.
3. Why service users chose to use, continue with, or stop using DHIs.

**Methods**

The protocol for the systematic review was published on the International Prospective Register of Systematic Reviews (ID: CRD42018104016) before completion of the systematic review. The systematic review is reported in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) [28] statement checklist and Transparency in Reporting the Synthesis of Qualitative Research [29] guidelines (Multimedia Appendices 1 and 2).

**Search Strategy**

A comprehensive search strategy was developed with an expert health information specialist (EY). A scoping search was conducted to identify key papers and associated search terms to inform the design of the search strategy. A systematic search was conducted for published papers that contained qualitative information about service user experiences of participating in a DHI trial for depression, anxiety, or somatoform disorders. A combination of free terms and controlled vocabulary terms was used to ensure that all relevant studies were identified. Search terms were split into 2 categories: DHIs and mental health conditions (depression, anxiety, and or somatoform disorders). Qualitative search filters identified by the InterTASC Information Specialists Sub-Group were also applied [30]. The search strategy was developed for MEDLINE (Multimedia Appendix 3) and then adapted and applied to PsycINFO, Cumulative Index for Nursing and Allied Health Literature (CINAHL), EMBASE, ISI Web of Science, Scopus, and the Cochrane Library. We searched the electronic databases for eligible studies from database inception to July 17, 2018. The search was conducted by EY. From the search results, papers that were published in the same study but in different publications were not removed to determine more closely if they reported different data aspects of the research. Search results were uploaded and stored using EndNote version X8.

**Inclusion and Exclusion Criteria**

Textbox 1 describes the inclusion and exclusion criteria.
Textbox 1. Inclusion criteria and exclusion criteria.

**Inclusion criteria**
- English language
- Community, primary, and secondary care
- Original qualitative studies, studies involving secondary analysis of qualitative data, or qualitative studies that were part of a mixed methods study (eg, the study also had a quantitative component, but the major component was qualitative, and a qualitative methodology was described). Studies should include a substantial amount of qualitative methods, including interviews, observations, and open-ended evaluation forms. Free textboxes on evaluation forms were included if there was richness in the data provided (ie, sufficient quotes to support the analysis)
- Papers should include some form of qualitative data analysis such as thematic or inductive analysis
- Papers reporting on participants who had experienced the use of digital health interventions (DHIs, also called internet interventions or electronic health interventions), where the DHI was primarily used to treat depression, anxiety, and/or somatoform disorders. This included interventions that provided information and support (emotional, decisional, and/or behavioral) via a technological or digital platform (website, computer, mobile phone app, SMS text message, email, videoconferencing, wearable device, patient portals or personal health records, or virtual reality)

**Exclusion criteria**
- Gray literature or literature not published in a peer reviewed journal
- Dissertation or theses
- Published abstracts or conference proceedings
- Any type of literature review, systematic review, and meta-synthesis
- Experiences of health care professionals or parents or carers
- Studies where the primary digital health interventions (DHIs) were telephone-based with no additional technological function (eg, telephone counseling or triaging service), internet-based health tools that were not defined as interventions (eg, internet health searching), or an implantable device that was remotely monitored
- Interventions to improve adherence to medication, improve assessment or diagnosis, or where digital interventions were not the major constituent of the intervention
- Peer-to-peer networks and DHIs of social support via the internet, use of social media, online support groups, or DHIs consisting of group therapy
- Data collected during the testing of the usability and design of DHIs
- Males and females aged <18 years; studies were included if ≥50% of the sample were aged ≥18 years

**Screening and Data Extraction**

**Data Screening**
Duplicated studies were removed in EndNote, and the remaining articles were exported into a Microsoft Excel document for screening. Qualitative results from the same overall study that were split across different publications were not removed until the full-text screening. Papers were removed if they reported the same qualitative findings; otherwise, they were included. In addition, we carried out backward citation by hand searching the references of all included studies and key papers. Forward citation searching of the included studies was carried out in Scopus. Initial screening of titles and abstracts was conducted by 1 reviewer (SP), with a second reviewer (AA) screening a random 10% sample to confirm congruence. Interrater agreement for full-text screening was 99.4%, and disagreements were resolved through discussion.

**Data Extraction**
Data were extracted by SP from papers included in the systematic review using a data extraction form developed by SP and AA. The primary focus of data extraction was the identification of specific qualitative findings—reported themes and subthemes related to the phenomena of interest, which were subsequently synthesized as described below. All text from the papers labeled as results or findings were entered into a Microsoft Word document. Additionally, descriptive data, including details about DHIs, study aims, methods and analysis, country of research, and demographics of participants, were extracted. The form was initially piloted on 3 papers by both reviewers. AA completed data extraction for 30% of the articles to confirm congruence. Data extraction forms were compared to ensure data accuracy and comprehensiveness. Any disagreements were resolved through discussion until a consensus was reached.

**Quality Appraisal**
Quality assessment of papers included in the meta-synthesis was undertaken by SP and AA using the Critical Appraisal Skills Programme (CASP) criteria [31]. Studies were not excluded on the basis of quality because we were more concerned about including papers that contained depth in data collection and analysis, which might provide valuable information regarding participant experience of DHIs. We included papers that collected data through semistructured interviews. We included papers that collected data through open response text if there was richness in the data provided.

**Meta-Synthesis**
A meta-synthesis approach was used to organize and interpret the data. The findings of the included studies were synthesized...
using methods proposed by Noblit and Hare [32]. Papers were read and re-read by SP and AA, and first- and second-order constructs were extracted using a Microsoft Word template form. First-order constructs were defined as direct participant quotes reported in the papers. Second-order constructs were defined as the authors’ interpretations of participants’ quotes expressed as themes extracted from both the results and findings sections of papers. SP and AA independently sifted the second-order constructs, compiling new third-order constructs that summarized and encompassed the various themes across studies. Third-order constructs refer to synthesized constructs that emerge from the analysis of first- and second-order constructs. Constructs were reviewed to see how the themes were similar when compared across papers to make sense of the variability in participant experience of DHIs. A draft summary of the analytical themes was written by SP and AA and shared with the review team consisting of service providers and service user representatives. Themes were refined until consensus was reached.

Results

Summary of Search Results

The initial search yielded 9030 records. After duplicate records were removed, there were a total of 8936 records. Following title and abstract screening, 8836 articles were excluded, resulting in a total of 100 papers being reviewed in full; 1 paper that was not identified in our search but included in a key systematic review paper [27] was included [33], and 1 paper was identified and included through hand searching [34]. A total of 26 papers met the eligibility criteria and were included in the meta-synthesis. These were amalgamated into 24 studies because 2 of the included studies reported data in 2 papers. One study that was included was reported in a qualitative paper as part of a Health Technology Assessment report, the themes highlighted in the 2 papers differed, and both findings were included [35,36]. For another study that was reported in 2 papers, 1 paper specifically focused on motivation to persist with the DHI, while another paper focused on patient experience and the implementation of digitally delivered cognitive behavioral therapy (CBT) [37,38].

The majority of the studies were nested within a randomized controlled trial (RCT; n=15). All the included studies were deemed to be of sufficient quality to contribute to the meta-synthesis. All papers reported a clear statement of the aims of the research and were deemed to be valuable in their contribution to the themes. Question 6 of the CASP referring to the relationship between the researcher and participants was acknowledged in only 13 papers. Kuhn et al [39] contributed the least to the meta-synthesis because the paper provided minimal information regarding the data analysis method and how themes were derived (Multimedia Appendix 4).

The PRISMA diagram (Figure 1) illustrates the flow of study identification and selection. The main reasons for exclusion included no qualitative analysis or data, primarily quantitative data, primary focus not being depression, anxiety, or somatoform disorders, and lack of data on the experience of using a DHI. Multimedia Appendix 5 summarizes the included studies. The sample characteristics of the included studies are described in Multimedia Appendix 6.

The included studies were published between 2007 and 2018. The majority of the studies were carried out in European countries, primarily England and Sweden (n=11). A total of 13 studies looked at all types of depressive disorders, including major depression and dysthymic disorder, postpartum depression, and studies where depression was comorbid with cardiovascular disease and multiple sclerosis; 6 studies examined anxiety disorders, including panic disorder, PTSD, OCD, GAD, and postpartum anxiety; and 4 studies examined depression and/or anxiety. No qualitative studies have been conducted on the use of a DHI for the treatment of somatoform disorders. The majority of the participants were recruited from the community, and 1 study recruited participants from a multiple sclerosis outpatient clinic. Only 11 papers reported the ethnicity of participants. The participants in the studies were primarily of a white ethnic background and younger or middle-aged. The majority of the studies collected data via interviews, and 2 studies collected data via open-ended questionnaires. Of the total, 18 studies were purely qualitative studies, and 6 studies were mixed methods studies.

The studies varied in types and formats of DHIs. Of the 24 studies, the majority provided additional support via email, telephone calls, or SMS text messages (n=13); 6 studies included some form of face-to-face support, whereas 5 studies were purely self-guided DHIs with no support provided. In relation to platforms, the majority of the studies were DHIs accessible on desk-based computers (n=19). Only 1 study used a blended approach consisting of video-based therapy. Of the eligible studies, 2 studies consisted of smartphone apps, and 1 study consisted of web- and smartphone-based monitoring. Only 1 study included the use of a computer telephony system designed to monitor and support self-care. In terms of treatment approach, the majority of studies were based on CBT principles (n=19).
Results of Meta-Synthesis

The meta-synthesis revealed 3 major themes and 9 subthemes related to the 3 objectives of the systematic review:

1. Service user perceptions of DHIs regarding their acceptability and usability.
2. Aspects of DHIs that are valued and work well and those that could be improved or altered.
3. Why service users chose to use, continue with, or stop using DHIs.
4. Selected supporting quotations from across the studies is provided in Multimedia Appendix 7 to illustrate this meta-synthesis. It shows first-, second-, and third-order constructs and synthesized subthemes with contrasting positive and negative participant experiences of DHIs.

The first theme, *initial motivations and approaches to DHIs*, had 2 subthemes:
1. Initial motivations: hope, accessibility, and cynicism.
2. Participant approaches to engaging with a DHI: active versus passive.

The second theme, *personalization of treatment*, had 3 subthemes:
1. Flexibility and autonomy.
2. Stigma and privacy.
3. Functionality, content, and interface.

The third theme, *the value of receiving personal support in DHIs*, had 4 subthemes:
1. Support for understanding DHIs.
2. Support to enhance commitment and motivation.
3. Suitability and desire for additional support.
Theme 1: Initial Motivations and Approaches to Digital Health Interventions

Participants’ initial motivations and approaches to engaging with DHIs had a significant impact on the perceived helpfulness of the intervention. Those who approached the DHI with a sense of hope that it might be helpful and had an active, committed approach to see the treatment through had more positive experiences of treatment and reported greater benefits than those who were initially more cynical and utilized a passive approach in their engagement with DHIs. Thus, the participant approach to DHIs impacted the recruitment and therapeutic process. This began when participants contemplated participating in the study and continued throughout their engagement with the DHI. This is explored further in the following subthemes.

Initial Motivations: Hope, Accessibility, and Cynicism

A total of 15 papers reported on participant expectations of participating in a DHI trial [34-48]. Participants initially decided to engage with a DHI for several reasons. These included hope for recovery and the desire to improve health and reduce symptoms through self-management. The prospect of using DHIs encouraged participants to feel empowered and manage their health by taking responsibility. Participants highlighted that participating in a DHI would enable them to develop coping strategies to manage their difficulties and increase their self-efficacy. DHIs provided a sense of agency to move from a passive to an active role in managing their condition.

DHIs were also viewed as novel approaches to treatment, which provided an alternative opportunity to receive help. DHIs were perceived to be more easily available because they increased accessibility, flexibility, and choice in accessing therapy:

*I think it’s an easy way to access help without having to like — you know it’s easy, it fits into your lifestyle, it’s convenient.* [48]

There were some negative expectations about DHIs, including skepticism about its helpfulness and concerns about whether a therapeutic relationship could be established remotely. However, in some cases, the ambivalence was overturned once participants commenced treatment, and there was surprise at how quickly a relationship could be established remotely.

Participant Approaches to Engaging With a Digital Health Intervention: Active Versus Passive

Participants’ approach to DHIs and technology in general affected motivation to continue engaging with DHIs. This was reported in 17 papers [24,34,37-39,41,44-46,48-55]. Participants who took a more active approach could see the unique benefits of DHIs over medication or face-to-face therapy:

*Rather than just saying well here’s your pills or sit there and talk to somebody for 35 minutes...actually felt like I was doing something to help myself.* [54]

Participants with an active approach embraced independent work. This involved actively processing information received (e.g., taking time to reflect on the sessions), educating themselves about their condition, and applying the learning to their daily living.

Engaging with the DHI gave participants a sense of empowerment, understanding, and awareness about their condition and its triggers, which encouraged them to utilize the tools for self-management. It gave participants a sense of accomplishment and provided greater understanding, and participants felt “inspired to take more control” [38].

This theme was strongly represented in Bendelin et al [49], who identified that an active, self-reliant approach to treatment was related to outcomes that were more positive. However, participants who had a passive style of working struggled to apply the treatment and were more likely to discontinue treatment.

With regard to completing therapy, participants with an active approach felt a sense of obligation or personal commitment to complete the therapy because they had agreed to participate in the DHI and owed it to the researcher or research team to complete the treatment. Others reported that they completed sessions because they valued the importance of research.

Participants with a more passive approach, however, struggled to maintain motivation. They found the nature of DHIs to be “quite difficult,” “quite stressful” [52], and isolating. They preferred face-to-face sessions and felt that this was an essential component of personalized practical and emotional support.

Theme 2: Personalization of Treatment

The degree and ways in which DHIs were personalized to participants’ situations and health status were deemed to impact the value of the treatment. The flexibility and convenience of DHIs had differential effects. For some participants, this made it more accessible and possible for them to engage in treatment in a way that traditional approaches could not. However, for others, the lack of structure, protected time, and accountability, present in more formal face-to-face therapy, meant that they forgot to complete sessions or disengaged from DHIs. Stigma and privacy were also a double-edged sword: for some, the anonymity of DHIs helped them to trust the process and engage; for others, the lack of a separate, private space to engage with difficult issues felt unsafe. There was broad agreement that DHIs had a simple interface and succinct content were preferred. There was also consensus that reminders, feedback on progress, and acknowledgment of achievements helped to support engagement.

Flexibility and Autonomy of the Digital Health Interventions

Flexibility and autonomy were emphasized in the majority of papers, with 19 papers reporting the flexible and autonomous nature of DHIs [24,35-42,45-49,52-56]. Some participants perceived DHIs to be more accessible and flexible. This led participants to feel that they had more autonomy and choice over their treatment. They used DHIs more responsibly when they needed it, and this positively impacted treatment completion:

*I like the fact that I could do it in my own time at home...cause I have three children so it wasn’t like I
would have to try to have to make appointments and get child care so I could do it when they were in bed or you know whenever it sort of seemed to fit in with my lifestyle I suppose. [56]

Conversely, for some participants, DHIs lacked the structure and protected the treatment time they wanted, which subsequently impacted the motivation to complete treatment. Where interventions were self-guided and did not include monitoring, participants felt less obligated to complete sessions, particularly if they had competing priorities.

**Stigma and Privacy**

DHIs appealed to some participants because they were perceived to reduce the stigma and anxiety associated with seeking psychological help for mental health conditions. This was reported in 13 papers [35,36,41,42,44,48,49,51-53,55-57]. For participants who had not accepted their condition or felt afraid to express their thoughts, DHIs provided a safe platform to access support from the comfort of their own home. Participants felt more comfortable expressing their feelings on a computer rather than face-to-face because the DHI felt more private. Participants felt less judged and were able to be more honest and open in expressing their feelings to a computer rather than a person. They liked that they “didn’t have to tell anybody else face to face,” and found the DHI to be “a way of coping privately but in a structured way” [36]. However, some participants had concerns about the security and privacy of data [51]. Some believed that a trusting and therapeutic relationship could only be formed face-to-face.

**Functionality, Content, and Interface**

There was great variability in the DHIs used, consisting of different interventions and varying levels and forms of support. Themes related to DHI functionality, content, and interface were highlighted in 21 papers [24,34-39,41,48-50,52,55-57]. Participants reported that content simplicity, reminders, and progress monitoring were very important aspects of functionality, the absence of which impacted treatment completion and satisfaction. This is because it influenced user identification with the material and provided feedback. Accessibility on a range of platforms, content relevance, and ease of navigation, readability, and inclusion of interactive elements impacted user acceptability and engagement with DHIs.

**Theme 3: The Value of Responsive Personal Support**

This theme was identified in 24 of 25 papers. Only Kuhn et al [39] did not report this. Participants were able to seek treatment to help them self-manage their symptoms via the use of DHIs, but they still valued some form of human, responsive, personal support even if this support was not provided face-to-face. The key elements of additional support valued by participants were support that was personal and human and support that was rapidly responsive to their emotional state, personal difficulties, and achievements. Participants identified that additional support in DHIs helped them better understand DHIs, increased commitment and motivation, and helped form a more therapeutic engagement with DHIs. The rapidly responsive contact with a supporting person or therapist seemed to be missing from those who had poorer experiences of DHI. The presence and value of the provision of some form of personal support were identified to be integral in the majority of studies and forms the most influential theme.

**Support for Understanding Digital Health Interventions and Treatment**

Incorporating some form of support in DHIs aided participants’ understanding of the purpose of the intervention. This was particularly pertinent where participants were ambivalent about participating in a DHI or were unsure about the need or value of receiving psychological support. This was emphasized in 16 papers [24,35-38,40,44-48,51,52,54,55,57]. Where support was not provided, participants misunderstood the difference between a research trial and the DHI and would often assume that trial participation was part of therapy. Guided support provided participants with direction about the interpretation of the treatment session content and made therapy more personally relevant.

**Support for Enhancing Commitment and Motivation**

Incorporating some form of support to enhance commitment and motivation was highlighted in 17 papers [35,37,38,41,43-51,53-55,57]. Owing to the autonomous nature of DHIs, participants reported forgetting or feeling less obligated to engage in treatment compared with face-to-face therapy, as highlighted in the previous theme. Without additional support, they struggled to relate to and apply the therapy content to their own condition, leading to disengagement from the DHI. Receiving feedback from a therapist or others allowed participants to monitor their progress, prevented forgetfulness, and encouraged participants to continue with therapy. Some form of communication was helpful and was achieved via a number of mediums, including face-to-face and remotely via emails, phone calls, and SMS text messages. Thus, receiving support facilitated understanding of symptoms, prevented forgetfulness to complete modules, and provided encouragement to overcome challenges and reduced isolation. Disengagement from a DHI was more likely in the absence of support as it reduced commitment and motivation to complete therapy.

*From my point of view, the contact with the therapist was an essential aspect of therapy. Therefore, I lost all my interest in the therapy and didn’t want to continue.* [43]

**Suitability and Desire for Additional Support**

Questions regarding the suitability of DHIs for some problems were raised in 12 papers, alongside some patients’ desire for additional responsive support when DHIs became challenging or unsuitable [24,34,43,45,46,50-56]. DHI therapy sessions could be physically and mentally exhausting, and for some participants, it exacerbated symptoms of low mood and anxiety. Therefore, some participants wanted additional support to manage these negative feelings. The absence of support made module completion overwhelming for some participants, leading them to prioritize other commitments or discontinue the treatment.

https://www.jmir.org/2020/7/e16228
Hind et al [52], focusing on DHIs for people with depression and physical comorbidities, found that completion of DHI sessions placed physical demands on participants. Where support was not provided, some form of support was recommended to overcome feelings of isolation and enable emotional expression [34,51,52]. This subtheme was not highlighted by any of the papers that included face-to-face support [24,33,35-38,44,57].

Support for Developing a Virtual Therapeutic Relationship

The interpersonal and relational aspects remained an essential ingredient of therapy, even if it was delivered as a DHI. This subtheme was reported in 18 papers [24,33-35,37,38,41,43-48,50,51,53-55]. Participants who engaged in DHIs reported feeling surprised at how quickly a relationship could be formed remotely with a person. They valued expressing feelings in written form because it enabled self-reflection and communication of emotion without interruptions. Attributes associated with developing a therapeutic relationship face-to-face were also identified in the DHIs. This included building a positive relationship between trust and feeling understood. Participants referred to the therapist as “a real friend” and likened the DHI to a “face-to-face session” [24].

Participants who disengaged from DHIs found them to be impersonal and expressed a preference for face-to-face therapy. The absence of visual cues such as eye contact and gestures was perceived to reduce emotional closeness, and made participants question whether the therapist was giving them their undivided attention. The use of written communication methods and the associated time delay between responses were seen as barriers to developing a therapeutic relationship. The absence of face-to-face contact was perceived to lack empathy, be machine-like “cold, not very friendly” [35], and this negatively impacted the therapeutic relationship.

Summary of Meta-Synthesis

The themes emerging from the meta-synthesis acknowledge the variability within individuals’ experiences of DHIs for depression, anxiety, and somatoform disorders. DHIs were perceived both positively and negatively by participants, and this was influenced by the participants’ expectations and needs. Personalization was an overarching theme: participants who had a preference for flexibility and autonomy perceived these to be the benefits of DHIs. In addition, the functionality of the DHIs was also important to participants. The key means of personalizing treatment identified as helpful by participants was the addition of rapid, responsive personal or human support. Thus, DHIs need to be responsive to participant preferences and experiences.

Discussion

Principal Findings

This systematic review aimed to meta-synthesize qualitative studies exploring the views of people who had been invited to participate in DHIs for depression, anxiety, and somatoform disorders. The first aim of the review was to examine service user perceptions of DHIs concerning their acceptability and usability. Findings from the meta-synthesis indicate that the acceptability and usability of DHIs differ on the basis of initial personal perceptions of DHIs, associated motivations, and the degree of responsive support offered. Participants’ perceptions of DHIs can be positive or negative depending on expectations, preferences, and approaches to DHIs. Some participants felt more comfortable expressing their feelings on a computer rather than sharing it with somebody face-to-face because the DHI felt more private. Other participants found the nature of DHIs to be impersonal and preferred face-to-face therapy. This did not differ by DHI type or format, suggesting that the acceptability and usability of DHIs is influenced by individual perceptions and preferences. This study highlights that therapeutic work in DHIs is a dynamic process and is perceived positively or negatively depending on how well the DHI is adapted to the participants’ preferences. The personalization of DHIs was an overarching theme, implying that DHIs need to consider individual preferences, circumstances, and needs to improve therapy completion rates for DHIs.

The second objective of the review was to examine aspects of DHIs that are valued and work well and those that could be improved or altered. The third aim of the review was to explore why service users chose to use, continue with, or stop using DHIs. This meta-synthesis emphasizes the significance of receiving personal support in DHIs and is consistent with the findings of O’Connor et al [26] and Knowles et al [27], both highlighted the need for personalization and availability of support in DHIs. The meta-synthesis also informs some of the research priorities identified by Hollis et al [25]. This study highlights that the suitability of DHIs is based on differing needs and that DHIs could be optimized by incorporating additional support. This systematic review extends on previous findings of Knowles et al [27] by demonstrating that personalized support was valued across studies irrespective of DHI type, format, or disorder. Participants who received self-guided DHIs expressed dissatisfaction with the lack of human interaction and expressed that it was required to increase commitment as it enabled personal support and feedback. Participants who received face-to-face contact as part of the DHI expressed that incorporating interpersonal features such as the provision of support was central because it personalized therapy. Personalized support facilitated an understanding of therapy, increased commitment and motivation to continue treatment, and helped form a more therapeutic engagement with DHIs. Similarly, participants in DHIs consisting of email or phone support reiterated that the presence of a supporter personalized therapy. However, they also expressed a desire for more contact with a supporter. Participants in the 2 studies that provided no therapy and only technical support or reminders [50,54] expressed a need for personalization in the form of feedback and emotional support. The functionality of DHIs was perceived to facilitate or hinder engagement. DHIs that were easily accessible and interactive were viewed as more beneficial than DHIs that were harder to navigate and inaccessible on a range of platforms. DHIs consisting of smartphone apps were perceived to be easily accessible. A simple interface and succinct content with reminders, feedback on progress, and acknowledgment of achievements also helped to support the completion of therapy.
This review also highlights that the flexible and autonomous nature of DHIs and the desire to gain greater awareness to self-manage conditions can affect participants’ choice of whether to engage with a DHI or not. These aspects are consistent with previous systematic reviews on DHIs [26], which also emphasized the significance of personal agency and motivation to improve awareness and self-management of health when considering recruitment to DHIs. The current meta-synthesis enhanced these findings by highlighting how individual expectations and perceptions influenced participant engagement and approaches to DHIs. Participants with an active approach perceived DHIs to be more favorable compared with face-to-face therapy and were more likely to actively engage with DHIs by reflecting on and applying session content to their daily lives. Subsequently, these participants were more likely to complete treatment compared with participants who found DHIs isolating. DHIs attracted participation when they were perceived to be accessible and tailored to individual needs. Participants could access treatment from their own homes, which was more convenient and appropriate for those who would otherwise not access treatment. DHIs were also perceived to be more appealing because they reduced the stigma of accessing treatment. However, for some participants, the autonomous nature of DHIs made it easier to prioritize other tasks and disengage from treatment because the sense of commitment to treatment was reduced.

The meta-synthesis illustrates the different requirements of support that can potentially be provided in a number of ways. Thus, on the basis of participant preferences and needs, DHIs could be tailored to meet individual presentations. DHI functions and level of support likely to be required could be determined by initially assessing participant expectations and needs, as opposed to uniformly offering DHIs as an all-or-nothing option.

**Strengths and Limitations**

This is the first meta-synthesis to our knowledge that has looked at the acceptability and usability of DHIs across different types and formats and across a range of depression and anxiety disorders. This systematic review included all DHIs regardless of the delivery method (ie, text-based, automated, blended therapy), so it compared very different experiences. The themes emerging from the meta-synthesis highlight that personalized support was valued across studies irrespective of DHI type, format, or health condition. In particular, some form of human interaction was valued because it personalized therapy and increased motivation to complete therapy. This supports the generalizability of this finding, given that participants reported similar themes from a range of DHIs.

A limitation of including a range of different interventions is that some comparisons may have been incompatible or inappropriate across these rather different technologies. However, given the broad inclusion criteria, it is particularly important that personal support was still highlighted as a theme across studies and gives greater weight to its importance. We excluded peer-to-peer networks and DHIs of social support via the internet, use of social media, online support groups, or DHIs consisting of group therapy. Future research could explore whether participants’ experiences of these delivery formats differ or are similar to our findings. It is worth highlighting that technological competence was only identified in 3 studies [24,41,51] as a potential barrier to engaging with a DHI. This could be because the views captured in the papers are mainly of participants who chose to engage in a DHI and do not capture the experiences of participants who decided not to participate in a DHI. The majority of the DHIs were CBT-based despite including a broad range of mental health conditions, treatment settings, and types of DHIs. Recommended therapies, such as interpersonal therapy for depression, were notably absent from studies included [38]. In terms of DHI variability, the use of videoconferencing to provide therapy was only included in 1 study [24] and could be investigated further in the future. Videoconferencing has the potential to provide real-time face-to-face therapy remotely, thus improving accessibility but also increasing the level of personalized support. A recent RCT investigating the clinical and cost-effectiveness of videoconferencing CBT delivered to unscheduled care users with health anxiety found completion rates to be substantially higher than other DHI studies [7]. Recent years have also seen an increase in the use of smartphone apps for the treatment of depression and anxiety and the use of VR and interactive games for the treatment of anxiety and phobias. Therefore, it will be useful to update this systematic review to incorporate research regarding the acceptability and usability of smartphone apps to ascertain whether similar themes emerge.

This systematic review was not carried out using double screening, with only 30% of data being extracted by both reviewers. However, the high level of congruence found for the subset sample implied that the screening methods were rigorous. The systematic review only included papers published in English, which may reflect the fact that the majority of the studies were conducted in European and American countries. However, major sources of technology production are found in non–English speaking countries, for example, China, Japan, and India. The majority of studies were for the treatment of depression, and there were no studies on the use of DHIs for the treatment of somatoform disorders; therefore, the conclusions might not apply to somatoform disorders. We excluded participants with bipolar disorder despite depression being a characteristic feature of bipolar disorder; hence, we were unable to see whether the findings could translate to this condition.

**Implications and Recommendations**

On the basis of our findings from the meta-synthesis, we propose the following implications and recommendations to policy makers and commissioners:

1. Expectations and pre-existing beliefs about DHIs and their effectiveness can have an impact on patient experience and engagement. Therefore, addressing these expectations before beginning a DHI or building this into the initial stages of DHIs would help manage any misconceptions and address early barriers. This might also explain the high dropout rate from DHIs if people perceive them to be less effective than traditional approaches. An initial assessment should also include addressing patient preferences in terms of autonomy, level of support, and medium of...
communication. This would help identify whether additional support is needed, and if so, the level required. Responsiveness to these kinds of unnecessary barriers could aid engagement and retention in DHIs.

2. Personalization of DHIs and personalized support was an overarching element that ran throughout all themes. Communication of some form was valued by the majority of the participants. It clarifies the intervention’s purpose, personalizes therapy, and increases self-discipline and motivation to engage with DHIs. Thus, engagement with DHIs can be enhanced by including personal reminders for therapeutic activities and giving participants’ individualized feedback on their progress with therapeutic tasks. Ensuring that the interface and content is succinct and easy to navigate around would also likely reduce dropout from DHIs. Thus, future DHIs need to consider how feedback and reminders can be incorporated and presented.

3. Both the previous recommendations and many other individual problems described by participants in this study would be addressed by making additional support available to those using DHIs. There is a clear and consistent theme of preferred qualities for this additional support, particularly where the person is passive or indifferent in their willingness to engage with a DHI. Additional support should be personalized, incorporate some form of human interaction, and be rapidly responsive. This kind of support was especially desirable when participants met significant barriers to DHIs. Therefore, treatment engagement, experience, and response should be monitored throughout DHIs, so those who do not respond or have a poor experience can receive an appropriate level of additional support quickly.

Conclusions
This review indicates that addressing patients’ initial expectations of DHIs could help improve uptake, therapy completion, and effectiveness. Furthermore, the addition of rapid, responsive personal and human support, albeit offered remotely, could improve patient experience of DHIs, particularly when patients find DHIs challenging. The recommendations offered by this review have the potential to improve recruitment and retention rates to participation in DHIs and guide the design of DHIs so that they are personalized and improve overall patient experience.
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Abstract

Background: There is growing evidence that apps and digital interventions have a positive impact on diabetes self-management. Standard self-management for patients with diabetes could therefore be supplemented by apps and digital interventions to increase patients’ skills. Several initiatives, models, and frameworks suggest how health apps and digital interventions could be evaluated, but there are few standards for this. Although there are many methods for evaluating apps and digital interventions, a more specific approach might be needed for assessing digital diabetes self-management interventions.

Objective: This review aims to identify which methods and criteria are used to evaluate apps and digital interventions for diabetes self-management, and to describe how patients were involved in these evaluations.

Methods: We searched CINAHL, EMBASE, MEDLINE, and Web of Science for articles published from 2015 that referred to the evaluation of apps and digital interventions for diabetes self-management and involved patients in the evaluation. We then conducted a narrative qualitative synthesis of the findings, structured around the included studies’ quality, methods of evaluation, and evaluation criteria.

Results: Of 1681 articles identified, 31 fulfilled the inclusion criteria. A total of 7 articles were considered of high confidence in the evidence. Apps were the most commonly used platform for diabetes self-management (18/31, 58%), and type 2 diabetes (T2D) was the targeted health condition most studies focused on (12/31, 38%). Questionnaires, interviews, and user-group meetings were the most common methods of evaluation. Furthermore, the most evaluated criteria for apps and digital diabetes self-management interventions were cognitive impact, clinical impact, and usability. Feasibility and security and privacy were not evaluated by studies considered of high confidence in the evidence.

Conclusions: There were few studies with high confidence in the evidence that involved patients in the evaluation of apps and digital interventions for diabetes self-management. Additional evaluation criteria, such as sustainability and interoperability, should be focused on in future studies to provide a better understanding of the effects and potential of apps and digital interventions for diabetes self-management.

(J Med Internet Res 2020;22(7):e18480) doi:10.2196/18480
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Introduction

As the number of people with diabetes continues to rise worldwide [1], the need to increase patients’ self-management skills is crucial to improve clinical outcomes and reduce health-related costs [2,3]. There is growing evidence that apps and digital interventions such as websites (web), social media, and other online services have a positive impact on diabetes self-management [4-12], suggesting that standard self-management could be supplemented by digital interventions to aid and improve patients’ skills [4-12]. While some apps and digital interventions have benefited patients, not all of them seem to be based on research, and some of these digital interventions could even compromise the safety of patients with diabetes [13].

To improve diabetes self-management with apps and digital interventions, the World Health Organization and the European Commission [14,15] deem it necessary that the available apps and digital interventions are accurate and reliable. Several initiatives, models, and frameworks suggest how some of these apps and digital interventions could be evaluated [16-19]. These approaches commonly name background information, privacy and security, evidence on the provided information, ease of use, or interoperability as issues that need to be addressed [16-18]. Regarding how to evaluate these criteria, several methods of different complexity have been proposed. These include simple questions to be answered by health care professionals (HCPs) and patients, whereas more complex methodology approaches, such as laboratory-based testing, field testing, and N-of-1 design, are used by researchers [18,20]. Although the aforementioned issues are relevant for diabetes self-management apps and digital interventions, a more specific approach is needed for assessing the growing number and rapidly changing functionalities of these digital diabetes self-management interventions.

Another relevant issue is who should be involved in these evaluations. As patients are often required to make critical decisions based on their own generated health information [21], people with diabetes should be involved in these evaluations. However, a previous assessment of digital health interventions demonstrated limited consideration of user perceptions, and also that of health care personnel [22].

In this systematic review, we identify the specific methods and evaluation criteria that were used to assess apps and digital interventions for diabetes self-management. We also report how patients were involved in these assessments.

Methods

This review followed the PRISMA approach [23], and its systematic review protocol is registered in PROSPERO (Registration number: CRD42018115246).

Data Sources and Search Strategy

We performed a single data search in June 2018. The search strategy covered all studies that assessed diabetes self-management apps and digital interventions, involved patients, and were published in English after 2015. We chose a short search period to get a rapid overview of the most recent methods and evaluation criteria. The search strategy covered the following databases: CINAHL, EMBASE, MEDLINE, and Web of Science. The full search strategy is available in Multimedia Appendix 1.

Inclusion and Exclusion Criteria

We included articles for review if they were (1) primary studies referring to the evaluation of apps or digital interventions for diabetes self-management; and (2) involved patients in the evaluation.

Article were excluded if (1) the evaluation only measured medical values (ie, weight, glycated hemoglobin [HbA1c], blood glucose); (2) it was not a primary study; (3) it did not focus on apps or digital interventions for diabetes self-management; (4) the full-text was not available; (5) it was not a peer-reviewed publication; (6) it was not in English; or (7) it was published before 2015.

Eligibility and Data Collection Procedure

We uploaded all references captured by the search strategy to Rayyan and EndNote and removed duplicates. The eligibility of the articles was assessed in two stages. In the first stage, 2 independent reviewers (PR and EG) examined all titles and abstracts. Eligibility doubts were discussed and agreed with a third and fourth reviewer (KA and EA). In the second stage, the full texts of the selected articles were carefully examined by 2 independent reviewers (PR and EG) to confirm their eligibility.

Two reviewers (PR and MB) independently extracted and recorded the data from these articles on an Excel spreadsheet (Microsoft). We extracted the following information from each article: type of platform, targeted health condition, study population, methods of evaluation, and evaluation criteria. Incongruences with the data extraction were discussed among the research group.

Confidence in the Evidence and Risk of Bias Assessment

Two reviewers (EG and KA) assessed the confidence in the evidence and risk of bias of the articles. We used an approach based on the CERQual guidelines [24] to assess the confidence in the evidence of the qualitative primary studies, by evaluating their methodological limitations, relevance, and adequacy. We followed the GRADE guidelines [25] to assess mixed-methods studies, quantitative studies, and randomized trials.

Strategy for Data Synthesis

We provide a narrative qualitative synthesis of the findings from the included articles, structured around confidence in the evidence and risk of bias; type of platform (apps, web, or multiplatform [ie, ≥2 types of platform delivering the same intervention in a study]); targeted health condition (type 1 diabetes [T1D], T2D, gestational diabetes mellitus, both T1D and T2D, and unspecified diabetes type); methods of evaluation (questionnaires, interviews, user-group meetings, health measures, system usage analysis, or other); and evaluation criteria (usability, clinical impact, cognitive impact, behavioral impact, feasibility, engagement, acceptability and acceptance, or security and privacy).
**Results**

**Identified and Included Studies**

The search strategy resulted in 1681 articles. After removing duplicates, 967 articles remained. In the abstract screening, we excluded 910 articles in accordance with one or more of the exclusion criteria. A total of 57 articles were eligible for full-text screening, 26 of which were excluded (see Multimedia Appendix 2). A total of 31 articles were eventually included in the review [26-56] (see Multimedia Appendix 3). The PRISMA diagram in Figure 1 summarizes the selection process. The confidence in the evidence was considered high in 7 articles [27,33,36,43,51,52,54]; moderate to high in 1 [56]; moderate in 17 [26,28-32,35,37,39,41,42,45,46,48,49,53,55], and low in 6 [34,38,40,44,47,50].

**Study Population**

The 31 articles in this review included evaluations from 3689 participants. The number of participants in each study ranged from 7 [41,50] to 1041 [43]. In addition to including patients with diabetes in their evaluations, some of the studies expanded the participant group to include HCPs (8/31, 26%) [26,27,29,37,42,48,53,56], developers (4/31, 13%) [26,44,51,56], researchers (3/31, 10%) [29,38,44], informal caregivers (eg, parents, family members) (4/31, 13%) [29,44,53,56], and others (including experts and other unspecified individuals) (8/31, 26%) [26,29,32,37,38,48,55,56].

**Type of Platform and Targeted Health Condition**

Most of the 31 included studies evaluated interventions delivered via apps (18/31, 58%) [29-34,36-39,41,46-49,52,54,56], followed by web (9/31, 29%) [27,28,35,43,45,50,51,53,55] and multiplatform (4/31, 13%) [26,40,42,44]. In the studies that conducted a randomized controlled trial, the self-management platform was the main mode of intervention compared with a standard paper diary [33], the intervention plus counseling via

---

**Figure 1. PRISMA flowchart of the selection procedure.**

Records identified through database searching: CINAHL (n=68); EMBASE (n=700); MEDLINE (n=253); Web of Science (n=660). Total (n=1681)

Additional records identified through other sources (n=0)

Records after duplicates removed (n=967)

Records screened (n=57)

Full-text articles assessed for eligibility (n=57)

Studies included in narrative synthesis (n=31)

Records excluded for one or more reasons (no evaluation or medical evaluation only; no patient evaluation; no focus on diabetes; no focus on apps or online resources; not in English; not peer-reviewed; or published before 2015) (n=910)

Full-text articles excluded:
- No patient evaluation (n=19)
- No primary studies (n=4)
- No evaluation or medical evaluation only (n=2)
- No focus on apps or online resources (n=1)
Total (n=26)
telephone call [54], and a plain text version of the web intervention [43] as opposed to an interactive version. In addition, the same intervention was referred to by some of the studies: Young with Diabetes app [29,36], My Diabetes My Way [30,55], and WellDoc [31,50]. The evaluated digital self-management interventions targeted mostly T2D (12/31, 38%) [27,31,32,34,43,46-51,54], followed by T1D (7/31, 23%) [29,33,36,40,41,44,56], unspecified diabetes type (5/31, 16%) [26,37,39,53,55], gestational diabetes mellitus (4/31, 13%) [35,38,45,52], and T1D and T2D (3/31, 10%) [28,30,42] (Figure 2).

Figure 2. Distribution of types of platform and targeted health conditions among included articles (n=31).

Identified Evaluation Methods

The methods of evaluation were grouped into 6 categories: questionnaires, interviews, user-group meetings, health-related measures, system usage analysis, and other measurements. We also identified 20 specific methods that were either used once or multiple times by the studies during the evaluation process.

The interrater agreement for the methods of evaluation was found to be $\kappa=0.550$, which represents a moderate agreement [57]. A summary of the specific methods of evaluation and studies that used them is presented in Table 1.

Questionnaires were the most common method used to evaluate diabetes self-management apps and digital interventions (21/31 studies, 68%) [29-40,42,43,45,46,50,51,54-56]. Standardized questionnaires were the most frequently used: 16 in total, each used one or multiple times among 13 studies [31,33-36,38,40,42,43,45,50,51,54]. The second most common method of evaluation was interviews (13/31 studies, 42%) [28,29,31,32,35,36,38,45,48,49,52,53,56], mainly semistructured interviews, which were used 14 times in 11 studies [28,31,32,35,36,45,48,49,52,53,56]. Other methods of evaluation that were identified in the included studies were user-group meetings (11/31, 35%) [26,27,29,37,40-42,45,47,48,56], health-related measures (9/31, 29%) [31,33,36,42,45,49,51,54,55], system usage analysis (8/31, 26%) [29,34,35,42,43,45,51,54], and other measurements (7/31, 23%) [26,37,38,44,48,51,55]. Table 1 summarizes the specific methods of evaluation, the number of times these methods were used, and the number of studies that employed these methods.

Among the 7 studies considered of high confidence in the evidence, the evaluations of the apps and digital diabetes self-management interventions were based mostly on standardized questionnaires [33,36,43,51,54], medical tests [33,36,51,54], and usage log analysis [43,51,54], followed by author-created questionnaires [43,51], semistructured interviews [36,52], focus groups [27], self-reported health measures [33], self-reported usage [43], alpha testing [51], and other oral and written feedback [51].
### Table 1. Specific methods of evaluation and studies that used them.

<table>
<thead>
<tr>
<th>Method of evaluation, specific type (n=times used), and details</th>
<th>Reference(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Questionnaires</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Standardized questionnaires (n=26)</strong></td>
<td></td>
</tr>
<tr>
<td>Block Food Frequency Assessment</td>
<td>[45]</td>
</tr>
<tr>
<td>Dietary Knowledge, Attitude, and Behavior Questionnaire</td>
<td>[51]</td>
</tr>
<tr>
<td>Health Care Climate Questionnaire</td>
<td>[36]</td>
</tr>
<tr>
<td>Paffenbarger Questionnaire</td>
<td>[45]</td>
</tr>
<tr>
<td>Patient Enablement Instrument</td>
<td>[43]</td>
</tr>
<tr>
<td>Patient Health Questionnaire-9</td>
<td>[50]</td>
</tr>
<tr>
<td>Patient Reported Diabetes Symptoms Scale</td>
<td>[50]</td>
</tr>
<tr>
<td>Perceived Competence in Diabetes</td>
<td>[36]</td>
</tr>
<tr>
<td>Problem Areas in Diabetes-5</td>
<td>[31]</td>
</tr>
<tr>
<td>Problem Areas in Diabetes</td>
<td>[33,36,40,42]</td>
</tr>
<tr>
<td>RAND 36-Item Health Survey 1.0</td>
<td>[33]</td>
</tr>
<tr>
<td>Self-Efficacy for Diabetes Scale</td>
<td>[50]</td>
</tr>
<tr>
<td>System Usability Scale</td>
<td>[33-35,38,40,42]</td>
</tr>
<tr>
<td>The Health Education Impact Questionnaire</td>
<td>[54]</td>
</tr>
<tr>
<td>The Service User Technology Acceptability Questionnaire</td>
<td>[54]</td>
</tr>
<tr>
<td>36-Item Short Form Survey</td>
<td>[50]</td>
</tr>
<tr>
<td><strong>Author-created questionnaires (n=20)</strong></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>[29,30,32,37-39,42,43,45,46,51,55,56]</td>
</tr>
<tr>
<td><strong>User-group meetings</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Focus groups (n=9)</strong></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>[27,37,40-42,45,47]</td>
</tr>
<tr>
<td><strong>Workshops (n=7)</strong></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>[26,29,48,56]</td>
</tr>
<tr>
<td><strong>Interviews</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Semistructured interviews (n=14)</strong></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>[28,31,32,35,36,45,48,49,52,53,56]</td>
</tr>
<tr>
<td><strong>Unspecified interview format (n=3)</strong></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>[29,38]</td>
</tr>
<tr>
<td><strong>System usage analysis</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Usage log analysis (n=8)</strong></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>[34,35,43,45,51,54]</td>
</tr>
<tr>
<td><strong>Self-reported usage (n=2)</strong></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>[42,43]</td>
</tr>
<tr>
<td><strong>Think-aloud protocol (n=1)</strong></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>[29]</td>
</tr>
<tr>
<td><strong>Health-related measures</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Medical tests (n=8)</strong></td>
<td></td>
</tr>
</tbody>
</table>
Method of evaluation, specific type (n=times used), and details

<table>
<thead>
<tr>
<th>Method of evaluation, specific type (n=times used), and details</th>
<th>Reference(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HbA1c</td>
<td>[31,33,36,45,49,51,54,55]</td>
</tr>
<tr>
<td>Fasting blood glucose</td>
<td>[51]</td>
</tr>
<tr>
<td>Blood pressure and cholesterol</td>
<td>[55]</td>
</tr>
<tr>
<td>Gestational weight gain</td>
<td>[45]</td>
</tr>
<tr>
<td><strong>Self-reported health measures (n=5)</strong></td>
<td></td>
</tr>
<tr>
<td>Self-reported blood glucose</td>
<td>[33,42]</td>
</tr>
<tr>
<td>Self-reported physical activity and nutritional habits</td>
<td>[42]</td>
</tr>
<tr>
<td><strong>Other measurements</strong></td>
<td></td>
</tr>
<tr>
<td>Security assessment (n=1)</td>
<td>[44]</td>
</tr>
<tr>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Scenarios (n=2)</td>
<td>[37,38]</td>
</tr>
<tr>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Cost-effectiveness (n=1)</td>
<td>[55]</td>
</tr>
<tr>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Alpha testing (n=1)</td>
<td>[51]</td>
</tr>
<tr>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Observation (n=2)</td>
<td>[48]</td>
</tr>
<tr>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Rating system (n=1)</td>
<td>[26]</td>
</tr>
<tr>
<td>Star rating</td>
<td></td>
</tr>
<tr>
<td>Heuristics method (n=1)</td>
<td>[37]</td>
</tr>
<tr>
<td>Bertini’s mobile tool</td>
<td></td>
</tr>
<tr>
<td>Anecdotal feedback (n=1)</td>
<td>[26]</td>
</tr>
<tr>
<td>Open text review</td>
<td></td>
</tr>
<tr>
<td>Other oral and written feedback (n=2)</td>
<td>[44,51]</td>
</tr>
<tr>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

*N/A: not applicable.

**Identified Evaluation Criteria**

The evaluated criteria were grouped into 8 categories: usability, clinical impact, cognitive impact, behavioral impact, feasibility, engagement, acceptability and acceptance, and security and privacy. The included studies evaluated one or several of these identified criteria. The interrater agreement (κ) for the evaluation criteria was found to be 0.563, which represents a moderate agreement [57].

Among the 7 studies considered of high confidence in the evidence, the most commonly evaluated criteria were clinical impact [33,36,51,54], cognitive impact [33,36,43,54], and engagement [43,51,54], followed by usability [33,51], behavioral impact [33,51], and acceptability and acceptance [51,54]. None of these studies considered of high confidence evaluated feasibility or security and privacy.

Qualitative and mixed-method studies that used thematic analysis in their evaluation focused mostly on usability as an evaluation criterion. Three of the studies considered of high confidence in evidence were qualitative and mixed-method studies. Of these, 2 evaluated cognitive impact [36,52] and usability [27,52], and 1 evaluated engagement [36]. Figure 3 shows the number of studies that used each of the specific methods to evaluate the identified criteria. It illustrates that several methods were used to evaluate one criterion in a single study. Likewise, some studies evaluated several criteria using one or more of the identified methods of evaluation. For example, of the 31 included studies, 9 [31,33,36,40,42,43,45,50,54] evaluated cognitive impact using standardized questionnaires.
**Discussion**

**Summary of the Findings**

This review aimed to identify the existing methods and criteria used to assess apps and digital diabetes self-management interventions that involved patients in their evaluations. A total of 31 articles were included in the review, 7 of which were considered of high confidence in the evidence [27,33,36,43,51,52,54]. More than half of the studies (18/31, 58%) focused on the evaluation of apps for diabetes self-management, and 12 of the 31 studies addressed T2D. The most commonly used methods of evaluation were questionnaires, interviews, and user-group meetings. The most used evaluation criteria to assess apps and digital interventions for diabetes self-management were cognitive impact, clinical impact, and usability.

**Specific Evaluation Criteria and Diabetes Patients’ Assessment**

In our review, we have found that studies dealing specifically with apps and digital interventions for diabetes self-management focus on the evaluation of more technology-related and users’ interaction aspects (ie, acceptability and acceptance, and engagement). In addition, these studies focus on the impact that these digital self-management interventions have on the individual. Behavioral impact, cognitive impact, and clinical impact were used as relevant criteria for assessing all types of digital interventions for diabetes self-management. It is vital to measure the interventions’ impact on their users because those that have shown benefits related to behavioral, cognitive, and clinical impact could reduce health-related costs [2,3].

Evidence shows that involving individuals in the assessment of different health interventions has a positive impact on health...
[58]. We found few articles (n=31) in this review that involved patients in the evaluation of apps and digital interventions for diabetes self-management. The evaluations in which patients were involved in mostly focused on usability and cognitive impact. Evaluation criteria that could measure patients’ continuous use of these apps and digital interventions for self-management could supplement both their qualitative responses and the more static traditional and clinical criteria. This is an opportunity for improvement, as none of the studies in this review evaluated the same criterion using both qualitative results from patients and quantitative measures.

Involving patients with diabetes in assessing apps and digital self-management interventions, and obtaining their feedback regarding additional evaluation criteria could also increase our knowledge about the features that support engagement with these technologies. This could also help create better digital health interventions that encourage more continuous and effective use [59]. The most common methods of evaluation with the patients were questionnaires, interviews, and user-group meetings. Simple methods such as these elicit the opinion and perceptions of users, as well as encourage them to critically analyze self-management apps and digital interventions. Therefore, such methods should be used in conjunction with complex methods used by researchers and developers [18,20], especially to measure the same criterion.

Improving Reported Evaluations of Digital Interventions for Diabetes Self-Management

Apps and digital health interventions have evolved quickly. Yet, compared with other sectors, the health industry seems to be behind with regard to digitalization [60]. Currently, most apps and digital interventions for self-management are not recommended as part of the treatment plan, maybe because their design and development do not take into consideration sustainability [61]. In fact, digital health interventions rarely advance beyond a pilot phase [62,63], or the duration of an intervention study.

In 2016, the mobile health (mHealth) evidence reporting and assessment checklist was developed by the World Health Organization to help with reporting evidence of the effectiveness of mHealth interventions [64]. The checklist recommended reporting on items that touch on sustainability, scalability, and transparency, such as infrastructure, interoperability, contextual adaptability, and replicability, which we still see are not much focused on in today’s studies. Future studies should also consider these evaluation criteria in addition to gender and equity issues associated with the use of apps and digital interventions for diabetes self-management.

Evaluation reports for apps and digital interventions for diabetes self-management must be standardized, as recommended by the CONSORT-EHEALTH guidelines for reporting digital health interventions [65]. The lack of standardization made it challenging to compare studies as different authors used different terminologies to describe the same evaluation criterion. For example, one study [37] used the term heuristics evaluation, which was grouped under usability because it evaluated measures such as the visibility of app status, ease of input, and readability. Likewise, another study [32] evaluated satisfaction, which falls under usability because it evaluated among others, visual attractiveness and ease of use.

As electronic health (eHealth) research is a multidisciplinary field, we assume that the authors chose these terms based on the various educational or professional backgrounds and the corresponding target audiences. By following the World Health Organization classification of digital health interventions [66], terminologies related to the evaluation of apps and digital interventions for diabetes self-management could be standardized to facilitate straightforward interpretation and aggregation of research evidence.

Association Between Methods Used and Criteria Evaluated

In our review we have found that there was an almost even split of studies that used standardized questionnaires, author-created questionnaires, and semistructured interviews to evaluate usability. Our results are to some extent in line with the findings of a previous review that found that usability was mainly assessed through polls and questionnaires [67]. The usability of a digital self-management intervention is crucial to its successful adoption, its acceptance, and the individual’s engagement with it. In addition, we found that cognitive impact was often assessed not only through standardized questionnaires, but also through semistructured interviews.

Comparing the methods for the evaluation of usability with those for the evaluation of cognitive impact, we identified that it was more common to use author-created questionnaire for usability. A possible explanation might be the wide variety of intervention delivery platforms (eg, different types of apps and online resources) that might create different evaluation needs not captured in existing standardized usability questionnaires. Another explanation might be the different research traditions in different disciplines. Usability might be more often a concern of computer science researchers, whereas cognitive impact a concern of health researchers and professionals.

Finally, health outcomes were almost exclusively evaluated by medical tests, showing the preference of health researchers and professionals in using standardized tests to determine the impact of digital interventions. Several other methods can be used to evaluate multiple criteria; however, depending on the aim and the type of study, researchers must endeavor to exhaust all available methods to ensure consistency of results.

Feasibility of Using Digital Self-Management Interventions in Clinical Workflow

Although most apps and digital health interventions are intended for self-management, some of them also provide access to the health care system, such as communication with HCPs and electronic health journals. The reviewed studies consistently reported that this is in response to patients’ interest in being able to contact their HCPs or share results (eg, their blood glucose results with their health care team). This was the case not only within our review [35,36,42,44,47,48,56] but also by industry research groups [68,69]. This implies the potential and expectation for further involvement of HCPs in patients’ use of apps and digital interventions for diabetes self-management.
Several studies, including many in this review, have shown that involving HCPs in digital interventions is associated with improved self-management of diabetes and the success of these interventions [31,48,49,52,70-72]. Therefore, studies focusing on apps and digital interventions for diabetes self-management should evaluate the possibilities of effortlessly integrating these interventions in the workflow of HCPs—the connection and interaction with electronic health journals and other existing health information systems. Such an integration can be achieved by evaluating the infrastructure needed for digital self-management interventions [64].

Limitations and Strengths
The search for articles covered a short period (2015-2018) and focused on articles published in the English language. Therefore, we may have missed relevant studies that reported additional evaluation methods or evaluation criteria. Our interrater agreement of the data extraction was only moderate; however, all incongruences were discussed among the research group. Our findings have provided a useful overview of the recent evaluation methods and criteria that researchers are using to assess current apps and digital interventions for diabetes self-management. Furthermore, our review included both quantitative and qualitative studies which provided a better characterization of different evaluation methods and criteria that are being used to assess digital diabetes self-management interventions.

Conclusions
There are only few studies that involved patients in the evaluation of apps and digital interventions for diabetes self-management, and even fewer still considered of high confidence in the evidence. The most common evaluation methods were questionnaires, interviews, and user-group meetings, whereas evaluation criteria were cognitive impact, clinical impact, and usability. Studies with high confidence in the evidence did not evaluate feasibility or security and privacy, neither were patients involved in evaluating the latter criterion which was evaluated in only 2 [29,44] of the included studies. It is important to the successful implementation and continuous use of apps and digital interventions for diabetes self-management that patients are involved in evaluating every criterion. In that way, they can contribute to the development and modification of these digital interventions to better meet their specific self-management needs. Furthermore, the methods and criteria evaluated in digital diabetes self-management interventions should be expanded to assess and ensure sustainability and interoperability. In addition, studies should evaluate the association between cognitive, clinical, and behavioral impact of these apps and digital interventions, and health-related costs for individuals with diabetes. This could help improve health care associated with the management of diabetes and promote the incorporation of apps and digital interventions for self-management in the services provided at health care facilities.
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Abstract

Background: An increasing number of patients have received prophylactic or therapeutic oral anticoagulants (OACs) for thromboembolic complications of diseases. The use of OACs is associated with both clinical benefits and risks. Considering the challenges imposed by this class of drugs, as well as the enormous progress made in portable device technology, it is possible that technology-based interventions may improve clinical benefits for patients and optimize anticoagulation management.

Objective: This study was designed to comprehensively evaluate the role of technology-based interventions in the management of OACs.

Methods: We searched 6 databases—PubMed, EMBASE, Cochrane, Cumulative Index to Nursing and Allied Health Literature, Scopus, and PsycINFO—to retrieve relevant studies published as of November 1, 2019, to evaluate the effect of technology-based interventions on oral anticoagulation management. RevMan (version 5.3; Cochrane) software was used to evaluate and analyze clinical outcomes. The methodological quality of studies was assessed by the Cochrane risk of bias tool.

Results: A total of 15 randomized controlled trials (RCTs) were selected for analysis. They reported data for 2218 patients (1110 patients in the intervention groups and 1108 patients in the control groups). A meta-analysis was performed on the effectiveness and safety data reported in the RCTs. Technology-based interventions significantly improved the effectiveness of oral anticoagulation management (mean difference [MD]=6.07; 95% CI 0.84-11.30; I²=72%; P=.02). The safety of oral anticoagulation management was also improved, but the results were not statistically significant. Bleeding events were reduced (major bleeding events MD=1.02; 95% CI 0.78-1.32; I²=0%; P=.90; minor bleeding events MD=1.06, 95% CI 0.77-1.44; I²=41%; P=.73) and thromboembolism events were reduced (MD=0.71; 95% CI 0.49-1.01; I²=0%; P=.06). In general, patients were more satisfied with technology-based interventions, which could also improve their knowledge of anticoagulation management, improve their quality of life, and reduce mortality and hospitalization events.

Conclusions: Using technology to manage OACs can improve the effectiveness and safety of oral anticoagulation management, result in higher patient satisfaction, and allow greater understanding of anticoagulation.
Introduction

Oral Anticoagulation Management

Oral anticoagulants (OACs) have been used for decades, especially warfarin, which has been in use since the 1950s. Until recently warfarin has been a fundamental drug in clinical anticoagulant therapy, and although the results of two previously published meta-analyses of atrial fibrillation suggested that novel OACs are not inferior to warfarin in terms of safety and efficacy [1,2], warfarin has the advantage of being inexpensive and having a wide range of indications. Warfarin is widely used in conditions that are prone to thrombosis, such as atrial fibrillation, irregular heartbeat, myocardial infarction, artificial heart valve replacement, recurrent stroke, deep vein thrombosis, and pulmonary embolism [3]. However, it remains challenging to balance effectiveness and safety in treatment [4]. Statistical data from relevant literature estimated that over 6 million patients in the United States have received anticoagulant therapy [5], leading to increased risks of bleeding, thromboembolism, hospitalization, and mortality. Currently, rough statistics indicate that about 1 in 10 surgical patients in the United States receive OACs [6], and approximately 2 million people start warfarin therapy in the United States every year [7]. Therefore, effective anticoagulation management measures are urgently needed.

Technology-Based Interventions for Oral Anticoagulation Management

With the continuous development of telemedicine health service technology, more and more technological devices have been applied to help in the management of patients with chronic diseases, including those with diabetes, hypertension, heart failure, and others [8]. Telemedicine is defined as a long-distance medical practice that can be characterized by health services through a wide range of technical applications and services [9]. It is a new way of providing high-quality resources to primary medical institutions through remote consultation on the basis of internet convenience. Through this approach, medical services and medical activities are mainly carried out through computers, various remote communications, medical technology, and medical equipment. These remote forms of communication enable contact between patients and medical personnel, medical institutions, and medical equipment. This process, in turn, can assist in diagnoses, treatment, monitoring, and follow-up [10]. As a result, telemedicine has become an increasingly popular model for providing accurate international normalized ratio (INR) monitoring for patients taking warfarin. Other terms used to describe telemedicine include connected health [11], mobile health (mHealth) [12], and electronic health (eHealth) [13], which are collectively called technology-based interventions [14]. There is interest in learning whether these interventions can assist medication management and enhance patient compliance, with results suggesting some benefit [15].

Aim of the Study

Telemedicine technology has the potential to enhance multiple aspects of anticoagulant therapy management [16], including patient education, symptom monitoring, follow-up, and encouragement and tracking of medication adherence, given its accessibility by telephone, internet, voicemail messaging, and apps. However, no systematic review or meta-analysis has been published to summarize what is currently known on this topic. Thus, we aimed to evaluate the effectiveness and safety of technology-based interventions in OAC management by performing a meta-analysis.

Methods

Literature Search

The studies included in the analysis met the following criteria: (1) the study was a randomized controlled trial (RCT); (2) the subjects were taking warfarin; (3) technology-based interventions were used to manage OACs; (4) results included the time in therapeutic range (TTR), bleeding, and thromboembolism events; and (5) the results were reported in English.

Inclusion and Exclusion Criteria

Inclusion Criteria

The studies included in the analysis met the following criteria: (1) the study was a randomized controlled trial (RCT); (2) the subjects were taking warfarin; (3) technology-based interventions were used to manage OACs; (4) results included the time in therapeutic range (TTR), bleeding, and thromboembolism events; and (5) the results were reported in English.

Exclusion Criteria

Exclusion criteria included: (1) studies that were retrospective, observational, reviews, model research, literature reviews, or conference summaries; (2) the results of the study did not involve the TTR, bleeding, and thromboembolism events; (3) the study was a duplicate report; and (4) technical intervention was only used as a means to collect data.

Document Screening and Data Extraction

All references were initially screened by title and abstract by 2 reviewers for relevance. Finally, full-text analysis for eligibility was performed independently by 2 authors, HD and CL. Disagreements were discussed and resolved by consensus or third-party arbitration.

The required data were extracted by a researcher using a literature data extraction table, and another researcher confirmed the accuracy and authenticity of the data. The extracted content
included (1) basic information of study, such as research topic, author, and date; (2) baseline characteristics of the study subjects, such as sample size, median age, and sex; (3) follow-up time for interventions; (4) efficacy and safety information after interventions, such as TTR, bleeding, and thromboembolism events; and (5) other outcome indicators, including time within expanded target INR range, mortality, and hospitalization events.

**Literature Quality Evaluation**

Risk of bias assessment of the included RCTs was performed using the Cochrane risk of bias tool based on the *Cochrane Handbook for Systematic Reviews of Interventions* literature evaluation criteria [17].

**Statistical Analysis**

The meta-analysis of RCTs was performed using RevMan (version 5.3; Cochrane) software. Heterogeneity was assessed using a chi-square test, and quantitative analysis was performed using $I^2$. Values of $P \geq 0.05$ and $I^2 \leq 50\%$ were considered to represent no heterogeneity, in which case a fixed-effect model was used. If $P < 0.05$ and $I^2 > 50\%$, a random-effects model was used [18].

**Results**

**Search Results**

A total of 6784 papers were retrieved from the systematic literature search, and 9 papers were retrieved by other means, totaling 6793 papers. After removing duplicate studies, 2 authors independently reviewed and excluded another 5652 studies that did not meet predetermined selection criteria, based on the title and abstract of each paper. After reading 33 eligible full-text studies, 18 were excluded and 15 were selected for inclusion in the analysis [12,19-31]. The systematic search results are shown in Figure 1.

**Basic Characteristics and Quality Evaluation of the Literature**

The 15 RCTs included a total of 2218 patients: 1110 patients in the technology-based intervention group and 1108 patients in the traditional intervention group. General information (such as sample size, median age, sex, and specific intervention measures) from the studies is shown in Table 1. The Cochrane systematic evaluation method was used for quality evaluation, and overall, the included studies had low risk of bias and were high quality, as shown in Figure 2.
Table 1. Baseline characteristics of the included studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>Primary indication for therapy (n)</th>
<th>N</th>
<th>Age in years, mean (SD)</th>
<th>Men, n (%)</th>
<th>Follow-up duration, months</th>
<th>Intervention</th>
<th>Description of technology-based interventions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beyth 2000 [19]</td>
<td>VTE (124), AF (54), Cerebrovascular disease (49), HVR (36), Others (41)</td>
<td>325</td>
<td>74.7 (6.75)</td>
<td>141 (43.38)</td>
<td>6</td>
<td>telephone</td>
<td>Recommendations for dose and subsequent INR testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sidhu 2001 [20]</td>
<td>HVR (83)</td>
<td>83</td>
<td>60.9 (—)</td>
<td>46 (55.42)</td>
<td>24</td>
<td>telephone</td>
<td>Medical advice if patient’s INR was too high (&gt;4.0) or too low (&lt; 1.5) Medical advice for any bleeding or thromboembolic events</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitzmaurice 2002 [21]</td>
<td>—</td>
<td>49</td>
<td>66 (—)</td>
<td>37 (75.51)</td>
<td>6</td>
<td>software</td>
<td>Medical advice to override the dosing algorithm</td>
</tr>
<tr>
<td>Khan 2004 [22]</td>
<td>AF (79)</td>
<td>79</td>
<td>74 (—)</td>
<td>45 (56.96)</td>
<td>6</td>
<td>telephone</td>
<td>Recommendations for dose</td>
</tr>
<tr>
<td>Staresinic 2006 [23]</td>
<td>AF (79), VTE (23)</td>
<td>192</td>
<td>69.3 (9.1)</td>
<td>187 (97.40)</td>
<td>36</td>
<td>interim telephone</td>
<td>Telephone follow-up</td>
</tr>
<tr>
<td></td>
<td>Cerebrovascular accident (19)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coronary artery disease (12)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PVR (36)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Others (23)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chan 2006 [24]</td>
<td>AF (72), HVR (24), DVT (17)</td>
<td>137</td>
<td>59 (14)</td>
<td>62 (45.26)</td>
<td>24</td>
<td>telephone</td>
<td>Consultation for difficult INR control or adherence issues</td>
</tr>
<tr>
<td></td>
<td>PE (9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cerebrovascular accident (4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Valvular heart diseases (5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cardiomyopathy (2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Miscellaneous (4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lalonde 2008 [25]</td>
<td>AF (149), DVT (68), PE (26)</td>
<td>250</td>
<td>65.45 (11.75)</td>
<td>128 (51.20)</td>
<td>6</td>
<td>telephone</td>
<td>Contact with pharmacist</td>
</tr>
<tr>
<td></td>
<td>Stroke (11)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cardiomyopathy (9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Myocardial infarction (8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Others (12)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soliman 2008 [26]</td>
<td>Elective mechanical aortic valve replacement (—)</td>
<td>58</td>
<td>56 (8.95)</td>
<td>—</td>
<td>12</td>
<td>internet</td>
<td>Verify the anticoagulant dose on the website Pass the anticoagulant dosage exam on the website</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Study</th>
<th>Primary indication for therapy (n)</th>
<th>Na</th>
<th>Age in years, mean (SD)</th>
<th>Men, n (%)</th>
<th>Follow-up duration, months</th>
<th>Intervention</th>
<th>Description of technology-based interventions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schillig 2011 [27]</td>
<td>VTE (100) &lt;br&gt; AF (302) &lt;br&gt; Others (98)</td>
<td>500</td>
<td>66.05 (15.25)</td>
<td>276 (55.20)</td>
<td>1</td>
<td>telephone</td>
<td>Contact responsible physician and anticoagulation clinic that provided dosing regimen</td>
</tr>
<tr>
<td>Verret 2012 [28]</td>
<td>AF or flutter (58) &lt;br&gt; PVR (—)</td>
<td>114</td>
<td>57.7 (10.5)</td>
<td>78 (68.42)</td>
<td>4</td>
<td>voicemail message</td>
<td>Communicate &lt;br&gt; Provide INR results and perform necessary adjustments</td>
</tr>
<tr>
<td>Bungard 2012 [29]</td>
<td>AF (49) &lt;br&gt; VTE (8) &lt;br&gt; Others (5)</td>
<td>62</td>
<td>73 (—)</td>
<td>38 (61.29)</td>
<td>6</td>
<td>telephone</td>
<td>Discuss any potential factors that may influence the INR result &lt;br&gt; Warfarin dosing instructions &lt;br&gt; Schedule a follow-up phone call</td>
</tr>
<tr>
<td>Lakshmi 2013 [30]</td>
<td>Mitral valve replacement (16) &lt;br&gt; AF (45) &lt;br&gt; DVT (2) &lt;br&gt; PE (2) &lt;br&gt; Valvotomy (1) &lt;br&gt; Bioprosthetic valve (2) &lt;br&gt; Other cardiac risk (12)</td>
<td>80</td>
<td>55.97 (12.85)</td>
<td>52 (60.00)</td>
<td>6</td>
<td>telephonic contact</td>
<td>Call the clinical pharmacist for clarification on any anticoagulation-related issues</td>
</tr>
<tr>
<td>Brasen 2018 [13]</td>
<td>AF (56) &lt;br&gt; DVT/PE (14) &lt;br&gt; Valvular heart disease (2) &lt;br&gt; Various diagnoses (cardiomyopathy, aneurism, thrombophilia, and stroke) (15)</td>
<td>87</td>
<td>69.4 (—)</td>
<td>69 (79.30)</td>
<td>10</td>
<td>telemedicine software</td>
<td>Physician could inform patient of result, new dosage, and date for next INR measurement</td>
</tr>
<tr>
<td>Ayutthaya 2018 [31]</td>
<td>Valvular heart disease (14) &lt;br&gt; Mechanical prosthetic valves (3) &lt;br&gt; AF (31) &lt;br&gt; DVT (14) &lt;br&gt; PE (1)</td>
<td>50</td>
<td>57.65 (10.95)</td>
<td>30 (60.00)</td>
<td>3</td>
<td>telephone</td>
<td>Pharmacists perform medicine use review by asking patients about problems/obstacles with managing warfarin, including adverse events and complications &lt;br&gt; Assess medication adherence &lt;br&gt; Provide reminders for the next scheduled visits</td>
</tr>
</tbody>
</table>
### Table 1: Characteristics of the Included Studies

<table>
<thead>
<tr>
<th>Study</th>
<th>Primary indication for therapy (n)</th>
<th>N</th>
<th>Age in years, mean (SD)</th>
<th>Men, n (%)</th>
<th>Follow-up duration, months</th>
<th>Intervention</th>
<th>Description of technology-based interventions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liang 2019 [32]</td>
<td>Non-valvular AF (80) Valvular AF (8) DVT (30) PE (12) Others (13) Multiple indications (9)</td>
<td>152</td>
<td>61.3 (15.4)</td>
<td>85 (55.92)</td>
<td>6</td>
<td>telephone</td>
<td>Pharmacists mainly assessed and reinforced adherence to warfarin and INR monitoring Education and recommendations according to participants’ recent INR assessment, self-reported medication or dietary changes, and anticoagulation-related complications</td>
</tr>
</tbody>
</table>

Note: N: total number of participants in the study.

VTE: venous thromboembolism.

AF: atrial fibrillation.

HVR: heart valve replacement.

PVD: peripheral vascular disease.

INR: international normalized ratio.

PVR: prosthetic valve replacement.

PE: pulmonary embolism.

DVT: deep vein thrombosis.

**Figure 2.** Bias risk map from the Cochrane systematic evaluation method to evaluate the quality of the included randomized controlled trials.

<table>
<thead>
<tr>
<th>Random sequence generation (selection bias)</th>
<th>Allocation concealment (selection bias)</th>
<th>Blinding of participants and personnel (performance bias)</th>
<th>Blinding of outcome assessment (detection bias)</th>
<th>Incomplete outcome data (attrition bias)</th>
<th>Selective reporting (reporting bias)</th>
<th>Other bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low risk of bias</td>
<td>Low risk of bias</td>
<td>Low risk of bias</td>
<td>Low risk of bias</td>
<td>Low risk of bias</td>
<td>Low risk of bias</td>
<td>Low risk of bias</td>
</tr>
<tr>
<td>Unclear risk of bias</td>
<td>Unclear risk of bias</td>
<td>Unclear risk of bias</td>
<td>Unclear risk of bias</td>
<td>Unclear risk of bias</td>
<td>Unclear risk of bias</td>
<td>Unclear risk of bias</td>
</tr>
<tr>
<td>High risk of bias</td>
<td>High risk of bias</td>
<td>High risk of bias</td>
<td>High risk of bias</td>
<td>High risk of bias</td>
<td>High risk of bias</td>
<td>High risk of bias</td>
</tr>
</tbody>
</table>

**Meta-Analysis**

**Time Within Target INR Range**

Of the 15 included studies, 9 included TTR values, for a total of 1043 patients. A random-effects analysis was used for the meta-analysis of these 9 RCTs. As shown in Figure 3, the TTR of the technology-based intervention group was significantly higher than that of the control group (mean difference [MD]=6.07; 95% CI 0.84-11.30; I²=72%; P=.02).
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**Figure 3.** Results of a meta-analysis of the effects of technology-based interventions on time within target international normalized ratio range in oral anticoagulation management. IV: independent variable. Random: random effect model.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Experimental Mean</th>
<th>SD</th>
<th>Total</th>
<th>Control Mean</th>
<th>SD</th>
<th>Total</th>
<th>Weight</th>
<th>Mean Difference IV, Random, 95% CI</th>
<th>Mean Difference IV, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ayutlaia, 2018</td>
<td>49.0</td>
<td>34.3</td>
<td>25</td>
<td>28.75</td>
<td>25</td>
<td>25</td>
<td>5.9%</td>
<td>21.00 [4.57, 37.03]</td>
<td></td>
</tr>
<tr>
<td>Bragagni, 2016</td>
<td>82.7</td>
<td>12</td>
<td>44</td>
<td>61.5</td>
<td>15.8</td>
<td>43</td>
<td>13.7%</td>
<td>1.10 [0.81, 1.39]</td>
<td></td>
</tr>
<tr>
<td>Buuren, 2012</td>
<td>73.5</td>
<td>15.1</td>
<td>32</td>
<td>76.9</td>
<td>24.6</td>
<td>30</td>
<td>9.9%</td>
<td>-2.40 [-4.39, 7.58]</td>
<td></td>
</tr>
<tr>
<td>Khan, 2004</td>
<td>71.1</td>
<td>14.5</td>
<td>40</td>
<td>63.2</td>
<td>24.9</td>
<td>39</td>
<td>10.9%</td>
<td>7.60 [1.39, 17.10]</td>
<td></td>
</tr>
<tr>
<td>Lalonde, 2008</td>
<td>77.8</td>
<td>20.2</td>
<td>128</td>
<td>76.7</td>
<td>23.8</td>
<td>121</td>
<td>14.1%</td>
<td>0.60 [0.48, 0.73]</td>
<td></td>
</tr>
<tr>
<td>Liang, 2019</td>
<td>39.9</td>
<td>30.7</td>
<td>77</td>
<td>29.6</td>
<td>30.6</td>
<td>75</td>
<td>10.5%</td>
<td>6.40 [3.35, 9.45]</td>
<td></td>
</tr>
<tr>
<td>Salimian, 2000</td>
<td>72.9</td>
<td>11.9</td>
<td>29</td>
<td>53.8</td>
<td>14</td>
<td>29</td>
<td>13.2%</td>
<td>16.00 [12.52, 25.46]</td>
<td></td>
</tr>
<tr>
<td>Sterne, 2006</td>
<td>57.3</td>
<td>24.1</td>
<td>90</td>
<td>55.1</td>
<td>33.1</td>
<td>94</td>
<td>9.5%</td>
<td>2.70 [0.38, 5.03]</td>
<td></td>
</tr>
<tr>
<td>Vorot, 2007</td>
<td>80.0</td>
<td>13.5</td>
<td>50</td>
<td>75.5</td>
<td>24.7</td>
<td>56</td>
<td>12.5%</td>
<td>4.50 [2.64, 11.34]</td>
<td></td>
</tr>
</tbody>
</table>

**Total (95% CI)**: 531 [512, 552] (100.0%)

**Heterogeneity**: $I^2 = 0.71$, $P = 0.004$; $P = 0.72$

**Test for overall effect**: $Z = 3.20 (P = 0.02)$

**Bleeding Events**

Of the 15 included studies, 14 included major bleeding values, for a total of 2139 patients. A random-effects model was used for the meta-analysis of these 14 RCTs. There were fewer major bleeding events in the technology-based intervention group than in the control group, but the difference was not statistically significant. (MD=1.06; 95% CI 0.77-1.44; $I^2=41$%; $P=73$). There were 5 papers that included minor bleeding values, for a total of 519 patients. A random-effects analysis model was used for the meta-analysis of these 5 RCTs. There were fewer minor bleeding events in the technology-based intervention group than in the control group, but the difference was not statistically significant. (MD=1.06; 95% CI 0.77-1.44; $I^2=41$%; $P=73$). Major and minor bleeding event analyses are shown in Figure 4.

**Figure 4.** Results of a meta-analysis of the effects of technology-based interventions on major bleeding and minor bleeding events in oral anticoagulation management. M-H: Mantel-Haenszel method. Random: random effect model.
Thromboembolism Events

Of the 15 included papers, 11 had thromboembolism values, for a total of 1959 patients. A random-effects model was used for the meta-analysis of these 11 RCTs. As shown in Figure 5, there were fewer thromboembolism events in the technology-based intervention group than in the control group, but the difference was not statistically significant (MD=0.71; 95% CI 0.49-1.01; I²=0%; P=.06).

Figure 5. Results of a meta-analysis of the effects of technology-based interventions on thromboembolism events in oral anticoagulation management. M-H: Mantel-Haenszel method. Random: random effect model.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Experimental Events</th>
<th>Control Events</th>
<th>Total</th>
<th>Risk Ratio</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avgall, 2018</td>
<td>3</td>
<td>25</td>
<td>28</td>
<td>0.50</td>
<td>0.14, 1.78</td>
</tr>
<tr>
<td>Belyth, 2000</td>
<td>14</td>
<td>163</td>
<td>177</td>
<td>0.66</td>
<td>0.35, 1.26</td>
</tr>
<tr>
<td>Braten, 2018</td>
<td>5</td>
<td>44</td>
<td>49</td>
<td>0.54</td>
<td>0.20, 1.49</td>
</tr>
<tr>
<td>Bungard, 2012</td>
<td>1</td>
<td>32</td>
<td>33</td>
<td>0.94</td>
<td>0.06, 14.33</td>
</tr>
<tr>
<td>Chalm, 2016</td>
<td>1</td>
<td>68</td>
<td>69</td>
<td>1.01</td>
<td>0.06, 15.90</td>
</tr>
<tr>
<td>Lalonde, 2008</td>
<td>1</td>
<td>128</td>
<td>129</td>
<td>1.01</td>
<td>0.06, 15.94</td>
</tr>
<tr>
<td>Liang, 2016</td>
<td>5</td>
<td>77</td>
<td>82</td>
<td>0.70</td>
<td>0.23, 2.10</td>
</tr>
<tr>
<td>Schillich, 2011</td>
<td>0</td>
<td>250</td>
<td>250</td>
<td>Nondesirable</td>
<td></td>
</tr>
<tr>
<td>Sridha, 2001</td>
<td>9</td>
<td>35</td>
<td>44</td>
<td>1.23</td>
<td>0.56, 2.71</td>
</tr>
<tr>
<td>Staresinic, 2006</td>
<td>4</td>
<td>98</td>
<td>102</td>
<td>0.43</td>
<td>0.14, 1.34</td>
</tr>
<tr>
<td>Vernell, 2012</td>
<td>0</td>
<td>25</td>
<td>25</td>
<td>Nondesirable</td>
<td></td>
</tr>
<tr>
<td><strong>Total (95% CI)</strong></td>
<td><strong>978</strong></td>
<td><strong>981</strong></td>
<td><strong>100.0%</strong></td>
<td><strong>0.71</strong></td>
<td><strong>0.49, 1.01</strong></td>
</tr>
<tr>
<td><strong>Total events</strong></td>
<td>43</td>
<td>65</td>
<td><strong>68</strong></td>
<td><strong>68</strong></td>
<td><strong>68</strong></td>
</tr>
</tbody>
</table>

Sensitivity Analysis Results

The data were analyzed with fixed- and random-effects models, and the consistency of these results reflects the reliability of the combined results to some extent. The two effect models were used to analyze the combined effect of each risk factor and calculate 95% CIs. The results were similar, indicating that the results of this study are stable.

Other Results

The time within expanded target INR range of the technology-based intervention group was higher than that of the control group, but the difference was not statistically significant (MD=2.13; 95% CI −1.22 to 5.49; I²=35%; P=.21; Figure 6). There were fewer mortalities and hospitalization events in the technology-based intervention group than in the control group, but the difference was not statistically significant (mortality MD=0.61; 95% CI 0.26 to 1.41; I²=0%; P=.25; hospitalization MD=1.02; 95% CI 0.85 to 1.23; I²=23%; P=.84; Figure 7). There were 3 papers [28,30,32] that mentioned that patients’ knowledge of anticoagulation was significantly improved through telemedicine intervention. There were 4 studies [22,25,26,28] that involved quality-of-life assessments; quality of life was higher in the intervention group than in the control group and it improved from baseline. There were 2 papers [21,25] that mentioned the higher costs in the technical intervention group than in the control group, and 1 paper [24] found that the costs for the nontechnical intervention group were higher. Patient satisfaction surveys were conducted in 5 studies [24,25,28-30], all of which indicated that the technical intervention group had higher satisfaction. There were 4 papers [25,26,28,32] that included data on INR tests, and the technical intervention group tended to have larger numbers of INR tests performed.

Figure 6. Results of a meta-analysis of the effects of technology-based interventions on time within extended target international normalized ratio range events in oral anticoagulation management. IV: independent variable. Random: random effect model.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Experimental Mean</th>
<th>Control Mean</th>
<th>Total Mean</th>
<th>Mean Difference IV, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bungard, 2012</td>
<td>96.6</td>
<td>12.4</td>
<td>88.4</td>
<td>10.2 [−9.0, 29.6]</td>
</tr>
<tr>
<td>Lalonde, 2008</td>
<td>92</td>
<td>11.8</td>
<td>91.6</td>
<td>1.9 [−2.9, 6.6]</td>
</tr>
<tr>
<td>Liang, 2016</td>
<td>54.4</td>
<td>24.5</td>
<td>42.5</td>
<td>12.0 [1.7, 23.3]</td>
</tr>
<tr>
<td>Vernell, 2012</td>
<td>93.2</td>
<td>7.5</td>
<td>90.7</td>
<td>2.7 [0.0, 5.4]</td>
</tr>
<tr>
<td><strong>Total (95% CI)</strong></td>
<td><strong>295</strong></td>
<td><strong>282</strong></td>
<td><strong>100.0%</strong></td>
<td><strong>2.13 [1.42, 2.54]</strong></td>
</tr>
</tbody>
</table>

Heterogeneity: Tau²= 4.05, Chi²= 4.04, df= 3 (P = 0.20), I²= 35%

Test for overall effect Z = 1.25 (P = 0.21)
Discussion

Principal Findings

We performed a meta-analysis of 15 RCTs to determine whether technology-based interventions were beneficial for patients compared with traditional interventions in oral anticoagulation management. TTR reflects the quality and effectiveness of warfarin and is an important determinant of bleeding and thromboembolism in anticoagulation management. A total of 9 studies were involved in the TTR analysis, and almost all studies reported that technology-based interventions were effective. The number of bleeding (including major and minor) events in the technology-based intervention groups was lower than that in the control groups, but the difference was not statistically significant. Outcomes were similar for the thromboembolism events. Time within expanded target INR range, mortality, and hospitalization were not significantly different between the technology-based management model and traditional management model. However, patients’ anticoagulation knowledge, patient satisfaction, quality of life, and number of INR tests performed were positively affected by technology-based management.

Oral anticoagulation management can be challenging when ensuring safety of the patient; as long as warfarin is used, regular monitoring is necessary [33]. The technology-based interventions used to manage oral anticoagulation typically include multiple methods, including telephone, internet, voicemail messaging, and apps. These tools are readily available in this era of technological advancement, and they reduce requirements for capacity and waiting time in outpatient clinics. Through this process, mHealth technologies have systematically demonstrated that they can help improve early diagnosis and treatment of atrial fibrillation and significantly reduce the cost of illness associated with atrial fibrillation [34]. One such example of mHealth technology is SintromacWeb, a management system of internet-based telecontrol tools that has been recognized to have better effectiveness and safety at oral anticoagulation therapy management than a conventional approach does [35]. Technology-based interventions can effectively and professionally teach patients about anticoagulation, provide interpretation of indicators, and provide a timely dose adjustment program.

Comment on Results

It is worth mentioning that the mean age of the patients included in each study was over 60 years, so these patients may have had a relatively poor grasp on learning how to use novel websites and apps. The telephone is an ultra-portable electronic device, and it was chosen as the intervention tool in most of the 15 RCT studies included. Telephone intervention is especially suitable for older patients who are not accustomed to using computers or online services, or who may have difficulties in vision, finger dexterity, and mental state.

Our overall results showed that technology-based interventions significantly improved the effectiveness of oral anticoagulation management but did not significantly increase the safety or other results of oral anticoagulation management. These results may be because of the different follow-up times, which ranged from 1 month to 36 months. The greatest difference between the intervention and control groups in the frequency of major bleeding events occurred in the first week (when anticoagulation therapy was started in the hospital) and after the first month of therapy (when outpatient therapy was presumably stabilized).
The 2 groups differed little during the second through fourth weeks of therapy, when patients were generally discharged and warfarin was first monitored in the outpatient setting [19]. That is to say, most patients might attach great importance to any type of intervention early on and then slowly relax later.

Limitations

We acknowledge that our research has some limitations. The included studies had relatively small sample sizes and varying follow-up times, with some as short as 1 month. Warfarin is the oldest and best known OAC, and as long as warfarin is used, monitoring is necessary. Therefore, in order to more comprehensively assess the safety of OACs, longer follow-up times are needed. Furthermore, patients’ adherence to technology-based interventions may be lacking. It would be ideal if intervention compliance studies were added during follow-up. Despite these limitations, this study is the first to comprehensively analyze the effect of technology-based interventions on anticoagulation management. Therefore, larger sample sizes and longer clinical RCTs are needed to further evaluate the impact of technology-based interventions on anticoagulation management.

Comparison With Prior Work

To the best of our knowledge, this is the first meta-analysis of RCTs that evaluates the effectiveness and safety of technology-based interventions for oral anticoagulation management. In published systematic meta-analyses and reviews, most of the literature evaluating the effects of technology-based interventions has focused on atrial fibrillation [34] and cancer [36]. Most studies regarding the administration of OACs have focused on the effects of managers on the effectiveness and safety of anticoagulation management, such as the differences between pharmacist management and physician management or between patient self-management and anticoagulation clinic management [37-41]. The intervention method we chose is a technology-based approach that might have also been included in other studies, such as pharmacist-managed or self-managed interventions [37,41]. Although the study of telemedicine is not specific to OACs and is primarily qualitative, previous studies have highlighted similar challenges [42-44]. Clinical pharmaceutical care provided by Niznik et al [43] through telemedicine (mainly by telephone) in inpatient or outpatient settings was found to have an overall positive impact on outcomes related to clinical disease management, patient self-management, and adherence to the management of various chronic diseases. The common ground in the studies that had a positive impact on outcomes was the use of continuous or regular patterns of care, including telephone interaction and frequent monitoring and intervention [43]. Xia et al’s [44] study was conducted to explore the effects of online and offline management of anticoagulants on therapeutic efficacy and adverse reactions. Considering the convenience and economy of technology-based interventions, online anticoagulation management is more suitable for patients with stable conditions and for whom transportation may be difficult, such as those with disabilities or who live far from the hospital. Lee et al’s study [42] suggested that most outcomes for telemedicine were similar to those for conventional medical care, but the incidence of major thromboembolism events was significantly lower in the telemedicine group. However, the papers they included had a higher risk of bias and were of a lower quality study design, and the level of evidence supporting this conclusion was very low.

Conclusions

This meta-analysis explored the effects of technology-based interventions on oral anticoagulation management. The results demonstrate that the technology-based intervention group had significantly improved TTR compared with the traditional intervention group and that there were no significant differences between the 2 intervention models in terms of time within expanded target INR range and the incidence of major bleeding events, minor bleeding events, thromboembolic events, mortality, and hospitalization. Of the different management options, telephone intervention was found to be the most widely used and most convenient means of technology-based interventions; it enables patients to get a professional reply quickly and is not restricted by the patient’s ability to use the internet. OAC management through technology-based intervention appears to be superior to OAC management through traditional intervention and may provide more convenient and higher quality anticoagulation services for patients. Further research is needed to explore more optimal technology-based interventions in oral anticoagulation management in a wider array of health care settings.
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Digital Self-Management Interventions for People With Osteoarthritis: Systematic Review With Meta-Analysis

Abstract

Background: Osteoarthritis (OA) is not curable, but the symptoms can be managed through self-management programs (SMPs). Owing to the growing burden of OA on the health system and the need to ensure high-quality integrated services, delivering SMPs through digital technologies could be an economic and effective community-based approach.

Objective: This study aims to analyze the effectiveness of digital-based structured SMPs on patient outcomes in people with OA.

Methods: A total of 7 web-based and 3 gray literature databases were searched for randomized controlled trials assessing digital-based structured SMPs on self-reported outcomes including pain, physical function, disability, and health-related quality of life (QoL) in people with OA. Two reviewers independently screened the search results and reference lists of the identified papers and related reviews. Data on the intervention components and delivery and behavioral change techniques used were extracted. A meta-analysis, risk of bias sensitivity analysis, and subgroup analysis were performed where appropriate. The Grading of Recommendations, Assessment, Development, and Evaluations (GRADE) approach was used to assess the quality of evidence.

Results: A total of 8 studies were included in this review involving 2687 patients with knee (n=2); knee, hip, or both (n=5); and unspecified joint (n=1) OA. SMPs were delivered via telephone plus audio and video, internet, or mobile apps. Studies reported that digital-based structured SMPs compared with the treatment as usual control group (n=7) resulted in a significant, homogeneous, medium reduction in pain and improvement in physical function (standardized mean difference [SMD] –0.28, 95% CI –0.38 to –0.18 and SMD –0.26, 95% CI –0.35 to –0.16, respectively) at posttreatment. The digital-based structured SMP effect on pain and function reduced slightly at the 12-month follow-up but remained to be medium and significant. The posttreatment effect of digital-based structured SMPs was small and significant for disability, but nonsignificant for QoL (SMD –0.10, 95% CI –0.17 to 0.03 and SMD –0.17, 95% CI –0.47 to 0.14, respectively; each reported in 1 study only). The 12-month follow-up effect of the intervention was very small for disability and QoL. The quality of evidence was rated as moderate for pain and physical function and low and very low for disability and QoL, respectively, using the GRADE approach.

Conclusions: Digital-based structured SMPs may result in improvement in pain and physical function that is largely sustained at the 12-month follow-up in people with knee and hip OA. The effects on disability and QoL are smaller and less clear. The quality of evidence is moderate to low, and further research is required to confirm the findings of the review and assess the effects of digital-based structured SMPs on other health-related outcomes.

(J Med Internet Res 2020;22(7):e15365) doi:10.2196/15365
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Introduction

Osteoarthritis (OA) is a major burden for individuals, the health system, and the economy. The common symptoms of OA (ie, pain and subsequent physical inactivity) are risk factors in other chronic conditions, including cardiovascular problems, depression, stroke, cancers, and, consequently, premature mortality [1-6]. People with OA also experience fatigue, emotional distress, poor sleep, decreased productivity, social isolation, and poor quality of life (QoL) [7-9]. OA is not curable, but the pace of progression and symptoms can be managed. In a systematic review of guidelines for the management of OA [10], 12 of the 15 included guidelines made a strong recommendation for self-management and education. Evidence-based practice guidelines suggest that patients should be provided with tailored information to enhance understanding of the conditions and their progressive nature, tailored self-management programs (SMPs), information sharing, and regular contact with a multidisciplinary team to promote self-care and joint protection strategies [10-12].

SMPs are the structured and coordinated delivery of education and health behavior change interventions to empower people with OA to take care of their own condition [13,14]. Previous meta-analytic reviews show that SMPs and/or exercise interventions have small to medium benefits on health outcomes such as pain, function, and aspects of QoL [15-18]. A recent Cochrane review [19] revealed that, compared with usual care control groups, SMPs resulted in a significant but clinically unimportant reduction in pain up to 1 month postintervention (standardized mean difference [SMD] –0.26; 95% CI –0.41 to –0.10) and at 3- and 12-month follow-ups (SMD –0.17; 95% CI –0.26 to –0.08) [19]. No significant difference in patient-reported function was reported up to 1-month postintervention (SMD –0.01; 95% CI –0.19 to 0.08), but, at the 3- and 12-month follow-ups, function improved significantly in the SMP group (SMD –0.16; 95% CI –0.25 to –0.01). No effect of SMPs on QoL was reported in the review [19].

Due to the growing burden of arthritis on the health system, the increasing need to ensure high-quality integrated services; and the rapid advances in communication technology, health information, and services, delivering SMPs through digital technologies (eg, telephone, internet, mobile apps, and virtual reality equipment) could be an economical and effective community-based model of care [13,14]. Many people with OA continue to be in the workforce and have limited time to attend treatment sessions. In addition, people may live at a distance from physical health services [20,21]. Digital-based structured programs have the potential to be an important component in models of care for enhancing delivery to support self-management, offering a sustainable opportunity to improve patient outcomes, monitoring patients’ symptoms for intervention adaptation, and increasing access to best practice [21]. It could also address the lack of continuity of care, lack of self-management support, and difficulty in accessing allied health professionals and pain management specialists [22]. A World Health Organization (WHO) guideline recommends the use of digital interventions in an interlinked manner, among others, to improve individuals’ access to health services and information, and health workers can provide appropriate and high-quality care and can follow-up to ensure that individuals receive appropriate services [23].

There is a growing number of trials relating to digital-based structured interventions in OA conditions. A recent systematic review indicated that electronic health (eHealth; ie, internet, mobile, and telephone) exercise interventions, compared with no or other interventions, resulted in small effects in pain reduction, improved physical function, and improved health-related QoL [24]. Furthermore, moderate quality evidence indicates that telephone-based interventions (with educational material) reduce pain intensity and disability in people with OA of the knee or hip and spinal pain (back or neck pain) [25]. However, no review has focused explicitly on the effect of digital-based structured SMPs in people with OA. Therefore, this review aimed to determine the effectiveness of digital-based structured SMPs with controlled comparators on patient outcomes (pain, physical function, disability, and health-related QoL) in people with OA.

Methods

Systematic Literature Review

Guidance published in Preferred Reporting Items for Systematic reviews and Meta-Analyses [26] and the Cochrane Handbook of Systematic Reviews [27] was adhered to. The a priori protocol for the review is published in the International Prospective Register of Systematic Reviews (PROSPERO): CRD42018089322.

Search Strategy

Studies were identified by searching web-based databases with support and consultation provided by an institutional librarian. The search included the Medical Literature Analysis and Retrieval System Online (MEDLINE), Excerpta Medica Database (EMBASE), Cochrane Central Register of Controlled Trials (CENTRAL), Cumulative Index to Nursing and Allied Health Literature (CINAHL), PsychnFO, Physiotherapy Evidence Database (PEDro), and PubMed and gray literature databases (Dissertation Abstracts International WorldCat, The Grey Literature Report, and Open Grey) using both Medical Subject Headings and free-text keywords relating to OA, digital-based structured self-management interventions, and outcomes stated below from inception to May 2018. Search strategies for the first 3 databases above and dates on which searches were conducted are listed in Multimedia Appendix 1. Searches of the reference list of the previous review papers and included studies were also conducted.

Eligibility Criteria

Type of Studies

Randomized controlled trials (RCTs) of any design, including parallel-group, crossover, and cluster RCTs published in the English language were included in this review.

Participants

Adults (≥18 years of age) with a confirmed diagnosis of OA, either radiologically or by a health practitioner. All types of OA
at any stage of the disease were considered. We included studies recruiting patients with OA with other conditions only if outcome data for OA patients were provided.

**Intervention**

The intervention considered structured and coordinated SMPs as defined by Lorig [14] and Osborne [13] in isolation or in combination with other interventions delivered fully or partially via digital technologies (eg, websites, mobile apps, social networking tools, web-based games, animation, and telephone). Self-management is defined as an engagement in activities that promote health and prevent adverse events; interacting with a health care professional; improving self-monitoring; coping with disease; and developing skills in problem-solving, decision making, resource utilization, forming of a patient and health care provider partnership, and taking action.

**Control Condition**

Any type of control group (ie, waitlist, treatment as usual or minimal interventions, alternative treatment, or other digital-based interventions) was considered.

**Outcome**

We included any psychometrically sound unidimensional or multidimensional measure as well as the relevant subscales relating to the following outcomes:

**Primary Outcomes**

1. Pain: Visual Analog Scale, Numerical Rating Scale, and Brief Pain Inventory.
2. Function: patient-specific physical function, physical function subscale of Arthritis Impact Measurement Scale, or Short Form-36.
3. Disability: Oswestry Disability Questionnaire and Roland-Morris Disability Questionnaire.

**Secondary Outcomes**

1. QoL: European Quality of Life-5 Dimensions, Short Form-36, or WHO Quality of Life-Brief scale.
2. Cost and resource use: We extracted the results of economics reported alongside the effectiveness studies, either full or partial economic evaluation or estimates of resource use and costs associated with interventions and comparators. Change from baseline data relating to any follow-up time points were considered.

**Study Selection and Data Extraction**

Two reviewers (RS and JJ) independently screened abstracts and full texts of the search results. Any disagreements were resolved through discussion. Data were extracted by 2 researchers (JJ and EH; mentioned in Acknowledgments) and cross-checked by a third researcher (RS) using a data extraction tool developed a priori based on the Cochrane Handbook recommendations. Data items included participants’ characteristics, guiding theory or rationale, mechanism of effect, the digital medium, method of delivery, who delivered, where it was delivered, adherence, and fidelity. Additional data relating to describing components of the interventions were extracted based on the Template for Intervention Description and Replication (TiDieR) guidance [28] and SMP components [13,14]. The behavior change techniques used were also extracted based on the hierarchical taxonomy by Michie et al [29] to examine if certain techniques were favored or, if there were sufficient data, whether particular techniques yielded bigger effects. The data extraction form was piloted on 2 included papers before full data extraction.

**Meta-Analysis**

Outcome data were expressed as SMD and were pooled in a pair-wise fixed effects model stratified based on the outcome and type of digital medium. We used the mean (SD) of within-group change from baseline to calculate the SMDs. Per Cohen [30], SMDs <0.2 were classified as small, those between 0.2 and 0.8 were classified as medium, and those >0.8 were classified as large. We converted the SMD to the percentage change in the outcome measure by multiplying the SMD with the SD of the control group of the sufficiently powered study (ie, the trial with the largest sample size).

A sensitivity analysis was conducted for the risk of bias assessment. A subgroup analysis was performed to assess the effect of SMPs on the different digital media used, control conditions, and presence of active exercise component in the intervention. Heterogeneity across pooled studies was examined using the chi-squared test and I² statistics. As there were <10 studies, we did not use a funnel plot or Egger test to assess publication bias. Furthermore, a narrative synthesis of the studies was conducted where there were insufficient data to pool studies in a meta-analysis. We did not conduct additional exploratory analyses to explore potential moderators because of an insufficient number of studies. The common study characteristics tables were supplemented by additional summary tables including the TiDieR process information; risk of bias assessment; effect estimates; Grading of Recommendations, Assessment, Development, and Evaluations (GRADE) analysis; and behavior change taxonomy groupings. We used Review Manager (RevMan, version 5.3; Cochrane Collaboration) for all analyses.

**Dealing With Missing Data**

We contacted the authors of included studies for missing data. Aggregated data were provided by authors for 6 studies. We used the RevMan calculator to impute missing SDs from the test statistics reported for 2 studies.

**Risk of Bias and Grading of Recommendations, Assessment, Development, and Evaluations Assessment**

Risk of bias was assessed using the risk of bias tool of the Cochrane Handbook for Systematic Reviews [27]. Quality of evidence for outcomes was assessed according to the 5 GRADE domains, including study limitation (risk of bias), inconsistency, indirectness, imprecision, and publication bias [31,32].

**Results**

**Study Selection and Characteristics**

A total of 2001 titles and abstracts were screened after excluding duplicates, of which 1950 records did not meet the inclusion criteria (Figure 1). Full texts of 51 potential eligible records were read, and 8 studies published between 2008 and 2018 were
included. These studies included 2256 (range 113-352) individuals with OA. A total of 8 digital-based structured SMPs were compared with 10 control conditions. Two studies were cluster RCTs and 6 were RCTs. A list of studies excluded at the full text screening stage with reasons for exclusion is presented in Multimedia Appendix 2 [33-75]. A summary of the study characteristics and participants’ demographics are presented in Tables 1 and 2.

Figure 1. Preferred Reporting Items for Systematic reviews and Meta-Analyses flow diagram. CENTRAL: Cochrane Central Register of Controlled Trials; CINAHL Plus: Cumulative Index to Nursing and Allied Health Literature Plus; EMBASE: Excerpta Medica Database; MEDLINE: Medical Literature Analysis and Retrieval System Online; PEDro Physiotherapy Evidence Database; OA: osteoarthritis; RCT: randomized controlled trial.
Table 1. Characteristics of the included studies.

<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Country</th>
<th>Participants, n (%)</th>
<th>Intervention type</th>
<th>Outcomes (primary or secondary; baseline mean [SD])</th>
<th>Outcomes (primary or secondary; 95% CI)</th>
<th>Postintervention (weeks); analysis (ITT or PP)</th>
<th>Follow-up (weeks); analysis (ITT or PP)</th>
<th>Attrition at postintervention, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allen et al (2010)</td>
<td>United States</td>
<td>172 (33.3)</td>
<td>Self-management</td>
<td>TAU</td>
<td>AIMS2: function (S; 2.6 [1.8])</td>
<td>52; ITT</td>
<td>26 (15.1)</td>
<td>14 (8.1)</td>
</tr>
<tr>
<td>Allen et al (2010)</td>
<td>United States</td>
<td>172 (33.3)</td>
<td>Self-management</td>
<td>Health education (attention control)</td>
<td>N/A</td>
<td>NR</td>
<td>15 (9.9)</td>
<td>12 (8.1)</td>
</tr>
<tr>
<td>Allen et al (2016)</td>
<td>United States</td>
<td>151 (50.3)</td>
<td>Combined patient and provider OA management program</td>
<td>TAU</td>
<td>WOMAC: function (S; 28.7 [NR])</td>
<td>52; ITT</td>
<td>20 (15.1)</td>
<td>12 (8.1)</td>
</tr>
<tr>
<td>Allen et al (2018)</td>
<td>United States</td>
<td>142 (40.5)</td>
<td>Internet-based exercise training</td>
<td>WL</td>
<td>WOMAC: function (S; 21.8 [2.7])</td>
<td>16; ITT</td>
<td>30 (21.1)</td>
<td>5 (7)</td>
</tr>
<tr>
<td>Bossen (2013)</td>
<td>The Netherlands</td>
<td>100 (50.2)</td>
<td>Join2move: automated web based</td>
<td>WL</td>
<td>KOOS and HOOS: function (P; 58.8 [95% CI 51.5-66.0]); KOOS and HOOS: pain (S; 5.4 [95% CI 4.2-6.5])</td>
<td>12; ITT</td>
<td>52; ITT</td>
<td>16 (16)</td>
</tr>
<tr>
<td>Author (year)</td>
<td>Country</td>
<td>Participants, n (%)</td>
<td>Intervention type</td>
<td>Outcomes (primary or secondary; baseline mean [SD])</td>
<td>Outcomes (primary or secondary; 95% CI)</td>
<td>Postintervention (weeks); analysis (ITT or PP)</td>
<td>Follow-up (weeks); analysis (ITT or PP)</td>
<td>Attrition at postintervention, n (%)</td>
</tr>
<tr>
<td>---------------</td>
<td>----------------</td>
<td>---------------------</td>
<td>-------------------</td>
<td>-------------------------------------------------</td>
<td>----------------------------------------</td>
<td>---------------------------------------------</td>
<td>------------------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Kloek (2018)</td>
<td>The Netherlands</td>
<td>109 (50.2)</td>
<td>Internet-based exercise</td>
<td>KOOS and HOOS: function (P; 50.7 [95% CI 45.1-56.4]); KOOS and HOOS: pain (S; 43.9 [95% CI 35.2-52.7]); KOOS and HOOS: QoL (S; 44.2 [95% CI 38.1-50.4])</td>
<td>KOOS and HOOS: function (P; 50.7 [95% CI 45.1-56.4]); KOOS and HOOS: pain (S; 43.9 [95% CI 35.2-52.7]); KOOS and HOOS: QoL (S; 44.2 [95% CI 38.1-50.4])</td>
<td>12; PP</td>
<td>52; PP</td>
<td>20 (18.3)</td>
</tr>
<tr>
<td>Skrepnik (2017)</td>
<td>United States</td>
<td>107 (50.7)</td>
<td>Mobile app (OA GO)</td>
<td>N/A</td>
<td>N/A</td>
<td>12; ITT</td>
<td>NR</td>
<td>6 (5.06)</td>
</tr>
<tr>
<td>Lorig (2008)</td>
<td>United States</td>
<td>433 (50.6)</td>
<td>Web-based arthritis self-management program</td>
<td>Activity Limitation Scale (S; 2.20 [1.03]); Health Assessment Questionnaire; Disability (S; 0.552 [0.402]); Numeric Pain Rating Scale (S; 6.53 [2.23])</td>
<td>N/A</td>
<td>24; ITT and PP</td>
<td>52; ITT and PP</td>
<td>NR</td>
</tr>
<tr>
<td>Author (year)</td>
<td>Country</td>
<td>Participants, n (%)</td>
<td>Intervention type</td>
<td>Outcomes (primary or secondary; baseline mean [SD])</td>
<td>Outcomes (primary or secondary; 95% CI)</td>
<td>Postintervention (weeks); analysis (ITT(^a) or PP(^b))</td>
<td>Follow-up (weeks); analysis (ITT or PP)</td>
<td>Attrition at postintervention, n (%)</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
<td>---------------------</td>
<td>-------------------</td>
<td>-----------------------------------------------------</td>
<td>----------------------------------------</td>
<td>---------------------------------------------------------</td>
<td>--------------------------------------</td>
<td>-------------------------------------</td>
</tr>
<tr>
<td>Rini (2015)</td>
<td>United States</td>
<td>58 (51.3)</td>
<td>Pain COACH group</td>
<td>No intervention</td>
<td>AIMS2: pain (P; 4.82 [1.73]); AIMS2: function (S; 1.70 [1.30])</td>
<td>N/A</td>
<td>9-12; ITT</td>
<td>1 (1.7)</td>
</tr>
</tbody>
</table>

\(^a\)ITT: intention-to-treat.  
\(^b\)PP: per protocol.  
\(^c\)TAU: treatment as usual.  
\(^d\)AIMS: Arthritis Impact Measurement Scales.  
\(^e\)N/A: not applicable.  
\(^f\)NR: not reported.  
\(^g\)OA: osteoarthritis.  
\(^h\)WOMAC: The Western Ontario and McMaster Universities Osteoarthritis Index.  
\(^i\)WL: waiting list.  
\(^j\)KOOS: Knee Injury and Osteoarthritis Outcome Score.  
\(^k\)HOOS: Hip disability and Osteoarthritis Outcome Score.  
\(^l\)QoL: quality of life.
Table 2. Study participants’ demographics.

<table>
<thead>
<tr>
<th>Author (year), Study arms</th>
<th>Age (years), mean (SD)</th>
<th>Female, n (%)</th>
<th>Affected joint, n (%)</th>
<th>Time since diagnosis (years), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Knee</td>
<td>Hip</td>
</tr>
<tr>
<td>Allen et al (2010) [76]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-management</td>
<td>60.3 (10.03)</td>
<td>NRa (9)</td>
<td>NR (82)</td>
<td>NR (12)</td>
</tr>
<tr>
<td>TAUb</td>
<td>59.7 (10.1)</td>
<td>NR (6)</td>
<td>NR (79)</td>
<td>NR (17)</td>
</tr>
<tr>
<td>Health education (attention control)</td>
<td>60.3 (10.8)</td>
<td>NR (7)</td>
<td>NR (79)</td>
<td>NR (16)</td>
</tr>
<tr>
<td>Allen et al (2016) [77]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined patient and provider OAc management program</td>
<td>61.7 (9.0)</td>
<td>20 (13.2)</td>
<td>114 (75.5)</td>
<td>18 (11.9)</td>
</tr>
<tr>
<td>TAU</td>
<td>60.4 (9.4)</td>
<td>8 (5.4)</td>
<td>124 (83.2)</td>
<td>14 (9.4)</td>
</tr>
<tr>
<td>Allen et al (2018) [78]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet-based exercise training</td>
<td>65.3 (11.5)</td>
<td>98 (69)</td>
<td>142 (100)</td>
<td>N/A</td>
</tr>
<tr>
<td>Waiting list</td>
<td>64.3 (12.2)</td>
<td>53 (78)</td>
<td>68 (100)</td>
<td>N/A</td>
</tr>
<tr>
<td>In-person physical therapy</td>
<td>65.7 (10.3)</td>
<td>100 (71.4)</td>
<td>140 (100)</td>
<td>N/A</td>
</tr>
<tr>
<td>Bossen et al (2013) [79]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Join2move: automated web based</td>
<td>61 (5.9)</td>
<td>60 (60)</td>
<td>67 (67.0)</td>
<td>21 (21.0)</td>
</tr>
<tr>
<td>Waiting list</td>
<td>63 (5.4)</td>
<td>69 (70)</td>
<td>60 (60.6)</td>
<td>20 (20.2)</td>
</tr>
<tr>
<td>Kloc et al (2018) [80]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet-based exercise</td>
<td>63.8 (8.5)</td>
<td>74 (67.9)</td>
<td>71 (65.1)</td>
<td>21 (19.3)</td>
</tr>
<tr>
<td>Usual physical therapy</td>
<td>63.3 (8.9)</td>
<td>67 (67.7)</td>
<td>67 (67)</td>
<td>17 (17)</td>
</tr>
<tr>
<td>Skrempnik et al (2017) [81]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobile app (OA GO)</td>
<td>61.6 (9.5)</td>
<td>59 (55.1)</td>
<td>100</td>
<td>N/A</td>
</tr>
<tr>
<td>TAU</td>
<td>63.6 (9.3)</td>
<td>47 (45.2)</td>
<td>100</td>
<td>N/A</td>
</tr>
<tr>
<td>Lorig et al (2008) [82]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based arthritis self-management program</td>
<td>52.5 (12.2)</td>
<td>NR (90.5)</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>TAU</td>
<td>52.2 (10.9)</td>
<td>NR (89.8)</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>Rini et al (2015) [83]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pain COACH group</td>
<td>68.52 (7.65)</td>
<td>46 (79)</td>
<td>18 (33)</td>
<td>9 (16)</td>
</tr>
<tr>
<td>No intervention</td>
<td>66.67 (11.02)</td>
<td>45 (82)</td>
<td>22 (38)</td>
<td>5 (9)</td>
</tr>
</tbody>
</table>

aNR: not reported.  
bTAU: treatment as usual.  
cOA: osteoarthritis.  
dN/A: not applicable.

Participants
A total of 6 studies were conducted in the United States, and 2 were performed in the Netherlands.

The number of participants in the studies ranged from 113 to 855. The median (IQR) age was 63 (3.55) years. Most of the participants in the 6 studies were female (median 74.7%, IQR 6.9%), whereas in the remaining 2 studies, most participants were men (93.0% and 90.7%). Two studies recorded participants with knee OA only; 5 studies recorded a mixture of knee (median 71.55%, IQR 15.77%), hip (median 16%, IQR 5.75%), or both (median 6%, IQR 10.5%); and 1 study did not record the area affected. No studies recorded OA in the hand or any other type of OA. Five of the studies...
recorded the time since diagnosis, with a median of 15 (IQR 2) years.

**Intervention Groups**

**Intervention Delivery Mechanisms**

Out of the studies reviewed, 2 used telephone, audio and video, and written materials to deliver an SMP derived from social cognitive theory and 5 studies delivered an internet-based exercise training: 1 study was delivered by a physical therapist, 2 studies were delivered in a combination of face-to-face time with a physical therapist, 1 study had a virtual coach, and 1 study was self-administered only. The remaining study used a mobile app with a wearable monitor in combination with a physician face-to-face. Three studies delivered interventions over 52 weeks, 2 studies had 12-week interventions, and 1 study each had interventions lasting 6, 8, and 9 weeks (Table 3).
<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Medium or method (Y or N)(^a)</th>
<th>Professional input or support</th>
<th>Timing</th>
<th>Tailoring (Y or N)</th>
<th>Modification (Y or N)</th>
<th>Adherence assessed: Y or N; Completion: n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allen et al (2010) [76]</td>
<td>Y Y N N N</td>
<td>Telephone calls by health educator</td>
<td>52</td>
<td>Y</td>
<td>Y; NR(^e)</td>
<td></td>
</tr>
<tr>
<td>Allen et al (2016)(^d) [77]</td>
<td>Y Y N N N</td>
<td>Telephone calls by counselor trained in OA(^a) and behavior change</td>
<td>52</td>
<td>Y</td>
<td>N; NR</td>
<td></td>
</tr>
<tr>
<td>Allen et al (2018) [78]</td>
<td>N N Y N N N N</td>
<td>Physical therapist administered the intervention</td>
<td>52</td>
<td>Up to 8</td>
<td>Y N</td>
<td>Y; 114 (80.2)</td>
</tr>
<tr>
<td>Bossen (2013) [79]</td>
<td>N N Y N N N N</td>
<td>None</td>
<td>9</td>
<td>N/A(^f)</td>
<td>Y Y</td>
<td>Y; 46 (46)</td>
</tr>
<tr>
<td>Kloek et al (2018) [80]</td>
<td>N N Y N N N</td>
<td>Face-to-face with physical therapist</td>
<td>12</td>
<td>5 over 12 weeks</td>
<td>N N</td>
<td>Y; NR (81)</td>
</tr>
<tr>
<td>Skrepnik et al (2017) [81]</td>
<td>N N N Y Y N</td>
<td>Face-to-face with physician investigator plus trial coordinator demonstrated the app</td>
<td>12</td>
<td>5 over 12 weeks</td>
<td>Y N</td>
<td>Y; 90 (82.5)</td>
</tr>
<tr>
<td>Lorig et al (2008) [82]</td>
<td>N N Y N N Y N</td>
<td>SMP-trained moderator facilitating the program</td>
<td>6 weeks</td>
<td>NR</td>
<td>Y N</td>
<td>Y; approximately 95%(^g)</td>
</tr>
<tr>
<td>Rini et al (2015) [83]</td>
<td>N N Y N N Y N</td>
<td>Virtual coach led participants through the program</td>
<td>8</td>
<td>Once a week for 8 weeks</td>
<td>N N</td>
<td>Y; 53 (91)</td>
</tr>
</tbody>
</table>

\(^a\): Y: yes and N: no.

\(^b\): SMP: self-management program.

\(^c\): NR: not reported.
The intervention also included Provider Intervention, which involved delivery of patient-specific recommendations at the point of care.

OA: osteoarthritis.
N/A: not applicable.
Logged at least once into the program.

**Self-Management Components**

All studies used health education as a component of self-management. For 5 studies, this was the main component. Additional self-management components included goal setting (n=6); action planning (n=4); and exercise components such as physical activity (n=6), aerobic (n=5), resistive (n=4), flexibility (n=3), and balance (n=1) were recorded.

Additional self-management components included diet and/or weight management (n=5); pain management (n=6); medication (n=3); motivation (n=6); peer support (n=2); patient-therapist communication (n=2); and stress management, relaxation, or sleep (n=4; Tables 4 and 5).

A range of theories were used to inform the intervention, including Social Cognition Theory (n=3), Self-Efficacy Theory (n=2), and behavioral graded activity theory (n=2). One study stated that they used a combination of Social Cognition Theory, adult learning theory, and principles of multimedia instruction (Tables 4 and 5).

### Table 4. Detailed self-management program components.

<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Education</th>
<th>Goal setting</th>
<th>Action planning</th>
<th>Exercise components or PA</th>
<th>Exercise dose; (weeks×frequency×minute)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allen et al (2010) [76]</td>
<td>✓ b</td>
<td>✓ b</td>
<td>✓ b</td>
<td>NR c</td>
<td>NR</td>
</tr>
<tr>
<td>Allen et al (2016)e [77]</td>
<td>✓ d</td>
<td>✓ b</td>
<td>✓ b</td>
<td>✓ d</td>
<td>✓ d</td>
</tr>
<tr>
<td>Bossen et al (2013) [79]</td>
<td>✓ b</td>
<td>✓ b</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Kloek et al (2018) [80]</td>
<td>✓ b</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Skrepnik et al (2017) [81]</td>
<td>✓ d</td>
<td>✓ b</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Lorig et al (2008) [82]</td>
<td>✓ b</td>
<td>✓ d</td>
<td>✓ d</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Rini et al (2015) [83]</td>
<td>✓ b</td>
<td>—</td>
<td>—</td>
<td>N/A f</td>
<td>N/A</td>
</tr>
</tbody>
</table>

a All studies had exercise as part of the intervention, except Skrepnik et al [81] and Rini et al [83].

b Main components of the intervention.

c NR: not reported.

d Other components of the intervention.

e The intervention also included Provider Intervention, which involved delivery of patient-specific recommendations at the point of care.

f N/A: not applicable.
Table 5. Detailed self-management program components (continued).

<table>
<thead>
<tr>
<th>Author (Year)</th>
<th>Diet or weight management</th>
<th>Pain management</th>
<th>Medication</th>
<th>Motivation</th>
<th>Peer support</th>
<th>Patient-therapist communication</th>
<th>Stress management, relaxation and/or sleep</th>
<th>Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allen et al (2010) [76]</td>
<td>✓a</td>
<td>✓a</td>
<td>✓a</td>
<td>—b</td>
<td>—</td>
<td>✓a</td>
<td>✓a</td>
<td>SCTc</td>
</tr>
<tr>
<td>Allen et al (2016)d [77]</td>
<td>✓a</td>
<td>✓a</td>
<td>—</td>
<td>✓a</td>
<td>—</td>
<td>—</td>
<td>✓a</td>
<td>SCT</td>
</tr>
<tr>
<td>Allen et al (2018) [78]</td>
<td>✓a</td>
<td>✓a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>SETe</td>
</tr>
<tr>
<td>Bossen et al (2013) [79]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>BGATf</td>
</tr>
<tr>
<td>Kloock et al (2018) [80]</td>
<td>✓a</td>
<td>✓a</td>
<td>✓a</td>
<td>✓a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>BGAT</td>
</tr>
<tr>
<td>Skrepnik et al (2017) [81]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓a</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>NRg</td>
</tr>
<tr>
<td>Lorig et al (2008) [82]</td>
<td>✓a</td>
<td>✓h</td>
<td>✓a</td>
<td>✓a</td>
<td>✓h</td>
<td>✓a</td>
<td>✓a</td>
<td>SET</td>
</tr>
<tr>
<td>Rini et al (2015) [83]</td>
<td>—</td>
<td>✓h</td>
<td>N/Ai</td>
<td>✓a</td>
<td>✓a</td>
<td>—</td>
<td>✓h</td>
<td>SCT, ALTj, PMIk</td>
</tr>
</tbody>
</table>

aOther components of the intervention.
bComponents not included in the intervention.
cSCT: social cognitive theory.
dThe intervention also included Provider Intervention, which involved delivery of patient-specific recommendations at the point of care.
eSET: self-efficacy theory.
fBGAT: Behavior Graded Activity Theory.
gNR: not reported.
hMain components of the intervention.
iN/A: not applicable.
jALT: adult learning theory.
kPMI: principles of multimedia instruction.

Behavior Change Components

A variety of behavior change techniques have been used. The most common techniques involved goal setting and planning (n=8), feedback and monitoring (n=7), and shaping knowledge (n=7). All studies used at least four different groups of techniques, with Rini et al [83] using 10 group techniques [29] (Table 6; Multimedia Appendix 3). Owing to the heterogeneity in the approaches used, a meta-analysis was not appropriate.
Table 6. Behavior change techniques used within included studies.

<table>
<thead>
<tr>
<th>Author</th>
<th>BCT(^a) taxonomy grouping(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allen et al (2010) [76]</td>
<td>1.1, 1.2, 1.4, 1.5 (^s)</td>
</tr>
<tr>
<td>Allen et al (2016) [77]</td>
<td>1.1, 1.4, 1.4, 1.5 (^s)</td>
</tr>
<tr>
<td>Allen et al (2018) [78]</td>
<td>1.7, 2.3, 2.4 (^s)</td>
</tr>
<tr>
<td>Bossen et al (2013) [79]</td>
<td>1.1, 2.4</td>
</tr>
<tr>
<td>Kloeck et al (2018) [80]</td>
<td>1.1, 2.3, 2.6 (^s)</td>
</tr>
<tr>
<td>Skrepnik et al (2017) [81]</td>
<td>1.1, 1.5, 2.2, 2.4, 2.6 (^s)</td>
</tr>
<tr>
<td>Lorig et al (2008) [82]</td>
<td>1.2, 1.4, 2.2, 2.3</td>
</tr>
<tr>
<td>Rini et al (2015) [83]</td>
<td>1.1, 1.2, 1.4, 1.5</td>
</tr>
</tbody>
</table>

\(^a\)BCT: behavior change technique.

\(^b\)Multimedia Appendix 3 provides an explanation of the grouping and example text from study papers.

1: Goals and planning
2: Feedback and monitoring
3: Social support
4: Shaping knowledge
5: Natural consequences
6: Comparison of behavior
7: Associations
8: Repitition and substitution
9: Comparison of outcomes
10: Rewards and threats
11: Regulation
12: Antecedents
13: Identity
14: Scheduled consequences
15: Self-belief
16: Covert learning

\(^s\)1.1: goal setting (behavior); 1.2: problem-solving; 1.4: action planning; 1.5: review behavior goal(s); 1.7: review outcome goal(s); 2.2: feedback on behavior; 2.3: self-monitoring of behavior; 2.4: self-monitoring of outcome(s) of behavior; 2.6: biofeedback; 3.1: social support (unspecified); 3.2: social support (practical); 3.3: social support (emotional); 4.1: instruction on how to perform the behavior; 4.2: information about antecedents; 5.1: information about health consequences; 5.4: monitoring of emotional consequences; 5.5: anticipated regret; 6.1: demonstration of the behavior; 6.2: social comparison; 6.3: information about others’ approval; 7.1: prompts or cues; 11.2: reduce negative emotions; 12.4: distraction; 12.6: body changes; 15.1: verbal persuasion about capability; 15.4: self-talk; 16.2: imaginary reward; 16.3: vicarious consequences.

\(^t\)Behavior change techniques not used in the study.
Comparison
Digital self-management interventions were compared with treatment as usual (n=4), wait list control (n=2), in-person physical therapy (n=2), attention group (health education; n=1), and no intervention (n=1).

Risk of Bias
The risk of bias was assessed as unclear for random sequence generation (n=3), allocation concealment (n=1), and incomplete outcome data (n=1). There was a high risk of bias for incomplete outcome data in 1 study (Figure 2). The detection bias and performance bias were rated high in all studies because of the nature of the interventions and patient-reported outcome tools.

Figure 2. Summary of risk of bias assessment.

Effects of Interventions
A summary of findings for the main comparisons of the study with GRADE ratings is presented in Table 7. Detailed meta-analytic forest plots are also presented in Multimedia Appendix 4.
Table 7. Summary of findings and Grading of Recommendations, Assessment, Development, and Evaluations ratings for the main comparisons.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Number of participants (studies)</th>
<th>Quality of the evidence(^a) (GRADE(^b))</th>
<th>Comments</th>
<th>Illustrative comparative risks (95% CI)</th>
<th>Assumed risk control</th>
<th>Corresponding risk intervention (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pain (D-SMP(^c) vs TAU(^d) control): AIMS2(^e), WOMAC(^f), HOOS(^g)/KOOS(^h), NPRS(^i); follow-up: 9-52 weeks</td>
<td>1614 (7 studies)</td>
<td>☒ ☒ ☒ Moderate(^j)</td>
<td>Limitation (−1)</td>
<td>No risk assumed</td>
<td>The mean pain in the intervention groups was 0.28 SDs lower (0.38-0.18 lower)</td>
<td></td>
</tr>
<tr>
<td>Pain (D-SMP vs TAU control): WOMAC, HOOS/KOOS, NRS PAIN; follow-up: ≥52 weeks</td>
<td>716 (3 studies)</td>
<td>☒ ☒ ☒ Moderate(^j)</td>
<td>Limitation (−1)</td>
<td>No risk assumed</td>
<td>The mean pain in the intervention groups was 0.20 SDs lower (0.35-0.05 lower)</td>
<td></td>
</tr>
<tr>
<td>Pain (internet-SMP vs physical therapy): WOMAC, HOOS/KOOS; follow-up: 12-52 weeks</td>
<td>456 (2 studies)</td>
<td>☒ ☒ Low(^k)</td>
<td>Limitation (−1); imprecision (−1)</td>
<td>No risk assumed</td>
<td>The mean pain in the intervention groups was 0.07 SDs lower (0.25 lower to 0.01 higher)</td>
<td></td>
</tr>
<tr>
<td>Pain (internet-SMP vs physical therapy): WOMAC, HOOS/KOOS; follow-up: ≥52 weeks</td>
<td>416 (2 studies)</td>
<td>☒ ☒ Low(^k)</td>
<td>Limitation (−1); imprecision (−1)</td>
<td>No risk assumed</td>
<td>The mean pain in the intervention groups was 0.12 SDs lower (0.31 lower to 0.07 higher)</td>
<td></td>
</tr>
<tr>
<td>Pain (telephone- and video-SMP vs attention control): AIMS2</td>
<td>306 (1 study)</td>
<td>☒ ☒ Low(^l)</td>
<td>Unknown consistency (−2)</td>
<td>No risk assumed</td>
<td>The mean pain in the intervention groups was 0.26 SDs lower (0.49 lower to 0.04 lower)</td>
<td></td>
</tr>
<tr>
<td>Physical function (D-SMP vs TAU: AIMS2, WOMAC, HOOS/KOOS, 6MWT(^m), ALS(^n); follow-up: 9-52 weeks</td>
<td>1625 (7 studies)</td>
<td>☒ ☒ ☒ Moderate(^j)</td>
<td>Limitation (−1)</td>
<td>No risk assumed</td>
<td>The mean physical function in the intervention groups was 0.26 SDs higher (0.35-0.16 higher)</td>
<td></td>
</tr>
<tr>
<td>Physical function (D-SMP vs TAU control): WOMAC, KOOS/HOOS, ALS; follow-up: ≥52 weeks</td>
<td>707 (3 studies)</td>
<td>☒ ☒ ☒ Moderate(^j)</td>
<td>Limitation (−1)</td>
<td>No risk assumed</td>
<td>The mean physical function in the intervention groups was 0.23 SDs higher (0.38-0.08 higher)</td>
<td></td>
</tr>
<tr>
<td>Physical function (internet-SMP vs active control): WOMAC, HOOS/KOOS follow-up: 12-52 weeks</td>
<td>258 (2 studies)</td>
<td>☒ ☒ Low(^k)</td>
<td>Limitation (−1); imprecision (−1)</td>
<td>No risk assumed</td>
<td>The mean physical function in the intervention groups was 0.05 SDs lower (0.13 higher to 0.23 lower)</td>
<td></td>
</tr>
<tr>
<td>Physical function (internet-SMP vs active control): WOMAC, HOOS/KOOS; follow-up: ≥52 weeks</td>
<td>416 (2 studies)</td>
<td>☒ ☒ Low(^k)</td>
<td>Limitation (−1); imprecision (−1)</td>
<td>No risk assumed</td>
<td>The mean physical function in the intervention groups was 0.03 SDs higher (0.22 higher to 0.16 lower)</td>
<td></td>
</tr>
<tr>
<td>Physical function (telephone- and video-SMP vs attention control): AIMS2</td>
<td>306 (1 study)</td>
<td>☒ Very low(^k, l)</td>
<td>Imprecision (−1); unknown consistency (−2)</td>
<td>No risk assumed</td>
<td>The mean physical function in the intervention groups was 0.17 SDs higher (0.39 higher to 0.06 lower)</td>
<td></td>
</tr>
<tr>
<td>Disability (internet-SMP vs TAU): HAQ(^o)</td>
<td>352 (1 study)</td>
<td>☒ Very low(^k, l)</td>
<td>Limitation (−1); unknown consistency (−2)</td>
<td>No risk assumed</td>
<td>The mean disability in the intervention groups was 0.10 SDs lower (0.17-0.03 lower)</td>
<td></td>
</tr>
<tr>
<td>Quality of life (internet-SMP vs TAU): HOOS/KOOS</td>
<td>165 (1 study)</td>
<td>☒ Very low(^k, l)</td>
<td>Imprecision (−1); unknown consistency (−2)</td>
<td>No risk assumed</td>
<td>The mean quality of life in the intervention groups was 0.17 SDs higher (0.47 higher to 0.14 lower)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)GRADE Working Group grades of evidence: High quality: further research is very unlikely to change our confidence in the estimate of effect; Moderate quality: further research is likely to have an important impact on our confidence in the estimate of effect and may change the estimate; Low quality: further research is likely to have an important impact on our confidence in the estimate of effect and is likely to change the estimate; Very low quality: we are very uncertain about the estimate.

\(^b\)GRADE: Grading of Recommendations, Assessment, Development, and Evaluations.

\(^c\)D-SMP: digital-based structured self-management program.

\(^d\)TAU: treatment as usual.

\(^e\)AIMS: Arthritis Impact Measurement Scales.
Main Outcomes

Pain

Seven studies involving 1614 participants reported the effect of digital-based structured SMPs compared with usual care control condition on pain outcome at the postintervention time point (range 9-52 weeks). Overall, a significant and medium effect in favor of the intervention was observed on pain reduction (SMD –0.28; 95% CI –0.38 to –0.18); heterogeneity ($X^2=5.1; P=0.53; I^2=0$%). Three studies with 716 participants reported a long-term (≥12 months) effect of digital-based structured self-management program compared with usual care conditions, indicating a significant and small overall effect (SMD –0.20; 95% CI –0.35 to –0.05); heterogeneity ($X^2=0.4; P=0.94; I^2=0$%). Using the GRADE approach, the quality of evidence was rated moderate for both postintervention and long-term follow-up comparisons because of the high risk of bias in most studies (ie, study limitations).

Two studies with 456 participants comparing digital-based structured SMPs (internet) and physical therapy did not show a difference in pain reduction between the 2 intervention conditions (SMD –0.07; 95% CI –0.25 to 0.11); heterogeneity ($X^2=0.2; P=0.64; I^2=0$%). The effect of the digital-based structured SMP slightly increased at the 12-month follow-up time point but was not significant (SMD –0.12; 95% CI –0.31 to 0.07); heterogeneity $X^2=0.1; P=0.94; I^2=0$%). The quality of evidence for both time points was rated as low because of the high risk of bias (ie, study limitation) and total small sample size (ie, imprecision).

The only study comparing digital-based structured SMPs with attention control (health education) condition [76] (n=306 participants) showed a medium and significant effect on pain reduction in favor of digital-based structured SMPs (SMD –0.26; 95% CI –0.49 to –0.04). The quality of evidence was rated as low because of unknown consistency and/or publication bias.

Physical Function

A total of 7 studies involving 1625 people with OA reported the effect of digital-based structured SMPs compared with usual care control conditions on patient-reported physical function outcomes at the postintervention time point (range 9-52 weeks). Overall effect size indicates a medium and significant improvement in function in favor of the SMP (SMD –0.26; 95% CI –0.35 to –0.16); heterogeneity $X^2=5.2; P=0.52; I^2=0$%). Studies reporting the 12-month follow-up data (n=3 studies; n=707 participants) showed medium and significant overall effect of the digital-based structured SMP compared with usual care control condition (SMD –0.23; 95% CI –0.38 to –0.08; heterogeneity $X^2=0.1; P=0.96; I^2=0$%). The quality of evidence was rated as moderate for both comparisons because of the high risk of bias in most studies (ie, study limitation).

The 2 studies comparing digital-based structured SMPs (internet) with physical activity did not show a significant difference between the 2 interventions neither at postintervention nor at longer follow-up time points (SMD 0.05; 95% CI –0.13 to 0.23; heterogeneity $X^2=0.1; P=0.77; I^2=0$%). The quality of evidence for this intervention was rated low because of imprecision (ie, small sample size) and unknown consistency and/or publication bias.

Disability

One study [82] reported disability measures in 352 participants. The results show a minimal effect size in favor of internet-based SMPs compared with the usual care condition (SMD –0.10; 95% CI –0.17 to –0.03). However, the effect of intervention did not persist after 12 months of follow-up (SMD –0.00; 95% CI –0.21 to 0.20). The quality of evidence for this outcome at postintervention was rated as very low because of imprecision (ie, small sample size) and unknown consistency and/or publication bias.

Quality of Life

Only 1 study [79] reported the QoL outcome measure in 165 people with OA, indicating that the internet-based SMP did not make a significant improvement in QoL neither at 4 months postintervention nor at the 12-month follow-up (SMD –0.17; 95% CI –0.47 to 0.14 and SMD –0.07; 95% CI –0.39 to 0.26, respectively). The quality of evidence for this intervention at both time points was rated very low because of imprecision (ie, small sample size) and unknown consistency and/or publication bias.
Cost and Resource Use

Data reported on the cost of these interventions and resources used are limited. Allen et al [76] calculated cost by excluding nonrecurring labor costs, such as time for training a health educator at salary cost and the making of the intervention. The cost calculated included labor intervention delivery costs and indirect nonlabor costs, such as printing educational materials and creating compact discs. It was reported that the per-participant costs were US $107 (range US $100–US $121) for OA self-management and US $51 (range US $47–US $60) for health education. This cost was not compared with that of usual care. In the study by Lorig et al [82], no significant difference was reported between digital-based structured SMPs and usual care in terms of health care utilization (ie, physician, emergency, chiropractic or physical therapists visits or days in hospital).

Subgroup Analysis

The planned subgroup analysis based on the digital medium used to deliver the intervention revealed that the mobile app (n=1 study, n=197 participants) resulted in the largest effect size in pain reduction (SMD –0.38; 95% CI –0.67 to –0.10), followed by the internet medium (n=4 studies, n=841 participants; SMD –0.33; 95% CI –0.46 to –0.19; P=.0%). The telephone as a medium of intervention delivery resulted in the smallest effect size in pain reduction (n=2 studies, n=576 participants; SMD –0.18; 95% CI –0.35 to –0.02; P=.0%). However, the difference between the 2 groups was not significant (X²=2.3; P=.32; P=13.4%). Subgroup differences for physical function outcome were not significant (X²=0.1; P=.97; P=0%) between telephone, internet, and mobile apps, and resulted in similar small effect sizes (SMD –0.23; 95% CI –0.40 to –0.07, SMD –0.27; 95% CI –0.41 to –0.14, and SMD –0.24; 95% CI –0.51 to 0.03, respectively).

The intervention in most studies had exercise and/or physical activity components, and, in a few studies, it was the main component of the intervention. Therefore, we conducted a subgroup analysis accordingly. The pain reduction in studies with exercise and/or physical activity as the main component of the intervention was greater than the pain reduction in those studies without exercise and/or physical activity as the main component of the intervention (SMD –0.37; 95% CI –0.54 to –0.20 and SMD –0.23; 95% CI –0.36 to –0.11, respectively). However, the difference was not statistically significant (X²=1.7; P=.19; P=40.6%). The improvement in physical function was comparable in both groups—(SMD –0.27; 95% CI –0.44 to –0.11) in studies with exercise and/or physical function as the main component and (SMD –0.24; 95% CI –0.38 to –0.11) in studies without exercise as the main component (X²=0.1; P=.76; P=0%).

No subgroup analysis could be conducted for the follow-up time points as all 3 studies reporting the 12-month follow-up data used the internet as the intervention delivery medium. Similarly, no subgroup analysis could be conducted on the studies with high rates of completion because intervention was delivered via the telephone in 2 studies that did not report completion rate, or there was no measure of adherence.

Risk of Bias Sensitivity Analysis

Risk of bias sensitivity analysis, excluding studies with no or unclear random allocation, inadequate treatment allocation concealment, and/or incomplete outcome data, reduced the effect size in both pain reduction and improvement in physical function (SMD –0.19; 95% CI –0.32 to –0.05 and SMD –0.19; 95% CI –0.32 to –0.06, respectively).

Discussion

Principal Findings

The findings of this review indicate that digital-based structured SMPs compared with the treatment as usual or no intervention control groups resulted in a significant, homogeneous, and medium reduction in pain (SMD –0.28; 95% CI –0.38 to –0.18) and improvement in physical function (SMD –0.26; 95% CI –0.35 to –0.16). The SMDs reduced slightly at longer follow-up time points but remained significant with medium effect sizes. However, the findings should be interpreted with caution as the overall quality of the body of evidence is moderate because of the risk of bias in the included studies. Using SD from the control group of the largest (most adequately powered) study by Lorig et al [82], the SMDs translate to 5.70% reduction in pain and 5.07% improvement in physical function at postintervention time points. In accordance with Tubach et al [84] and Angst et al [85], we determined a minimal clinically important difference (MCID) of 15% in pain and 8% in physical function. Therefore, these effects are unlikely to be clinically significant. The findings on disability and QoL are less clear, as these outcomes were reported in 1 study with very small effect sizes.

Both immediate and longer-term effects of digital-based structured SMPs on pain in our review (SMD –0.28; 95% CI –0.38 to –0.18 and SMD –0.20; 95% CI –0.35 to –0.5, respectively) were slightly greater than those reported in a Cochrane review comparing standard OA SMPs with usual care (SMD –0.26; 95% CI –0.41 to –0.10 and SMD –0.17; 95% CI –0.26 to –0.08, respectively) [19]. However, the immediate and longer-term effect of digital-based structured SMPs on physical function was greater in our review compared with the immediate effect of SMPs reported in the Cochrane review by Kroon et al (SMD 0.01; 95% CI –0.19 to 0.18 and SMD –0.16; 95% CI –0.25 to –0.01, respectively) [19]. Despite the moderate quality of evidence reported in both reviews and a lack of direct comparison between the digital-based structured SMP and the SMP intervention, it could be postulated that the digital-based structured SMPs may have similar or greater effects than conventional SMPs on pain and physical function. Considering the potential cost-effectiveness of digital interventions, digital-based structured SMPs have the potential to reach populations reluctant or unable to attend face-to-face appointments. This could have a considerable benefit from a public health perspective despite the modest size of the effect.

Previous reviews indicate that eHealth interventions have the potential to reduce treatment costs [21,86]. We could not assess intervention costs because none of the included studies compared intervention costs across groups. In the study by Kloek et al [80], participants in the intervention group...
(internet-based exercise) had 5 in-person physical therapy sessions, whereas those in the control group visited a physical therapist an average of 12 times. Nevertheless, both groups showed a significant improvement in most health outcomes. Reduced numbers of physical therapy visits would likely result in a reduction in health care costs. Future RCTs of digital-based structured SMPs are encouraged to assess the cost-effectiveness of digital interventions in isolation or combination with face-to-face sessions. It should be noted that smartphones and/or internet devices are now owned by the majority of the population; therefore, these interventions are accessible and can be delivered conveniently and easily to the target audience. However, it should be noted that digital-based structured SMPs may not be suitable for all patients, potentially because of age, preference, comorbidities, and/or severity of illness; therefore, the intervention must be tailored to the needs, preferences, and conditions of patients and include face-to-face, group, and digital modes in the intervention package.

The result of the subgroup analysis indicates that there is no significant difference among the different digital modes of SMP delivery. However, mobile app (1 study) and internet SMPs (4 studies) resulted in medium effects on pain outcome, whereas telephone SMPs (2 studies) showed a small effect. Potential reasons for this observation could be that the majority of participants in the telephone studies were male veterans (>90%) who had more comorbidities and/or severe OA symptoms. In addition, the interventions were low intensity, and telephone call sessions were short (average 16.6 min). However, the small number of studies and the fact that the 2 telephone trials had a low risk of bias caution against this interpretation; inflated effect size in studies with a high risk of bias is expected. The results of further subgroup analysis indicate that studies with exercise or physical activity as the main component of the intervention resulted in a greater improvement in pain but not in perceived physical function. A possible explanation for the reduced pain in this group of studies could be because of the change in pain tolerance and decreased perception of pain after exercise [87,88]. Four studies (n=2 telephone and n=2 internet) were included in the risk of bias sensitivity analysis. The analysis resulted in a reduction in the effect size compared with the main meta-analysis for both pain and physical function outcomes. Notably, the 2 combined telephone and video studies contributed most to the SMD (weight >65%) in the sensitivity analysis.

Attrition at postintervention was modest; median 10% (IQR 7%) in the intervention groups and median 8% (IQR 4%) in the control conditions. Despite common concerns with high dropout rates in digital interventions [89], the reported attrition rates in the included studies appear reasonable compared with behavioral studies. In a recent study, Bennell et al [90] reported that a web-based exercise program improved home exercise adherence and confidence in the ability to undertake exercise compared with a home-based exercise program prescribed by a physical therapist’s usual methods [90]. In our review, treatment adherence in 6 studies reporting treatment completers was 46% in 1 study [79], >80% in 3 studies [78,80,81], and >90% in 2 studies (Table 1) [82,83]. There are a few possible reasons for the relatively low dropout and nonadherence rates. First, interventions in all studies were tailored to participants’ needs and conditions. Second, researchers used features in web-based or mobile apps to deliver reminder and monitoring systems and created higher interactivity of the intervention delivery. Third, in some studies, health professionals maintained contact with the study participants during the study through either face-to-face meetings or telephone calls. However, it should be noted that the participants were highly educated in most studies and, in some studies, self-selected (ie, responded to the study participants’ recruitment advertisement). Thus, they may have been enthusiastic about the new intervention. In future research and development, the advanced features of mobile apps and internet interventions could be employed to deliver even more effective and tailored monitoring and/or motivational interventions. Digital interventions can also be used to show patients’ symptom improvement, which is a useful and effective way not only to improve retention and compliance but also to increase their effect through self-efficacy [91,92].

There are a few limitations to the current review. First, only studies published in English were considered. Second, blinding of intervention and outcome assessment is not possible; therefore, all studies suffer from performance and detection biases. Moreover, some of the most powered studies have a high risk of bias, lowering the overall quality of evidence. Third, disability and QoL outcomes were only reported in 1 study each. Fourth, this review has limited generalizability because participants in most studies were highly educated and self-selected; thus, they may have been highly motivated. Finally, interventions in some studies were targeted to exercise and/or physical activity as the main component of the program, and behavior change techniques were used to improve exercise adherence [78-81]; the multiplicity and heterogeneity of techniques prohibited meta-analysis of the effects of particular techniques. However, almost all studies employed theoretically driven interventions incorporating important components of the SMPs (ie, education, goal setting, action planning, problem solving, skills acquisition, self-monitoring, understanding illness, and managing emotions).

In conclusion, digital-based structured SMPs resulted in medium improvements in pain and physical function postintervention. However, the effects are below the MCID and may, therefore, not be clinically significant. The quality of the evidence for pain and function was graded as medium because of the high risk of bias in the studies; therefore, the true effect is likely to be close to our estimate of the effect, but there is a possibility that it is substantially different. The effect of digital-based structured SMP intervention on pain and physical function was slightly reduced at the 12-month follow-up, but remained at the medium threshold. One study reporting results on disability and one study reporting results on health-related QoL indicated small improvements in both outcomes. We rated the quality of the evidence as low and very low for disability and health-related QoL, respectively, indicating that the true effects are likely to be substantially different from our estimate of effect.

Conclusions
This review of digital-based structured SMPs on self-reported outcomes including pain, physical function, disability, and
health-related QoL in patients with OA revealed 6 RCTs and 2 cluster RCTs. Digital-based structured SMPs resulted in medium improvements in pain and physical function postintervention, but these may not be clinically significant. These effects were slightly reduced at the 12-month follow-up, but remained at the medium threshold. The quality of the evidence for pain and function was graded as medium because of a high risk of bias in some studies. More high-quality studies are needed, and the routine assessment of QoL and disability would be useful.
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Abstract

Background: Decision support systems based on reinforcement learning (RL) have been implemented to facilitate the delivery of personalized care. This paper aimed to provide a comprehensive review of RL applications in the critical care setting.

Objective: This review aimed to survey the literature on RL applications for clinical decision support in critical care and to provide insight into the challenges of applying various RL models.

Methods: We performed an extensive search of the following databases: PubMed, Google Scholar, Institute of Electrical and Electronics Engineers (IEEE), ScienceDirect, Web of Science, Medical Literature Analysis and Retrieval System Online (MEDLINE), and Excerpta Medica Database (EMBASE). Studies published over the past 10 years (2010-2019) that have applied RL for critical care were included.

Results: We included 21 papers and found that RL has been used to optimize the choice of medications, drug dosing, and timing of interventions and to target personalized laboratory values. We further compared and contrasted the design of the RL models and the evaluation metrics for each application.

Conclusions: RL has great potential for enhancing decision making in critical care. Challenges regarding RL system design, evaluation metrics, and model choice exist. More importantly, further work is required to validate RL in authentic clinical environments.

(J Med Internet Res 2020;22(7):e18477) doi:10.2196/18477
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Introduction

Background

In the health care domain, clinical processes are dynamic because of the high prevalence of complex diseases and dynamic changes in the clinical conditions of patients. Existing treatment recommendation systems are mainly implemented using rule-based protocols defined by physicians based on evidence-based clinical guidelines or best practices [1-3]. In addition, these protocols and guidelines may not consider multiple comorbid conditions [4]. In an intensive care unit...
(ICU), critically ill patients may benefit from deviation from established treatment protocols and from personalizing patient care using means not based on rules [5,6].

When physicians need to adapt treatment for individual patients, they may take reference from randomized controlled trials (RCTs), systemic reviews, and meta-analyses. However, RCTs may not be available or definitive for many ICU conditions. Many patients admitted to ICUs might also be too ill for inclusion in clinical trials [6]. Furthermore, only 9% of treatment recommendations in the ICU are based on RCTs [7], and the vast majority of RCTs in critical care have negative findings [8]. To aid clinical decisions in ICUs, we need other methods, including the use of large observational data sets. ICU data can be useful for learning about patients as they were collected in a data-rich environment. A large amount of data can then be fed into artificial intelligence (AI) systems (using computers to mimic human cognitive functions) and machine learning methods (using computer algorithms to perform clinical tasks without the need for explicit instructions). AI and machine learning can then help with diagnosis [9,10], treatment [11,12], and resource management [13,14] in the ICU. Given the dynamic nature of critically ill patients, one machine learning method called reinforcement learning (RL) is particularly suitable for ICU settings.

Fundamentals of Reinforcement Learning

RL is a goal-oriented learning tool where a computer agent, acting as a decision maker, analyzes available data within its defined environment [15], derives a rule for taking actions, and optimizes long-term rewards. The agent is the RL model that we wish to develop. In general, an RL agent receives evaluative feedback about the performance of its action in each time step, allowing it to improve the performance of subsequent actions by trial and error [16]. Mathematically, this sequential decision-making process is called the Markov decision process (MDP) [17]. An MDP is defined by 4 major components: (1) a state that represents the environment at each time; (2) an action the agent takes at each time that influences the next state; (3) a transition probability that provides an estimate for reaching different subsequent states, which reflects the environment for an agent to interact with; (4) a reward function is the observed feedback given a state-action pair. The solution of the MDP is an optimized set of rules and is termed the policy.

RL has already emerged as an effective tool to solve complicated control problems with large-scale, high-dimensional data in some application domains, including video games, board games, and autonomous control [18-20]. In these domains, RL has been proven to achieve human-level capacity for learning complex sequential decisions. For instance, Alpha Go is an RL agent for playing the strategy board game Go. On the basis of Alpha Go’s learned policy, and given the current position of the Go stones, it is possible to decide where the next white/black stone should be placed on the board to maximize its chance of winning.

Analogies to Critical Care

For critical care, given the large amount and granular nature of recorded data, RL is well suited for providing sequential treatment suggestions, optimizing treatments, and improving outcomes for new ICU patients. RL also has the potential to expand our understanding of existing clinical protocols by automatically exploring various treatment options. The RL agent analyzes the patient trajectories, and through trial and error, derives a policy, a personalized treatment protocol that optimizes the probability of favorable clinical outcomes (eg, survival). As this computerized process is an attempt to mimic the human clinician’s thought process, RL has also been called the AI clinician [21].

We can consider the state as the well-being/condition of a patient. The state of the patients could depend on static traits (eg, patient demographics including age, gender, ethnicity, pre-existing comorbidity) and longitudinal measurements (eg, vital signs, laboratory test results). An action is a treatment or an intervention that physicians do for patients (eg, prescription of medications and ordering of laboratory tests). The transition probability is the likelihood of state transitions, and it is viewed as a prognosis. If the well-being in the new state is improved, we assign a reward to the RL agent, but we penalize the agent if the patient’s condition worsens or stays stagnant after the intervention.

As illustrated in Figure 1, if we take a snapshot of the current well-being of a patient as his/her state, the physician would provide a treatment or an intervention (an action) to the patient. This action would lead the patient to the next state depending on his/her current state and the action performed on him/her. While knowing the next state of the patient, the physician would need to take another action according to the new state. These state-action pairs would continue to rollout over time, and the resultant trajectory of state-action pairs could represent the changes in the patients’ conditions and the sequential treatment decisions that were performed by the physicians. We can define the length of the trajectory for each patient as fixed (eg, during the first 24 hours of the ICUs stay) or as dynamic (eg, different patients could be discharged from the ICUs at different times).
The main objective of the RL algorithm is to train an agent that can maximize the cumulative future reward from the state-action pairs given the patients’ state-action trajectories. When a new state is observed, the agent is able to perform an action, which could choose the action for the greatest long-term outcome (eg, survival). When the RL agent is well-trained, it is possible to pick the best action given the state of a patient, and we describe this process as acting according to an optimal policy.

A policy is analogous to a clinical protocol. Nonetheless, a policy has advantages over a clinical protocol because it is capable of capturing more personalized details of individual patients. A policy can be represented by a table where it maps all possible states with actions. Alternatively, a policy could also be represented by a deep neural network (DNN) where given the input of a patient’s state, the DNN model outputs the highest probability of an action. An optimal policy can be trained using various RL algorithms. Some widely applied RL algorithms include the fitted-Q-iteration (FQI) [22], deep Q network (DQN) [23], actor-critic network [24], and model-based RL [25]. More technical details about various RL models have been explained [26,27].

As RL in critical care is a relatively nascent field, we therefore aimed to review all the existing clinical applications that applied RL in the ICU setting for decision support over the past 10 years (2010-2019). Specifically, we aimed to categorize RL applications and summarize and compare different RL designs. We hope that our overview of RL applications in critical care can help reveal both the advances and gaps for future clinical development of RL. A detailed explanation of the concept of RL and its algorithms is available in Multimedia Appendix 1 [28].

Methods

Search Strategy

A review of the literature was conducted using the following 7 databases: PubMed, Institute of Electrical and Electronics Engineers (IEEE), Google Scholar, Medical Literature Analysis and Retrieval System Online (MEDLINE), Excerpta Medica Database (EMBASE), ScienceDirect, and Web of Science. The search terms reinforcement learning, critical care, intensive care, intensive care units, and ICUs were combined. The search phrases listed in Textbox 1 were used to identify articles in each database.
TextBox 1. Queries used to retrieve records.

<table>
<thead>
<tr>
<th>Database</th>
<th>Query</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMBASE (Excerpta Medica Database)</td>
<td>• #1 ‘reinforcement learning’</td>
</tr>
<tr>
<td></td>
<td>• #2 ‘intensive care unit’ OR ‘critical care’ OR ‘ICU’</td>
</tr>
<tr>
<td></td>
<td>• #1 AND #2</td>
</tr>
<tr>
<td>Google Scholar</td>
<td>• (conference OR journal) AND (“intensive care unit” OR “critical care” OR ICU) AND “reinforcement learning” -survey -reviews -reviewed -news</td>
</tr>
<tr>
<td>IEEE (Institute of Electrical and Electronics Engineers)</td>
<td>• (“Full Text Only”: “reinforcement learning”) AND “Full Text Only”: “intensive care units”) OR (“Full Text Only”: “reinforcement learning”) AND “Full Text Only”: “critical care”)</td>
</tr>
<tr>
<td>MEDLINE (Medical Literature Analysis and Retrieval System Online)</td>
<td>• multifield search=reinforcement learning, critical care, intensive care</td>
</tr>
<tr>
<td>PubMed</td>
<td>• (“reinforcement learning”) AND (“ICU”) OR (“critical care”) OR (“intensive care unit”) OR (“intensive care”)</td>
</tr>
<tr>
<td>ScienceDirect</td>
<td>• “reinforcement learning” AND (“critical care” OR “intensive care” OR “ICU”)</td>
</tr>
<tr>
<td>Web of Science</td>
<td>• ALL=(intensive care unit OR “critical care” OR “ICU”) AND ((ALL=(“reinforcement learning”)) AND LANGUAGE: (English))</td>
</tr>
</tbody>
</table>

Inclusion Criteria

To be eligible for inclusion in this review, the primary requirement was that the article needed to focus on the implementation, evaluation, or use of an RL algorithm to process or analyze patient information (including simulated data) in an ICU setting. Papers published from January 1, 2010, to October 19, 2019 were selected. General review articles and articles not published in English were excluded. Only papers that discussed sufficient details on the data, method, and results were included in this review.

Data Synthesis

Data were manually extracted from the articles included in the review. A formal quality assessment was not conducted, as relevant reporting standards have not been established for articles on RL. Instead, we extracted the following characteristics from each study: the purpose of the study, data source, number of patients included, main method, evaluation metrics, and related outcomes. The final collection of articles was divided into categories to assist reading according to their application type in the ICUs.

Results

Selection Process and Results Overview

The selection process of this review was demonstrated using the Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram (Figure 2). From the full text of 269 distinct articles, an independent assessment for eligibility was performed by 2 authors (SL and MF). Disagreements were discussed to reach consensus. During the full-text review, 249 articles were excluded, and 21 articles were eventually included. The reasons for exclusion during the review process are outlined in Table 1.
Figure 2. Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram of the search strategy.

Table 1. Exclusion criteria used to exclude papers.

<table>
<thead>
<tr>
<th>Criterion number</th>
<th>Exclusion criteria</th>
<th>Justification</th>
<th>Excluded articles, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Duplicates</td>
<td>The papers have duplicate titles</td>
<td>39</td>
</tr>
<tr>
<td>2</td>
<td>Not a research article</td>
<td>The papers were blog articles, reports, comments, or views</td>
<td>23</td>
</tr>
<tr>
<td>3</td>
<td>Not written in English</td>
<td>The papers were not written in English</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>Review</td>
<td>The papers were review articles regarding general methods on big data, deep learning, and clinical applications</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>Not applied in the field of critical care</td>
<td>The papers did not focus on applications in critical care or intensive care</td>
<td>92</td>
</tr>
<tr>
<td>6</td>
<td>Not using RL(^a) as the approach in critical care</td>
<td>The papers discussed issues in the critical care setting, but not using RL as an approach</td>
<td>115</td>
</tr>
<tr>
<td>7</td>
<td>No clear description of the method and result</td>
<td>The methods and results were not clearly described and thus not qualified for this review</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^a\)RL: reinforcement learning.

In this section, we organized the reviewed articles into 4 categories, which reflect clinically relevant domains: (1) optimal individualized target laboratory value; (2) optimal choice of medication; (3) optimal timing of an intervention; and (4) optimal dosing of medication.

We plotted the number of articles reviewed by their category and year of publication in Figure 3. We found that the majority of the papers were published in the past 3 years (n=17), indicating an increasing trend of applying RL-based approaches to assist physicians in decision making in critical care. In each of the 4 categories, we further organized the articles into subgroups based on their clinical questions (Figure 3). The figure shows that most of the applications used RL to find optimal drug dosing (n=16) [6,21,29-42], followed by the timing of an intervention (n=3) [43-45]. Only a few applications were looking at the individualized laboratory value (n=1) [46] and the optimal choice of medication (n=1) [47].
Next, we discuss the details for each category with the methods and outcomes for each application. In particular, we further grouped the studies based on specific medication or treatment type in categories 3 and 4 to assist readers. A summary of all study details is found in Multimedia Appendix 2.

**Optimal Individualized Target Laboratory Value**

Even after decades of routine use of laboratory value ranges, reference standards may need to be reconsidered, especially for individual patients [48]. Personalized targets for laboratory values in ICU patients could account for disease severity, comorbidities, and other patient-specific differences. Weng et al [46] tried to identify individualized targeted blood glucose levels as a reference for physicians. They applied an RL-based approach, *policy iteration*, to learn the target glycemic range at an hourly interval for severely ill patients with sepsis using real ICU data. Their approach was tested using the Medical Information Mart for Intensive Care III (MIMIC III), a large, publicly available ICU database [49]. MIMIC III contains information for hospital admissions of 43,000 patients in critical care units during 2001 and 2012, from which the authors extracted hourly data for 5565 patients with sepsis.

Weng et al [46] constructed their RL model as follows: First, they represented the patients’ states from 128 variables. These variables included patient demographics, comorbidity conditions, vital sign changes, and laboratory value changes. They used a spare autoencoder [50] to reduce the high dimensionality of the raw features (128 dimensions) to only 32 dimensions so that the RL model could be trained more efficiently with limited observational data. Second, they chose to act upon 1 of 11 discrete ranges of serum glucose at each time step. Third, they designed the reward function so that the RL agent could recommend an hourly target glucose level to optimize long-term survival. A positive 100 was assigned to the end state if patients survived 90 days after admission, and a negative 100 was assigned if the patients died. For each state-action pair, the value of the pair was iteratively estimated using the reward from the training data.

To understand how the reward value was related to mortality, the authors assigned values to discrete buckets using separate test data. In each value bucket, if the state-action pair is part of a trajectory where a patient died, a label of 1 was assigned to that bucket; otherwise, a label of 0 was assigned. After assigning all the state-action pairs from the test data with the labels in the corresponding value bucket, the mortality rate could be estimated for each value bucket. The authors plotted the estimated mortality rate with respect to the value-buckets and found an inverse relationship between them, where the highest value was associated with the lowest mortality. This result suggested that the learnt value represented the relationship between the state-action pair and mortality and that the learnt value of the state-action pairs from training data was validated on the test data.

To validate the RL policy, the author calculated the frequency of state transitions from the training data and generated new
trajectories. Starting from the observed state in the test data, the RL policy would recommend an action with the highest value, and the subsequent state was estimated with the transition probability. By averaging the value for all state-action pairs in the simulated trajectory, the mortality for simulated trajectories could be estimated by mapping this value in the mortality-value plot. Compared with the actual mortality rate in the test data, the author claimed that if physicians could control patients’ hourly blood glucose levels within the range recommended by the RL model, the estimated 90-day mortality would be lowered by 6.3% (from 31% to 24.7%).

Optimal Choice of Medications
Apart from some clinical decision support systems, commonly used systems such as computerized prescriber order entry and bar-coded medication administration lack personalized recommendations to optimize medication effectiveness and minimize side effects [51]. Wang et al [47] applied a deep learning network based on RL to exploit medication recommendations with a data-driven strategy. Their approach accounted for individual patient demographics, laboratory values, vital signs, and diagnoses from the MIMIC III database. They selected the top 1000 out of 4127 medications and the top 2000 out of 6695 diseases (represented by the International Classification of Diseases, Ninth Revision codes), which covered 85.4% of all medication records and 95.3% of all diagnosis records, respectively. To reduce the problem complexity, the authors further categorized the 1000 medications into 180 drug categories using anatomical therapeutic chemical codes and aggregated patients’ drug prescriptions into 24-hour windows.

The authors defined RL action as the medication combinations from the 180 drug categories. They adopted an actor-critic RL agent that suggested a daily medication prescription set, and aimed to improve patients’ hospital survival. The details of the actor-critic RL algorithm are explained in Multimedia Appendix 1 [28]. For each patient’s ICU day, the actor network would recommend one medication combination by considering state variables such as demographics, laboratory results, and vital signs. A reward value of positive 15 would be given to the end state if a patient survived until hospital discharge and negative 15 if the patient died. The reward was designated as 0 for all other time steps. To counterbalance the actor network, the critic network was applied to evaluate the consistency of actual physician prescriptions and the RL agent’s recommendations. The net effect of the actor-critic RL agent was to optimize the long-term outcomes of patients (hospital mortality) while minimizing deviations of RL-recommended actions from actual prescription patterns. In addition to the actor-critic network, the authors also applied long short-term memory [52] to represent a patient’s current state by incorporating the long sequence of all historical states. Wang et al [47] suggested that hospital mortality would be reduced by 4.4% if clinicians adhered to the RL agent’s recommendations.

Optimal Timing of Intervention

Weaning of Mechanical Ventilation
Mechanical ventilation (MV) is a life-saving treatment applied in approximately a third of all critically ill patients [53]. Prematurely discontinuing MV (premature weaning) and excessively prolonging MV (late weaning) are both associated with higher mortality [54]. The best time to wean may be uncertain [55].

To optimize the timing of ventilation discontinuation, Prasad et al [43] applied the RL-based FQI (the details of the FQI algorithm are explained in Multimedia Appendix 1 [28]) on the MIMIC III database for all patients who were kept under ventilator support for more than 24 hours and extracted their records every 10 min from ICU admission to discharge. Patient states included a number of factors that could affect extubation, such as demographics, pre-existing conditions, comorbidities, and time-varying vital signs. The action for the ventilation setting was binary, that is, for each 10-min time step, the RL agent needed to decide whether the ventilation should be set on (continued MV) or off (weaned from MV). For reward design, Prasad et al [43] followed an existing weaning protocol from the Hospital of University of Pennsylvania. They assigned reward values to the RL agent at each time step according to 3 major considerations: (1) the RL agent should penalize each additional hour spent on the ventilator, (2) the RL agent should assign a positive reward value to a weaning action if the patient’s vital signs and laboratory results were steady and within normal ranges after extubation, and (3) there was no reward value for failed spontaneous breathing trial or for reintubation after the first extubation. For RL policy evaluation, the authors calculated the proportion of weaning actions from the RL policy, referencing the total number of weaning actions from the clinician’s policy at each time step, and calculated the overall consistency of weaning transitions. The recommend actions from the RL agent could match 85% of those from clinicians. The authors categorized the degree of consistency into 5 bins, and plotted the distribution of the number of reintubations with respect to the discrete consistency levels. Their results showed that when the consistency was high, vital sign fluctuations were fewer, laboratory results were more in-range, and reintubations were minimized.

Yu et al [45] studied the same clinical issue as Prasad et al [43] and used the same data set, but designed a different reward function using inverse RL. The inverse RL model directly learnt reward mapping from data for each state-action pair and inferred what clinicians would wish to achieve as a reward. Similar to Prasad et al [43], the RL recommendations by Yu et al [45] were associated with shorter weaning times and fewer reintubations compared with clinician decision making.

Timing to Order Laboratory Tests
The timing of ordering a laboratory test can be challenging. Delayed testing would lead to continued uncertainty over the patient’s condition and possible late treatment [56]. However, excessively early ordering of laboratory tests can cause unnecessary discomfort to the patient, increase the risk of anemia, and increase health care cost.

Cheng et al [44] applied the FQI method to find the optimal timing for ordering laboratory tests among patients with sepsis in the MIMIC III data set. They examined the timing of 4 types of laboratory tests: white blood cell count (WBC), creatinine, blood urea nitrogen (BUN), and lactate. They sampled the
patients’ data at hourly intervals and constructed the state of a patient by considering the predictive variables of severe sepsis or acute kidney failure, including respiratory rate, heart rate, mean blood pressure, temperature, creatinine, BUN, WBC, and lactate. The missing values were predicted by a multivariate Gaussian process \cite{57,58}. In their RL model, they chose to design the reward function with the combination of 4 factors: (1) a positive reward should be given only if the ordering of test was necessary, while penalizing over or under ordering; (2) the RL agent should be encouraged to order laboratory tests when there was a sudden change in laboratory results or vital signs; (3) negative reward should be given if the laboratory results were similar to the last measurements (no information gain); (4) a penalty would be added to a reward whenever a test was ordered, to reflect the testing cost. Their RL agent, compared with clinicians, was able to reduce the number of laboratory tests by 27% for lactate and 44% for WBC, while maintaining high information gain.

**Optimal Dosing of a Drug**

Recommendations for dosing regimens in ICU patients are often extrapolated from clinical trials in healthy volunteers or noncritically ill patients. This extrapolation assumes similar drug behavior (pharmacokinetics and pharmacodynamics) in the ICU and other patients or healthy volunteers. However, it is well known that many drugs used in critically ill patients may have alterations in pharmacokinetic and pharmacodynamic properties because of pathophysiological changes or drug interactions \cite{59}. Therefore, critically ill patients bring unique challenges in drug dosing.

**Dosing of Propofol**

Critically ill patients in ICUs often require sedation to facilitate various clinical procedures and to comfort patients during treatment. Propofol is a widely used sedative medication \cite{60}, but titration of propofol is challenging, and both over sedation and under sedation can have adverse effects \cite{32}. Of the studies reviewed, 6 studies have focused on applying RL to determine the optimal dosage for propofol while maintaining the physiological stability of the patient. The bispectral index (BIS) was used to monitor sedation level and to determine the effect of propofol.

Borera et al \cite{29} was the first to apply RL to a pharmacokinetic model \cite{61} to describe the time-dependent distribution of propofol in human surgical patients. The RL agent was a neural network aimed at optimizing the propofol dose to achieve the target BIS value. The patient’s state and state transition were modeled using a mathematical pharmacokinetic model with predefined parameters such as the concentration at half maximal effect of BIS, degree of nonlinearity of BIS, and time-lag coefficient to estimate the BIS value for simulated patients. The action was a discrete range of propofol infusion rate. The reward function was the error rate between the target BIS value and the current simulated BIS value, where a larger negative reward was given when the current simulated BIS value was further away from the predefined target value. They measured the performance of the RL agent by looking at the time to reach the target BIS value (steady time). The evaluation was conducted on 1000 simulated patients. On average, the steady time was 3.25 min for the BIS value to reach target.

To ensure patient safety, propofol dosing should consider the concurrent stability of vital parameters. For instance, Padmanabhan et al \cite{30} chose mean arterial pressure (MAP) as the secondary control variable. The authors combined the error rates for both BIS and MAP when designing the reward. The target for the RL agent was to infuse propofol so that the target BIS would be reached in a short time, whereas MAP was kept within a desired range. In subsequent studies, Padmanabhan et al \cite{31,32} modified their methods with different RL training algorithms (Q-learning and policy iteration). In all their studies, the RL agent was able to suggest accurate propofol doses and achieve target BIS values within a few minutes.

In contrast to fixed pharmacokinetic models in the RL model environment, Yu et al \cite{45} applied FQI and Bayesian inverse RL on the MIMIC III database. They considered patients’ demographic characteristics, pre-existing conditions, comorbidities, and time-varying vital signs to construct the state of the patient. Their inverse RL model interpreted clinician preference as a reward for different patient states. The learned reward function from the inverse RL model suggested that clinicians may pay more attention to patients’ cardiorespiratory stability rather than oxygenation when making decisions about propofol dosage.

**Dosing of Intravenous Heparin**

Anticoagulant agents are often used to prevent and treat a wide range of cardiovascular diseases. Heparin is commonly used in clinical care \cite{62}, yet its precise dosing is complicated by a narrow therapeutic window. Overdosing of heparin results in bleeding whereas under dosing risks clotting. To guide heparin dosing, activated partial thromboplastin time (aPTT) is often used as a measure of the anticoagulant effect of heparin.

Nemati et al \cite{6} applied FQI with a neural network to optimize and individualize heparin dosing. Their study was conducted on the MIMIC II database, with the reward function based on aPTT levels following heparin dosing \cite{63}. The reward to the RL agent will be high if the aPTT value is between 60 and 100 seconds. After training, they plot the state-action value with respect to the level of consistency between the RL policy and clinician practice. Their results showed that, on average, following the recommendations of the RL agent resulted in higher state-action values.

Ghassemi et al \cite{33} and Lin et al \cite{34} focused on a personalized optimal heparin dosing using different RL algorithms. In addition to the MIMIC III data set, Lin et al \cite{34} applied an actor-critic network on the Emory Healthcare data set from Emory University. For RL policy evaluation, Lin et al \cite{34} regressed the discordance between RL policy and physician practice over the number of clotting and bleeding complications, adjusting for covariates such as history of clot or bleed, weight, age, and sequential organ failure assessment score. The regression coefficient suggested that following the RL agent’s recommendations would have likely resulted in improved clinical outcomes with a reduced number of clotting and bleeding complications.
Intravenous Fluids, Vasopressors, and Cytokine Therapy for Treating Sepsis

Sepsis is the third leading cause of death and is expensive to treat [64]. Besides antibiotics and source control, challenges remain with the use of intravenous (IV) fluids to correct hypovolemia and administration of vasopressors to counteract sepsis-induced vasodilation. Raghu et al [36] suggested a data-driven RL approach to recommend personalized optimal dosing for IV fluids and vasopressors to improve hospital mortality. Their RL model was double DQN with dueling, which can minimize the overestimation problem of previous Q-learning models. The details of the Q-learning and double DQN algorithms are explained in Multimedia Appendix 1 [28]. The authors considered patients’ demographics, laboratory values, vital signs, and intake/output events as state features in the RL model. Action was designed as a combination of 5 discrete bins for IV fluid dosing and 5 bins for vasopressor dosing to treat patients with sepsis. The reward was issued at the terminal time step of the patient’s trajectory, with a positive reward if the patient survived. Data were extracted from the MIMIC III database for all patients who fulfilled sepsis-3 criteria [65]. For policy evaluation, Raghu et al [36] plotted the estimated hospital mortality with respect to the difference between dosages recommended by the RL agent and by clinicians. The plot showed that the mortality was lowest when there was no discrepancy between RL policy and physician decision making. Six other groups of researchers also focused on the same research question and applied various RL algorithms with slightly different designs of the state space, reward function, and evaluation metrics [21,35,37-40]. The findings from these studies all suggest that the RL agent would be able to learn from the data and if physicians followed the RL policy, the estimated hospital mortality could be improved.

Among the aforementioned studies, Komorowski et al [21] were the pioneers of applying RL in the ICU, using data from patients with sepsis in the MIMIC III database. They inferred a patient’s health status using an array of inputs, which included demographics, vital signs, laboratory tests, illness severity scores, medications, procedures, fluid intake and output, physician notes, and diagnostic coding. Patient data were aggregated and averaged every 4 hours to represent patient states. Using a k-means algorithm, these patient states were then simplified into 750 discrete mutually exclusive clusters. A sequence of these clustered states would describe a particular patient’s trajectory. The authors estimated the state transition probability by counting how many times each transition was observed and converted the counts to a stochastic matrix. This transition matrix contained the probability for each patient going to a new state, given a previous action taken in the current state. The entire trajectory of a patient’s state can be estimated using the transition matrix. The authors applied a policy iteration RL algorithm that learnt the optimal dosing policy for IV fluids and vasopressors to maximize the probability of 90-day survival.

Nevertheless, the study by Komorowski et al [21], had several limitations. First, their study only considered fluid and vasopressor management, ignoring other important treatments such as source control, correction of hypovolemia, and management of secondary organ failures [21]. Second, 90-day mortality is affected by factors outside of the ICU, which the study did not take into account. Third, clinical decision making considers both short-term outcomes (eg, physiological stability) and long-term outcomes (eg, kidney failure or mortality), but the study only considered mortality as the single goal for training the RL algorithm [66]. Fourth, discretizing patient health status into discrete clusters loses data granularity and may limit the ability to detect changes in patient status. These limitations also occur in other studies, which we will elaborate in the Discussion section.

Other than using IV fluids and vasopressors for treating sepsis, Petersen et al [42] investigated cytokine therapy using the deep deterministic policy gradient [67] method. The details of the policy gradient RL algorithm are explained in Multimedia Appendix 1 [28]. They evaluated the RL model by using an agent-based model, the innate immune response agent-based model [68], that simulated the immune response to infection. The RL policy was able to achieve a very low mortality rate of 0.8% over 500 simulated patients, and suggested that personalized multicytokine treatment could be promising for patients with sepsis.

Dosing of Morphine

Critically ill patients may experience pain as a result of disease or certain invasive interventions. Morphine is one of the most commonly used opioids for analgesia [69]. Similar to sedation, the dosing of analgesia is subject to uncertainty. Lopez-Martinez et al [41] collected data for patients who had at least one pain intensity score and at least one dose of IV morphine in the MIMIC III database. They applied double DQN with dueling as their RL model and constructed the state space to be continuous with features including the patient’s self-reported pain intensity and their measured physiological status. The action was a choice of 14 discrete dosing ranges of IV morphine. The reward was determined by considering both the patients’ cardiorespiratory stability and their pain intensity. The highest reward was given when pain was absent and both heart rate and respiration rate were within the acceptable range. By comparing the RL policy with physicians’ choices, Lopez-Martinez et al [41] found that RL policy tended to prescribe higher doses of morphine. This result was consistent with previous studies: continuous dosing provided similar or even better pain relief with no increase in acute adverse effects [70,71].

Discussion

Principal Findings

Our comprehensive review of the literature demonstrates that RL has the potential to be a clinical decision support tool in the ICU. As the RL algorithm is well aligned with sequential decision making in ICUs, RL consistently outperformed physicians in simulated studies. Nonetheless, challenges regarding RL system design, evaluation metrics, and model choice exist. In addition, all current applications have focused on using retrospective data sets to derive treatment algorithms and require prospective validation in authentic clinical settings.
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RL System Design

The majority of applications were similar in their formulation of the RL system design. The state space is usually constructed by features including patient demographics, laboratory test values, and vital signs, whereas some studies applied encoding methods to represent the state of the patients instead of using raw features. The action space was very specific to each application. For instance, in terms of the dosing category, the action space would be discretized ranges of medication dosage. For other categories, such as timing of an intervention, the action space would be the binary indicator of an intervention for each time step. The number of action levels differed among the studies. For some studies, the action levels could be as many as a dozen or a hundred (eg, optimal medication combination), whereas for other studies, the action levels were limited to only 2 (eg, on/off MV). The design of the reward function is central to successful RL learning. Most of the reward functions were designed a priori with guidance from clinical practice and protocols, but 2 studies [40,45] managed to directly learn the reward function from the data using inverse RL.

Evaluation Metrics

The only metric that matters is if the adoption of an RL algorithm leads to improvement in some clinical outcomes. Most studies calculated the estimated mortality as the long-term outcome and drew plots to show the relationship between the estimated mortality versus the learnt value of patients’ state-action trajectories, where the higher value function was associated with lower mortality. The RL agent would provide treatment suggestions for those actions with higher values, thus leading to a lower estimated mortality. Estimated mortality is a popular metric for RL policy evaluation. However, the problem with the estimated mortality is that it is calculated from simulated trajectories with observational data, and may not be the actual mortality.

Mortality is not always the most relevant and appropriate outcome measure. For instance, in the study by Weng et al [46], they tried to identify individualized targeted blood glucose levels as a reference for physicians. In their study, 90-day mortality was used to evaluate the RL policy. However, a more relevant measure could be considered, such as short-term changes in the blood glucose level, physiological stability, and development of complications.

Several studies that focused on propofol titration have considered BIS as the evaluation metric to monitor the sedation level and hence to determine the effect of propofol. Although BIS monitoring is fairly objective, assessing sedation is usually performed by health care providers with clinically validated behavioral assessment scales such as the Richmond Agitation-Sedation Scale score [72]. In addition, EEG-based technologies, such as BIS and M-entropy, have been validated more in the operating room than in the ICU [73]. Furthermore, BIS cannot be used as the sole monitoring parameter for sedation, as it is affected by several other factors, including the anesthetic drugs used, muscle movement, or artifacts from surgical equipments [74].

To date, there has been no prospective evaluation of an RL algorithm. Moreover, the observational data itself may not truly reflect the underlying condition of patients. This is known as the partially observable MDP [75] problem, where we are only able to represent a patient’s state by the observed physiological features, which are solved by mathematical approximation.

Model Choice

FQI and DQN seem to be the top RL approaches among the reviewed studies. FQI is not a deep learning–based RL model, which guarantees convergence for many commonly used regressors, including kernel-based methods and decision trees. On the other hand, DQN leverages the representational power of DNNs to learn optimal treatment recommendations, mapping the patient state-action pair to the value function. Neural networks hold an advantage over tree-based methods in iterative settings in that it is possible to simply update the network weights at each iteration, rather than rebuilding the trees entirely.

Both FQI and DQN are off-policy RL models. Off-policy refers to learning about one way of behaving from the data generated by another way of selecting actions [76]. For instance, an off-policy RL model tries to train a policy X to select actions in each step, but it estimates the Q-values from state-action pairs where the action was chosen by following another policy Y. In contrast to off-policy learning, on-policy learning uses the same policy X to choose actions and to evaluate the returns in each step during training. Most of the included studies adopted off-policy RL models because the RL models aim to learn policy X from the data, which was generated by following real actions of physicians (policy Y). The data generated by policy Y is the actual physicians’ policy, where the RL models try to learn and improve from. This is the fundamental idea of applying off-policy RL models.

In addition, both FQI and DQN are value-based RL models that aim to learn the value functions. In value-based RL, a policy can be derived by following the action with the highest value at each time step. Another type of RL is called policy-based RL, which aims to learn the policy directly without worrying about the value function. Policy-based methods are more useful in continuous space. When the data volume is insufficient to train a DQN model, the DQN is not guaranteed to achieve a stable RL policy. As there is an infinite number of actions or states to estimate the values for, value-based RL models are too computationally expensive in the continuous space. However, policy-based RL models demand more data samples for training. Otherwise, the learned policy is not guaranteed to converge to an optimal one. Both value-based and policy-based RL models can be grouped in a more general way as model-free RL. Here the word model-free means the environment is unknown to an agent. The RL agent makes use of the trajectories generated from the environment, rather than explicitly knowing the rule or the transition probability. In contrast to model-free RL, model-based RL requires the agent to know the transition probability for all the state-action combinations explicitly and hence impractical as the state space and action space grow. In the critical care context, patients’ conditions and prognosis are very complex to apply model-based RL because we are not exactly sure about the probability of all state transitions. In
addition, most studies in critical care could only use limited retrospective data to train the model offline. Therefore, we found that most of the studies have applied a value-based RL model to utilize the available observational data.

**Common Data Sets**

We found that 71% (15/21) of applications utilized the MIMIC II or MIMIC III database to conduct their experiments. We conjecture that such popularity might be due to public availability and high quality of MIMIC data. However, data collected from a single source may introduce potential bias to the research findings. There are inherent biases in the medical data sets obtained at various institutions due to multiple factors, including operation strategy, hospital protocol, instrument difference, and patient preference. Therefore, the RL models trained on a single data set, regardless of the data volume, cannot be confidently applied to another data set. The findings from the reviewed articles may not be generalizable to other institutions and populations. In addition to the MIMIC database, one of the studies also utilized the eICU Research Institute (eRI) database to test their RL model [77]. The eRI database has a larger volume of data compared with the MIMIC database, and it is also publicly available. We suggest that future applications could cross-validate their models on both the MIMIC and eRI databases. In addition, all current applications have focused on using retrospective data sets to derive treatment algorithms and require prospective validation in authentic clinical settings.

**Strengths and Limitations of This Study**

The strengths of this paper include the comprehensive and extensive search for all available publications that applied RL as an approach in the critical care context. Nonetheless, we acknowledge the limitations. We included papers (eg, those on arXiv) that have not been peer-reviewed before publication but these papers have undergone a postpublication peer review. According to the search phrases applied in this review, we may miss out certain papers that applied RL in critical care, but did not specify the phrase intensive care nor ICU in their full text papers.

**Challenges and Future Directions**

A number of challenges must be overcome before RL can be implemented in a clinical setting. First, it is important to have a meaningful reward design. The RL agent would be vulnerable in case of reward misspecification, and might not be able to produce any meaningful treatment suggestion. Inverse RL can be an alternative to a priori–specified reward functions. However, inverse RL assumes that the given data represent the experts’ demonstrations and the recommendations from the data were already optimal; these may not be true.

Second, medical domains present special challenges with respect to data acquisition, analysis, interpretation, and presentation of these data in a clinically relevant and usable format. Addressing the question of censoring in suboptimal historical data and explicitly correcting for the bias that arises from the timing of interventions or dosing of medication is crucial to fair evaluation of learnt policies.

Third, another challenge for applying the RL model in the clinical setting is exploration. Unlike other domains such as game playing, where one can repeat the experiments as many times, in the clinical setting, the RL agent has to learn from a limited set of data and intervention variations that were collected offline. Using trial and error to explore all possible scenarios may conflict with medical ethics, thereby limiting the ability of the RL agent to attempt new behaviors to discover ones with higher rewards and better long-term outcomes.

In comparison with other machine learning approaches, there is an absence of acceptable performance standards in RL. This problem is not unique to RL but seems harder to address in RL compared with other machine learning approaches, such as prediction and classification algorithms, where accuracy and precision recall are more straightforward to implement. However, it is worth noting that RL has a distinct advantage over other machine learning approaches, that one can choose which outcome to optimize by specifying the reward function. This provides an opportunity to involve patient preferences and shared decision making. This becomes more relevant when learned policies change depending on the reward function. For example, an RL algorithm that optimizes survival may recommend a different set of treatments versus an RL algorithm that optimizes neurologic outcome. In such situations, patient preference is elicited to guide the choice of the RL algorithm.

RL has the potential to offer considerable advantages in supporting the decision making of physicians. However, certain key issues need to be addressed, such as clinical implementation, ethics, and medico-legal limitations in health care delivery [78]. In fact, any machine learning model would need to address these limitations carefully to serve as truly effective tools. In clinical practice, the RL models need to be refined iteratively throughout the time to include newly generated data from electronic health systems in hospitals, and the model must produce robust results for physicians to interpret and understand. Besides, patients’ understanding and willingness to use the RL model as a supporting tool in their care would be another important consideration. Another important ethical consideration would be the liability in case of medical error when the RL model recommendation differs from the physician. It has an impact on the autonomy of both the physician and patient. The problem of medical error works in both ways when there is a poor outcome: (1) if the physician follows the RL model recommendation, can the clinician then blame the model and the personnel who maintain the model; (2) if the clinician does not follow the RL model recommendation, can the clinician then be said to have made the wrong decision and be penalized.

Possible directions for future work include (1) modeling the RL environment as a partially observable MDP, in which observations from the data are mapped to some state space that truly represents patients’ underlying well-being; (2) extending the action space to be continuous, suggesting more precise and practical treatment recommendations to physicians; and (3) improving the interpretability of the RL models so that physicians can have more confidence in accepting the model results. With further efforts to tackle these challenges, RL methods could play a crucial role in helping to inform patient-specific decisions in critical care.
Conclusions
In this comprehensive review, we synthesized data from 21 articles on the use of RL to process or analyze retrospective data from ICU patients. With the improvement of data collection and advancement in reinforcement learning technologies, we see great potential in RL-based decision support systems to optimize treatment recommendations for critical care.
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Abstract

Background: Web-based therapies hold great promise to increase accessibility and reduce costs of delivering mental health care; however, uptake in routine settings has been low.

Objective: Our objective in this review was to summarize what is known about health care professionals’ perceptions of the barriers to and facilitators of the implementation of web-based psychological treatments in routine care of adults in health care settings.

Methods: We searched 5 major databases (MEDLINE, EMBASE, PsycINFO, CINAHL, and the Cochrane Library) for qualitative, quantitative, or mixed-methods studies exploring health professionals’ views on computer- or internet-based psychological treatment programs. We coded included articles for risk of bias and extracted data using a prepiloted extraction sheet.

Results: We identified 29 eligible articles: 14 qualitative, 11 quantitative, and 4 mixed methods. We identified the following themes: patient factors, health professional factors, the therapeutic relationship, therapy factors, organizational and system factors, and models of care. Health professionals supported web-based therapies only for patients with relatively straightforward, low-risk diagnoses, strong motivation and engagement, high computer literacy and access, and low need for tailored content. They perceived flexibility with timing and location as advantages of web-based therapy, but preferred blended therapy to facilitate rapport and allow active monitoring and follow-up of patients. They emphasized the need for targeted training and organizational support to manage changed workflows. Health professionals were concerned about the confidentiality and security of client data for web-based programs, suggesting that clear and transparent protocols need to be in place to reassure health professionals before they will be willing to refer.

Conclusions: Without health professionals’ support, many people will not access web-based therapies. To increase uptake, it is important to ensure that health professionals receive education, familiarization, and training to support them in incorporating web-based therapies into their practice, and to design systems that support health professionals in this new way of working with patients and addressing their concerns.

Trial Registration: PROSPERO CRD42018100869; https://tinyurl.com/y5vaoqsk

(J Med Internet Res 2020;22(7):e17362) doi:10.2196/17362
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Introduction

Background
Internationally there is a move toward using digital technologies in mental health care, including the development of an increasing number of Web-based therapy programs [1,2]. The reasons for this interest in electronic mental health commonly include accessibility, flexibility (in terms of when and where they can be accessed), lack of mental health care professionals to cover need, and cost considerations [3,4]. Randomized controlled trials of web-based therapies show promise, with efficacy reported to be similar to that of face-to-face interventions [5]. A systematic review of internet-based cognitive behavioral therapy [6], for example, found that this therapy has been tested for 25 different clinical disorders, with large effect sizes meeting the highest level of criteria for evidence for disorders such as depression, anxiety, and severe health anxiety.

Despite this interest, research on referral and uptake of web-based therapies in routine care is limited [7]. In a rapid review of literature on this topic, we found no studies set in hospital-based medical clinics and only 1 study in primary care, which reported extremely low rates of referral (14% of the expected number) and uptake (1% of those referred) [8]. A major implementation project in Europe, known as MasterMind, is studying web-based therapies in routine mental health care [9,10], but no data are published at this stage.

Nor is there a large body of evidence on effective processes for implementation of web-based therapies in routine clinical care [7]. A recent review of staff-reported barriers to and facilitators of hospital-based interventions of any kind (web-based or face-to-face) [11] identified 3 key domains that may affect implementation success—system (eg, workload and workflow, physical structure and resources, culture, communication, and external pressures), staff (eg, attitudes, understanding and awareness, role identity, skills, and confidence), and intervention (eg, ease of integration, validity and evidence base, safety and ethics, supporting resources)—with similar barriers likely in community settings [12]. Several conceptual frameworks have been developed to further explicate and guide health care implementation, including the Consolidated Framework for Implementation Research (CFIR) [13]. CFIR is composed of 5 major domains: intervention characteristics, the inner setting, the outer setting, characteristics of individuals involved in implementation, and the implementation process. As health professionals often act as gatekeepers to web-based programs, they are key stakeholders and may be very influential in determining whether web-based programs are disseminated widely. Thus, in this systematic review, we decided to focus on health professionals’ perspectives of web-based therapies, which falls within the fourth CFIR domain.

Objective
Several individual studies reported data on health professionals’ perceptions of web-based therapy programs, which revealed concerns about therapeutic alliance and the quality and effectiveness of programs [14,15], patient commitment and compliance [15,16], patient barriers such as internet literacy and access [16,17], and suicide risk [16]. However, we found no synthesis of these studies to provide an overall picture of health professionals’ perspectives to date. Thus, we sought to fill this gap by conducting a systematic review. Our research question was what are health professionals’ perceptions of the barriers to and facilitators of the implementation of web-based psychological treatments in routine care in health settings?

Methods

Review Registration
We registered the review with the International Prospective Register of Systematic Reviews (PROSPERO CRD42018100869).

Searches
We searched 5 bibliographic databases: MEDLINE, EMBASE, PsycINFO, CINAHL, and the Cochrane Library (Cochrane Database of Systematic Reviews, Cochrane Central Register of Controlled Trials, Cochrane Methodology Register). The search strategy included terms relating to web-based approaches, psychological therapies, and views of barriers to and facilitators of dissemination.

Qualitative, quantitative, or mixed-methods studies exploring health professionals’ views on computer- or internet-based psychological treatment programs were eligible if the treatment contained a component designed to change psychological symptoms or behaviors either associated with a diagnosable mental health condition (using International Classification of Diseases, Tenth Revision, Diagnostic and Statistical Manual of Mental Disorders [Fifth Edition], or equivalent) or secondary to a physical health condition such as cancer. This could include anxiety, depression, substance misuse, suicidality, insomnia, complex pain, fatigue (eg, chronic fatigue syndrome or cancer-related fatigue), or medication adherence. Studies of views on all models of web-based therapy, from entirely self-directed to blended with face-to-face care, were eligible. Additionally, the patients targeted (and the health professionals) could be situated either in a hospital or clinic setting or in the general community.

We included only studies investigating views on web-based programs for adults (>18 years of age); we excluded programs targeting adults who were completing the program on behalf of someone else, for example, parents completing a program to help their children with anxiety or behavioral problems.

We included studies of the views of all health professionals involved in referring, triaging, or providing psychosocial care to patients with the above conditions (eg, doctors, nurses, psychosocial health professionals, allied health practitioners). We excluded nonclinical professional groups who do the above (eg, schoolteachers, religious advisers).

We limited included studies to peer-reviewed articles, excluding conference abstracts. We searched studies published from 1986 (when the first known digital mental health site, Ask Uncle Ezra, at Cornell University was launched) to the end of October 2019.
Titles or abstracts, or both, of articles retrieved during the search strategy or from reference lists were screened by 1 reviewer to identify studies that met the inclusion criteria described above. As an initial step, 10% of the titles or abstracts and full-text articles were independently reviewed by a second reviewer to confirm inclusion and exclusion decisions. Following this, any titles or abstracts or full-text articles where the reviewer had any uncertainty about the decision was put aside and discussed with a second reviewer. Any continuing uncertainty was resolved through retrieving the full text of the study or discussion with other members of the authorship team. We hand searched reference lists of included articles for relevant articles.

Data Extraction
We extracted information from articles meeting the inclusion criteria, with 2 team members completing extraction for each article. Any uncertainty was resolved through discussion with additional members of the review team. Data extracted were author, country, study design, sample characteristics, web-based therapy characteristics, measures, results, and limitations.

Risk-of-Bias (Quality) Assessment
We assessed the selected articles for risk of bias using checklists appropriate to quantitative and qualitative studies from Kmet et al [18] and to mixed-methods studies from Pluye et al [19]. All articles were graded by 2 team members and discussed with the author team if there was any ambiguity in grading.

Strategy for Data Synthesis
We analyzed the articles using a 3-stage synthesis process that combined qualitative, quantitative, and mixed-methods studies comprehensively and rigorously to answer the review question, following the methods of Thomas et al [20]. First, we summarized quantitative data using descriptive statistics. Second, we synthesized qualitative data by themes [21]. All authors coded 2 qualitative studies line by line to develop a draft coding tree and themes, which we then refined after coding 2 additional studies. We then applied this coding structure to the remaining qualitative studies, with emerging themes created and discussed by all authors. Similarities and differences between codes and their content were examined to develop higher-order themes. (See Multimedia Appendix 1 for the final coding tree.) Third, we used a matrix to compare the qualitative, quantitative, and mixed-methods findings from the first 2 stages to answer the review research question.

Results
Search Results
We initially identified 4210 potentially eligible articles from the search, with 2545 remaining after deduplication. Figure 1 shows the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flow diagram, with 29 articles meeting full inclusion criteria: 14 qualitative, 11 quantitative, and 4 mixed methods. Most articles were published since 2009 and reported results from the United Kingdom (n=5), the United States (n=6), Australia (n=4), Canada (n=4), Europe (n=10), and Israel (n=1). A total of 16 studies specified the professional background of the included health professionals (psychologists, n=12 studies; social workers, n=9 studies; general practitioners, n=4 studies; nurses, n=3 studies; and psychiatrists, n=2 studies), and the remaining 13 studies used general terms (eg, “psychotherapist” or “counsellor” or “practitioner”). Where studies included both health professionals and patients, we included only data from the health professionals in the review. See Multimedia Appendix 2 for study characteristics. All included articles were of acceptable quality, with reflexivity and use of verification procedures to establish credibility the most poorly done (see Multimedia Appendix 3 for quantitative studies, Multimedia Appendix 4 for qualitative studies, and Multimedia Appendix 5 for mixed-methods studies).
Thematic Synthesis

We identified 6 themes, which mapped well to the CFIR: therapy factors, organizational (or inner setting) and system (or outer setting) factors, patient factors, health professional factors, the therapeutic relationship, and models of care.

Therapy Factors

In total, 3 of 11 quantitative studies (n=677) [22-24], 5 of 14 qualitative studies (n=78) [14,25-28], and 3 of 4 mixed-methods studies (n=111) [17,29,30] explored the impact of therapy factors on the uptake of web-based therapies. Findings suggested that health professionals believed there was evidence [29,30] supporting the utility of web-based therapies but were generally more comfortable using web technologies as an adjunct to therapy, rather than as a stand-alone intervention [17,24,26] (see Models of Care subsection below for more detail). Overall, health professionals were neutral to positive toward web-based programs and identified the following consistent therapeutic factors that facilitate or hinder web-based therapy uptake.

The therapeutic content and approach of therapies were frequently raised by study participants as being more or less appropriate for a web-based format, with therapists more likely to refer patients for web-based psychoeducation, monitoring, and skills practice [17,23,26] within a positive psychology, mindfulness, acceptance and commitment therapy, or cognitive behavioral therapy (CBT) framework [17,23]. They were less likely to consider web-based therapy appropriate for psychoanalytic, interpersonal psychotherapy, or schema therapies. Nor were they comfortable with serious gaming [17,22], chat, or video components [17,24]. Concerns were raised regarding privacy of data, ethical considerations for suicidal patients, and levels of evidence available for intervention effectiveness [22,23].

The structured nature of web-based programs, the most commonly raised theme, was extensively discussed as both a facilitator of and barrier to uptake or recommendation. Whereas structure provided focus and aided navigation of programs [27,28], other studies noted that this needs to be balanced with flexible tailoring of content [29,30], a challenge that is
inadequately addressed [14,27]. Some health professionals in the qualitative studies reported wanting to see more transdiagnostic options [25]. Hadjistavropoulos and colleagues partially addressed this recommendation in their mixed-methods study of a transdiagnostic web-based CBT intervention, with feedback specifically citing the transdiagnostic nature as a strength of the program [29].

**Organizational and System Factors**

A total of 6 of 11 quantitative studies (n=4171) [23,24,31-34], 10 of 14 qualitative studies (n=158) [14,25-28,35-39], and 2 of 4 mixed-methods studies (n=99) [17,29] reported organizational and system concerns, which fall within the second and third domains of the CFIR.

**Training**

Training was highlighted as driving confidence in recommending web-based therapy options to patients [28]. Health professionals wanted more information, training, clear guidelines, and information on liability to be comfortable with web-based approaches [34].

Training to improve computer skills and stay up to date [23] and the need for better information technology support were also identified [17]. Qualitative studies [14,25,28] highlighted training needs in email or electronic communication skills in a therapeutic context [14,25] and, from an organizational perspective, the time required to obtain skills and to respond to patients in this format. Notably, 1 study suggested that the opportunity to pause and reflect before responding to emails was a strength of web-based therapy [37].

**Time Saver or Time Changer**

Health professionals reported varying views regarding whether web-based approaches made therapy delivery harder or easier. In the study by Bengtsson et al [27], therapists who were experienced in delivering both web-based and face-to-face therapy noted that work time was more flexible with web-based CBT, enabling work during cancellations, and flexibility in appointment times and place of work. Other advantages included therapy being unaffected by illness, emergencies, or other work; allowing colleagues to take over each other’s work if needed; and the potential to work with more clients at once [27]. In contrast, another study noted that web-based therapy was time consuming for both patients and therapists, with experienced web-based therapists spending more time overall on web-based treatment than with face-to-face treatment [25].

**Managerial and Organizational Support**

In 2 studies, support and leadership from organization staff and local management was noted as valuable in encouraging use of web-based CBT [17,25]. In another quantitative study [31], perceived supportiveness of the organizational environment predicted intention to use web-based CBT. A large study found small effects of workplace factors, such that working in a community treatment center (rather than private practice) and having good access to technology at work increased perceptions of the efficacy of blended treatment [32].

**Accessibility and Integration**

Some studies reported that health professionals found it easier to integrate written materials into care, rather than referring to web-based programs where specific content is difficult to access easily [38,39]. In the study by Batka and colleagues, health professionals expressed mixed views regarding the ability of web-based therapy to bridge the gap between primary care and behavioral health [36]. One study supported the idea of web-based therapies identifying those in need of additional support [35]. Several studies noted the need to supplement patient self-referral and management with health professional monitoring and follow-up, to ensure the program matched the patient’s needs [14,28] and to encourage adherence. Rural health professionals in 1 study [26] expressed concern that an increase in web-based treatment may further isolate rural patients without internet access:

*Often online services have been looked at as, you know, the great hope for areas where there aren’t real services for people, but where there isn’t adequate internet access, you are further marginalizing people who live in remote areas who now don’t have access to two different services... [pg 5]*

**Data Security and Privacy**

In 1 study, confidentiality of patient information was listed as the primary concern by 48% of health professionals, with 81% stating they had some concern [33]. Two qualitative studies highlighted health professionals’ concerns about information security [17,23], ethical or clinical guidelines [17,23], and legal issues or liability [17], before supporting use of web-based therapies. Concern about confidentiality was raised in 1 study, where health professionals expressed preferences for using secure email or an app over chat or video formats [24]. Qualitative studies identified protocols to address privacy and ethical practice in an information technology context [37,38].

**Patient Factors**

A total of 4 of 11 quantitative studies [22,23,33,34] incorporating data from 3144 health professionals, 9 of 14 qualitative studies (n=158) [25,26,35-38,40-42], and 3 of 4 mixed-methods studies (n=374) [29,30,43] raised issues related to patient factors. Most health professionals in a quantitative study [22] believed that web-based therapies would be appropriate for 20% of patients; health professionals in another study perceived barriers in 22% to 48% of patients [23]. One study argued that web-based therapies allowed patients to become active participants in their own recovery [40].

**Nature and Severity of Symptoms**

Patient factors identified in both quantitative and qualitative studies included the nature and severity of symptoms, with anxiety disorders commonly cited as a good fit for web-based therapy [26,34,43], and more complex or severe disorders viewed as a poor fit [26,37,40]. As anxiety and depression symptom severity increased from mild to severe, the disorders were seen as having decreasing fit for web-based therapy [34].
Individual Characteristics
Health professionals were concerned that comorbidity [25] or suicidal ideation required risk management [35]. It was also noted [30] that web-based therapy cannot easily take into account patient characteristics including comorbidity, needs and motivation, written expression, skills, and personality (including self-management). For example [37]:

I found for my anxiety clients, it worked quite well. For the depression clients, who are more severe, I found that they tend to take much longer...there’s less motivation...those clients, maybe it would be better for them to like see somebody in person because there’s a lot of other issues. [pg 44]

Accessibility
Health professionals identified access to face-to-face treatments as a factor, with several studies noting that web-based therapies were particularly attractive and useful to patients who could not readily access therapy [30] (eg, those with limited mobility, time, or access to local services [37,38], with perceived stigma [29], or in rural or remote locations [33]).

Practical Barriers
Health professionals expressed concern about practical barriers such as access to technology [23] or the internet [35,41]. Additional barriers included having poor literacy, not being “psychologically minded,” or having difficulties with vision or hearing [41]. Health professionals commented that their patients often had grade 6 to 8 reading levels and could not cope with the reading required [36]. This could also impact ability to complete written tasks [37]:

If they don’t provide the information or if they’re having trouble expressing exactly what the problem was, then it’s obviously going to be more difficult. [pg 46]

Health Professional Factors
Health professional factors relevant to the uptake of web-based therapies were raised in 9 of 11 quantitative studies (n=4536) [22,23,31-33,44-47], 6 of 14 qualitative studies (n=96) [25-28,38,48], and 3 of 4 mixed-methods studies (n=407) [17,30,43]. Quantitative studies raised few health professional issues. A total of 3 studies suggested that psychodynamic therapists are less positive toward web-based therapy [22,32,46], but another found no difference [44]. One study found that openness to evidence-based practice predicted more favorable attitudes [32], whereas another found that expectations of ease of use predicted intentions to use web-based CBT [31]. The main issue raised was lack of familiarity with web-based therapy, consistent with the low uptake of these approaches generally [17,23,31,45,47].

Several barriers related to health professionals were raised in the qualitative studies. There were concerns about the technological skills and comfort level of health professionals [26,48]. Significant concerns were raised about workload issues: finding time to incorporate web-based treatment [28] and managing the different demands of electronic work [25]. A final factor raised by therapists was that they saw web-based treatment as both less engaging and less taxing than face-to-face treatment. For example [27,38]:

I just felt like I was in a call centre rather than being a clinician working with patients who had difficulties. [pg 8]

You feel very much less burdened by [internet-based CBT] than in regular outpatient care. [pg 473]

The mixed-methods studies raised concerns related to health professionals’ knowledge and training in web-based therapy. Motivation and use of web-based therapy were low, with reported rates of 2% [33] and 2.4% [43], in part reflecting misunderstandings about confidentiality and liability [33]. For example [30]:

My concern is not to get patients motivated to use the online modules, but to get therapists to use them. That is a much larger bump. Everything that is new is seen as more work, and everybody is already loaded with work and doesn’t want more work. I’m afraid that pressure from management is the only way to get therapists to work with it. [pg 7]

Health professionals’ knowledge and training in web-based therapy. Motivation and use of web-based therapy were low, with reported rates of 2% [33] and 2.4% [43], in part reflecting misunderstandings about confidentiality and liability [33]. For example [30]:

My concern is not to get patients motivated to use the online modules, but to get therapists to use them. That is a much larger bump. Everything that is new is seen as more work, and everybody is already loaded with work and doesn’t want more work. I’m afraid that pressure from management is the only way to get therapists to work with it. [pg 7]

The Therapeutic Relationship
A total of 4 of 11 quantitative studies (n=3755) [22,23,32,33], 6 of 14 qualitative studies (n=751) [25,27,28,38,39,48], and no mixed-methods studies explored the impact of web-based therapy on the quality of the health professional-patient therapeutic relationship. Across studies, health professionals who were experienced in web-based therapy held more positive views of the potential for a therapeutic relationship in web-based therapy [33,38,39].

Quantitative findings highlighted minimal concern among health professionals about establishing and maintaining a therapeutic relationship through mobile apps [23] or blended face-to-face and web-based therapy, although concerns were raised in 1 study that including serious games may lead to neglect of relationships and communication during therapy [22]. Health professionals in another large quantitative study indicated that they believed integrating web-based approaches in therapy would interfere with rapport [32].

Among qualitative studies, health professionals perceived the therapeutic relationship as different from that in face-to-face therapy but not necessarily worse, and some reported being surprised by their ability to develop relationships online [25]. Bengtsson et al [27] highlighted that the web context may extend the time needed to develop a therapeutic relationship but, as it is less confronting, may be particularly helpful in building relationships with patients with social anxiety.

Two studies reported the views of primary care physicians [28,48], who were ambivalent about the impact of web-based therapy on therapeutic relationships, noting that psychodynamic approaches relied on open and active dialogue between health professional and patient.

Models of Care
A total of 3 of 11 quantitative studies (n=677) [22-24], 8 of 14 qualitative studies (n=129) [14,25,28,35,36,38,39,42], and all
4 mixed-methods studies (n=440) [17,29,30,45] explored health professionals’ views and preferences regarding models of care delivery incorporating web-based components. In addition, 9 studies [14,25,28,29,35,38,39,42,43] investigated use of web-based therapies as a stand-alone treatment, 2 studies [22,23] discussed preferences for serious gaming and mobile apps as an adjunct to therapy, and 3 studies [17,24,30] explored blending face-to-face and web-based components as part of an integrated approach to therapy. One study [36] included the views of mental health and primary care providers as 1 model of care delivery in a suite of telehealth options.

Among web-based therapy studies, views differed based on whether the therapy was guided or self-directed (low intensity). Although it was acknowledged that self-referral to self-help modules increased ease of access for patients [39] and made it more likely that patients were motivated to engage with treatment [14], there were concerns that this model of care did not provide sufficient health professional support, especially for challenging tasks [29,38]. Health professionals were more comfortable with guided self-help, as they perceived this as fitting more within the therapeutic role [38]. General practitioners trained to administer guided web-based CBT highlighted the challenges in integrating web-based therapy process issues into consultations [28]. Overall, there was a preference to use web-based therapy flexibly, possibly as an adjunct to face-to-face treatment, [38,42,43], as an option to support those on a waiting list for treatment [29] or as part of a stepped-care model [25].

Blended therapy was perceived as a viable alternative to a web-based model, as compatible with current clinical practice, and as raising few concerns about treatment efficacy with the inclusion of web-based components as part of a wider face-to-face model [17,24]. Models of care that incorporated serious gaming and use of mobile apps were perceived as potentially useful adjuncts to traditional therapy approaches to support skills development both during and after therapy [23,30].

Discussion

Principal Findings

Despite good evidence of efficacy in randomized controlled trials [5], the potential of web-based psychological therapies to increase access to mental health care has not been well realized in nontrial settings to date [49]. This is, to our knowledge, the first synthesis of quantitative and qualitative data on health professionals’ perceptions of web-based therapy for mental health conditions (both primary and secondary to physical disorders). We found that health professionals perceived many barriers to routine use of web-based therapy and had strong views about appropriate models of care. While health professionals’ concerns may not all be evidence based, health professionals are in many cases the gatekeepers to referral. Therefore, addressing their concerns is a key strategy to improve implementation, alongside ongoing education of health professionals so that they are familiar with the content, processes, and evidence base of web-based therapies and are comfortable with incorporating them into their model of care. The importance of thinking carefully about models of care specifically in the context of web-based therapies has not been addressed adequately in the literature to date.

Health professionals’ concerns corresponded closely with the 5 domains of the CFIR [13], with issues raised pertaining to intervention characteristics (eg, flexibility), the inner setting (eg, managerial support), the outer setting (eg, data security and privacy), characteristics of individuals (eg, their health and internet literacy), and the implementation process (eg, health professional education). Furthermore, they also accord with the much broader findings of a systematic review of reviews concerning factors that influence implementation of electronic health [50]. We found, as did the review of reviews, that the factors influencing implementation are multilevel and complex, with no single factor acting as a key barrier or facilitator.

This review suggests that for web-based treatments to maximize their acceptability to health professionals, they should incorporate the following features.

Consider Tailoring

Health professionals noted that the highly structured nature of many web-based therapies, while easier to navigate [27], may contribute to patients’ sense of being funnelled through a preset and rigid program [25,27]. This accords well with surveys of patients regarding reasons for dropout from web-based programs. For example, in a qualitative study of patients who had dropped out of a transdiagnostic web-based therapy program, they noted the lack of specificity of content to their own particular problems [51]. Indeed, dropout rates for web-based compared with face-to-face programs are reported to be 10% to 15% higher, reinforcing the need for careful consideration of tailoring, as well as treatment credibility and engaging content, which also predict dropout [52].

Target a Subset of Patients

Even successful online clinics do not see web-based therapy as suitable for all individuals [49], and patients also report a preference for face-to-face treatment over web based [53]. This was reflected in our findings, as health professionals supported the potential utility of web-based therapies for a subset of patients only [22,23]. The findings suggest that, to increase referrals and uptake, web-based treatments should be targeted toward individuals with mild to moderate anxiety and depression, with limited comorbidity and low risk. Further patient factors that may lead to more referrals include sufficient computer literacy and access, good motivation, good health literacy, needing more flexible access to treatment, and concerns about stigma.

Use an Approach That Blends Web-Based Therapy With Face-to-Face Therapist Contact

Health professionals reported concern about wholly self-directed treatments, with a clear preference for blended treatments including some therapist face-to-face contact, as it affords a better opportunity to establish rapport and allows active monitoring and follow-up of patients as they move through online tasks [29,38]. This is in line with patient research, which showed a preference for face-to-face treatment over web based [53], and that adherence increased with therapist support [54].
Whereas health professionals who have no experience with web-based treatments are concerned about the therapeutic alliance, those who were experienced in supported web-based treatment were much less concerned. This suggests that models of care that incorporate some level of therapist support are likely to become more acceptable over time as health professionals become accustomed to the model.

Select Therapeutic Approaches and Content That Are Appropriate for a Web-Based Format

Prioritizing psychoeducation, monitoring, and skills practice, with more complex or interpersonal interventions reserved for face-to-face treatment, may make health professionals more confident in web-based treatments. Considering the balance between providing a clear structure and yet allowing content to be tailored to individual needs may also be important, although our review does not offer any clear guidance on how to optimally achieve that.

Educate Health Professionals in Web-Based Treatment

The vast majority of health professionals are unfamiliar with web-based therapies [17,23,31,45,47], and this needs to be addressed in order to increase rates of referral and use. Implementation of any model of care would need to consider how to educate health professionals about web-based therapy, including how to make appropriate referral decisions, find high-quality evidence-based resources, and incorporate web-based treatment as part of routine care.

Design a Supportive System

The review suggests that the broader setting for health professionals is important in successful implementation. This has 4 aspects.

First, the effect of web-based therapy on the work of frontline mental health care workers would need to be carefully considered to ensure that therapists have adequately engaging work and appropriate supervision in skills specific to web-based therapy such as written communication. Providing web-based therapy requires a different workflow from face-to-face treatment, and this would need to be managed. Web-based therapy was seen as both less rewarding and less draining than face-to-face work; the former was a strong disincentive to some health professionals, who felt that their engagement in, and sense of reward from, delivering expert and successful care was being taken from them [27,38]. A sense of reward is a key dimension of stress and burnout in occupational health [55], and work would need to be designed in a way that is satisfying for health professionals.

Second, the provision of adequate technological resources and support is important, as well as good data security.

Third, clear policies and procedures are needed regarding confidentiality, risk management, and liability issues.

Fourth, clear support and expectations from management regarding the use of web-based therapy are required, including impact on workflow and referral pathways for face-to-face therapy.

Limitations

This review identified only 29 articles examining health professionals’ perspectives on web-based therapy. These articles varied considerably in terms of the population of health professionals included as participants, as well as the model of care that was being examined (eg, blended, self-directed), and are unlikely to give a complete picture. The main limitation in the literature so far is the inclusion of a very small proportion of health professionals who are experienced in web-based therapy, with most health professionals responding to questions in the absence of direct experience.

Comparison With Prior Work

This is, to our knowledge, the first systematic review of health professionals’ perspectives on web-based therapy and provides a synthesis of the research to date.

Conclusions

The findings of this review echo the factors found in a recent article documenting the experiences of 2 successful online clinics [49], which identified the importance of considering the patient, therapists and their training, comprehensive organizational and systemic support, and the place of web-based therapies in models of care. These results have important implications for the implementation of web-based therapy, emphasizing that important preparatory work is required if implementation is to be successful, in the way the intervention is designed, the training and support health professionals receive, and the engagement of senior management in supporting the transition to a different model of care.

Further research is needed to examine the acceptability of specific models of care [2], which may vary in level of therapist support, timing of the intervention (waitlist, posttherapy, etc), positioning in stepped care, or the way it is incorporated in routine care. As health professionals gain experience with web-based therapies, it will be important for their perspectives to be sought again, to elicit perspectives grounded in real interactions and patient feedback. Interventions to educate and support health professionals in using web-based methods will need to be developed and evaluated. Finally, large-scale implementation studies that document the implementation strategies employed, uptake and retention rates, and effectiveness outcomes will be needed to provide a solid evidence base for this therapeutic approach moving forward.
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Abstract

Background: HIV continues to disproportionately affect men who have sex with men (MSM) and transgender women (TW). Undiagnosed HIV is a major driver of HIV transmission rates, and increasing the uptake of regular HIV testing and facilitating timely initiation of HIV treatment is a global HIV prevention priority. However, MSM and TW experience a range of barriers that limit their access to testing and other prevention services. Given their growing ubiquity, digital communication technologies are increasingly being used to support HIV prevention efforts, and a growing number of studies have trialed the use of digital technology to promote HIV testing among MSM and TW.

Objective: We undertook a systematic review and meta-analysis to assess the impact of digital communication technology on HIV testing uptake among MSM and TW. Subanalyses aimed to identify the features and characteristics of digital interventions associated with greater impact.

Methods: A systematic literature review was undertaken using select databases and conference repositories. Studies describing the use of a digital technology—internet-enabled devices, including phones, tablets, and computers—to increase HIV testing uptake among MSM or TW using either randomized or observational cohort design with measurement of HIV testing rates measured pre- and postintervention, and published in English between 2010 and 2018 were included. Pooled effect estimates were calculated using a random effects meta-analysis. Subanalyses calculated effect estimates grouped by selected features of digital interventions.

Results: A total of 13 randomized or observational studies were included in the final review. Digital interventions most commonly used mainstream, existing social media platforms (n=7) or promotion through online peer educators (n=5). Most interventions (n=8) were categorized as interactive and allowed user engagement and most directly facilitated testing (n=7) either by providing self-testing kits or referral to testing services. A total of 1930 participants were included across the 13 studies. HIV testing uptake among MSM and TW exposed to digital interventions was 1.5 times higher than that of unexposed MSM and TW (risk ratio [RR] 1.5; 95% CI 1.3-1.7). Subanalyses suggested an increased impact on HIV testing uptake among interventions that were delivered through mainstream social media–based platforms (RR 1.7; 95% CI 1.3-2.1), included direct facilitation of HIV testing (RR 1.6; 95% CI 1.4-1.9), were interactive (RR 1.6; 95% CI 1.4-1.8), and involved end users in the design process (RR 1.6; 95% CI 1.3-2.0).

Conclusions: These findings provide broad support for the integration of technology with existing approaches to promote and facilitate HIV testing among MSM and TW. Our findings identified key features that may be associated with greater impact on HIV testing uptake and can be used to inform future development efforts given the growing interest and application of digital technologies in HIV prevention.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD42017070055; https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42017070055.
Introduction

Globally, men who have sex with men (MSM) and transgender women (TW) are disproportionately affected by HIV [1-4]. Evidence of expanding epidemics among MSM have been noted, with new infections among this group comprising up to half of all incident cases in some regions, including North America [5-9], and up to approximately 70% in specific countries, such as the Philippines [7]. This burden of HIV occurs against a background of expanded access to HIV testing and treatment and the emergence and growing coverage of biomedical HIV prevention strategies [5].

The timely diagnosis of HIV plays an important role in preventing transmission, both by prompting reductions in risk behaviors to prevent onward transmission [10,11] and by facilitating early access to treatment and viral suppression. It is now known that people with suppressed HIV cannot transmit the virus to others [12-15]; promoting regular HIV testing is therefore a key global prevention strategy [16]. However, a range of barriers faced by MSM and TW limits their access to HIV testing and other preventive services. Stigma and discrimination remains a key deterrent to HIV service utilization in many parts of the world, particularly in settings where legislation prohibits same-sex relationships and legitimizes discriminatory behavior toward sexual minorities [17-19]. Other structural barriers, such as accessibility of services, costs, waiting time, and confidentiality concerns [20-24], also limit access to HIV testing among MSM and TW and prevent levels of testing coverage required to impact HIV incidence [25].

The use of digital communication technology—internet-enabled technology such as mobile phones, computers, and tablets that allow access to digital platforms and apps—to promote HIV testing among MSM and TW is an area of growing interest. Digital technology has assumed a prominent role in contemporary gay culture [26], and to a lesser extent in TW communities [27], as a tool to meet sex partners [28-30]. Evidence pointing to higher rates of condomless sex [31-33] and diagnoses of sexually transmitted infections (STI) [27,28,34,35] among MSM and TW who use online platforms to find sex partners suggests that online platforms may be appropriate targets for sexual health promotion. It has been suggested that internet-enabled technology can provide a discrete means for HIV health promotion in locations where same-sex behaviors are highly stigmatized or illegal [36], while the acceptability of HIV prevention interventions delivered through digital communication technologies has been noted among MSM and TW [37-43]. Together, these findings enhance the potential of using digital technology to reach those at high risk of HIV and serve as an important platform for health promotion outreach.

We performed a systematic review and meta-analysis to describe the impact of digital communication technology interventions on the uptake of HIV testing among MSM and TW. Subanalyses were undertaken to identify intervention characteristics associated with increased impact.

Methods

Overview

We systematically searched for current literature that describes the impact of digital communication technology interventions on the uptake of HIV testing among MSM and TW. We defined digital communication technology as technologies that were internet-enabled (through devices such as computers, mobile phones, or tablets) and which provided access to digital platforms such as social media sites, websites, apps, and email. The systematic review was conducted in accordance with the Preferred Reporting for Systematic Reviews and Meta-Analyses guidelines [44] and was registered on PROSPERO (registration number CRD42017070055).

Eligible studies were defined as those that:

1. Utilized at least one digital communication platform to deliver an intervention to promote HIV testing
2. Reported uptake of HIV testing as a result of a digital communication intervention for MSM and TW participants
3. Measured impact either by prospectively comparing testing rates pre- and postintervention exposure within a single cohort or through a randomized study design.

Studies that measured HIV testing outcomes but utilized digital communication technologies primarily for a purpose not directly related to improving HIV testing uptake (eg, to facilitate data collection or recruitment) and those reporting intention to test outcomes only were excluded.

Uptake of HIV testing was defined as any quantitative count of HIV testing events among MSM and TW measured using either self-report or clinic records.

For randomized controlled studies, we report on HIV testing uptake among participants in the intervention and control groups at the study endpoint. For nonrandomized studies, we report on HIV testing uptake at pre-intervention baseline and postintervention study endpoints.

Search Strategy

We conducted a systematic search of the literature published in English using the Medical Literature Analysis and Retrieval System Online, or MEDLARS Online (MEDLINE), Cumulative Index of Nursing and Allied Health Literature (CINHAL), EMBASE, PubMed, and PsychInfo databases. We limited our search to studies published between January 1, 2010, and May 1, 2018, to account for the redundancy of older platforms and technologies. Our search strategy comprised key terms; Medical Subject Headings (MeSH) terms; and subject headings related to improving HIV testing uptake (eg, to facilitate data collection or recruitment) and those reporting intention to test outcomes only were excluded.

For randomized controlled studies, we report on HIV testing uptake among participants in the intervention and control groups at the study endpoint. For nonrandomized studies, we report on HIV testing uptake at pre-intervention baseline and postintervention study endpoints.
Appendix 1 shows the illustration of search strategy and MeSH terms. Electronic repositories of the International AIDS Society and the International AIDS Conferences were manually searched for abstracts from January 2010 onward. Reference sections of the identified papers were also searched for additional papers. No restrictions were placed on participant age or other demographic characteristics of the study population or geographical location or setting of the intervention.

Data Extraction

Following the literature search, the first author (VV) removed duplicate records and assessed the remaining abstracts on the basis of the eligibility criteria. The second author (KR) reviewed a random sample (equivalent to 10%) of discarded abstracts to ensure accuracy. Both authors then conducted a full-text review of the remaining abstracts to determine their inclusion in the final analysis.

The following domains were extracted for final analysis by two authors (VV and KR) using a standardized, Excel-based tool: study identification, study design (data collection period, recruitment, and sampling method), intervention characteristics (aim of intervention, mode of intervention delivery, and duration), study population (inclusion and exclusion criteria, sample size, primary HIV testing outcome used and time frame for the outcome, the mean age of sample, proportion reporting previous testing), and results and analysis (number of testing outcomes, effect size measurement, and reported effect size).

Any discrepancies identified between the two authors during the review and data extraction process were discussed with a third author (MS).

Analysis

Qualitative Synthesis of Study Aims, Intervention Characteristics, and Study Outcomes

A qualitative synthesis was undertaken to characterize included studies by their study participants, location of study, study design, digital communication intervention platform, intervention features, length and frequency of exposure, sample size, and rated study quality. For each study, we then described the proportion of MSM and TW reporting previous HIV testing at baseline, how testing uptake was defined and measured during the study period, whether testing was provided or offered as part of the intervention, and the proportion of MSM and TW reporting or receiving HIV testing at the end of the study period.

The primary outcome of this study was uptake of HIV testing among MSM and TW participants, which we defined as the number of individual MSM and TW reporting or receiving an HIV test divided by the total number of MSM and TW exposed to a digital intervention. Intervention effectiveness was determined by manually calculating risk ratios (RRs) comparing testing uptake between exposed groups and unexposed groups for randomized controlled trials (RCTs) or between pre- and postintervention commencement for nonrandomized studies. HIV testing uptake among controls or at preintervention time point was used as the reference group so that an RR greater than one demonstrates a higher chance of HIV testing uptake following exposure to a digital communication intervention.

Meta-Analysis

We performed a meta-analysis of intervention effectiveness to generate pooled RR using a DerSimonian and Laird random effects model to account for the anticipated heterogeneity between studies. We identified a range of characteristics common to digital communication interventions or regarded as features that potentially enhance the intervention effectiveness and performed submeta-analyses to generate pooled RR to examine the impact of these characteristics on overall intervention effectiveness:

1. Intervention interactivity (yes/no): interventions that permitted end users to interact or engage, for example, by chatting with peer educators or other participants, as opposed to passive viewing of an online video
2. End-user involvement in the design process (yes, no, or not reported): any reported involvement of the intended end users in the intervention design process (eg, consultation and pilot testing)
3. HIV testing facilitated as part of the intervention (yes/no): interventions that directly provided (eg, provided self-tests) or facilitated (eg, direct referral) HIV testing to participants, as opposed to simply promoting HIV testing
4. Social media platform (yes/no): interventions implemented through an established social media platform (eg, Facebook) that facilitates social networking among the general population or specifically among gay and other MSM, as opposed to nonsocial media platforms
5. Single dose exposure (yes/no): interventions that delivered a single, time-bound exposure as opposed to multiple exposures over time.

The presence and magnitude of heterogeneity were assessed in meta-analyses using the $\chi^2$ and $I^2$ tests, respectively. All statistical analyses were performed using Stata version 14 (StataCorp LP).

Assessing Study Quality

Study quality was assessed by two authors (VV and KR) using the quality assessment tool for quantitative studies [45]. This tool critiqued studies on the basis of selection bias, study design, confounders, blinding, data collection methods, and withdrawal and dropouts. Each criterion was rated as strong, moderate, or weak. On the basis of the combined scores, studies were given a final, global rating of strong (no weak ratings), moderate (one weak rating), or weak (two or more weak ratings). As the final global rating was determined by the number of subcategories scored as weak, the tool was modified to include an N/A option for blinding and withdrawal and dropout fields to account for nonrandomized studies. The first and second authors (VV and KR) met after completing the first two quality assessments to generate a final, global rating of strong (no weak ratings), moderate (one weak rating), or weak (two or more weak ratings). As the final global rating was determined by the number of subcategories scored as weak, the tool was modified to include an N/A option for blinding and withdrawal and dropout fields to account for nonrandomized studies. The first and second authors (VV and KR) met after completing the first two quality assessments to ensure consistency in the use of the tools. After consistency was confirmed, the two authors completed the remaining quality assessments, and the final results were compared and discussed. Similar to the process for data extraction, any disagreements between the assessments of the first and second author were discussed with a third senior author (MS).
Results

Search Results

The systematic literature search resulted in 1436 identified records, including 8 conference abstracts and 6 papers identified in the references of the included studies. 37.30% (541/1436) were removed as duplicates. The remaining 909 records were reviewed at the abstract level, 4.4% (40/909) of which were retained for full-text review. Thirteen papers were included in the final analysis [46-58] (Figure 1).

Figure 1. The Preferred Reporting Items for Systematic Review and Meta-Analyses (PRISMA) flow diagram depicting study screening and selection.

Study and Sample Characteristics

Table 1 presents the characteristics of the included studies. All included studies specifically targeted men who identified as gay or self-reported anal sex with a male partner. Two studies included TW [53,54]. Study participants were typically aged in their midtwenties, and the overall level of educational attainment varied substantially across studies. On the basis of the World Bank classifications [59], the majority of studies took place in high-income countries (Hong Kong, n=1; Taiwan, n=1; and United States, n=6), 4 occurred in upper-middle-income countries (China, n=1 and Peru, n=3), and 1 in a low-middle-income country (India). The studies collectively included 8875 participants, 64 (0.70%) of whom were reported as TW, with a mean sample size of 682 participants (SD 808; range 56-3092 participants). Two studies excluded participants with a history of HIV testing, and two studies did not report on participants’ previous testing history. Among the 9 remaining studies, the mean proportion of participants reporting a history of HIV testing was 44.1% (SD 19.0; range 21.3%-73.8%). The recall period for these studies varied, with one study reporting lifetime HIV testing history and the remaining studies using recall periods that ranged from 3 months to 3 years. A total of 10 studies used an RCT design [46-49,51,54-58]. The specific study design used by the remaining 3 studies was a prospective cross-sectional study with nonequivalent control group [50], a prospective single-group cross-sectional study [52], and a prospective cross-sectional matched-pair randomized trial design [53]. Due to the lack of individual-level randomization and nonequivalence of control groups, we calculated relative risk for these 3 studies using reported HIV testing uptake at preintervention baseline and postintervention endpoints in the intervention arm only. One RCT described two intervention arms and did not present disaggregated findings; therefore, this study was treated as a single cohort, and relative risk was calculated based on HIV testing uptake at baseline and endpoint [51].

Aims of Included Studies

Promoting HIV testing uptake was identified as the primary aim of all 13 studies. Five studies had multiple primary aims: mutual disclosure of HIV status with sexual partners (ie, asking and disclosing HIV serostatus [49]), STI testing [46], intention to test [47,51], and reduction of unprotected anal intercourse [49,50] (data not reported).
<table>
<thead>
<tr>
<th>Reference</th>
<th>Description of study participants</th>
<th>Location (country of income classification)</th>
<th>Total sample size</th>
<th>Percentage of participants reporting previous HIV testing (time frame for testing history)</th>
<th>Study design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bauermeister et al (2015) [46]</td>
<td>Inclusion criteria: Young MSM aged 15-24 years, self-identified cis male, reported sex with a male partner in the past 6 months; sample characteristics: mean age 21 years, 92.3% educated to high school or GED level</td>
<td>Michigan, United States (high)</td>
<td>130</td>
<td>0 (0)</td>
<td>73.8 (lifetime)</td>
</tr>
<tr>
<td>Blas et al (2010) [47]</td>
<td>Inclusion criteria: MSM aged 18 years and above, reporting lifetime sex with another man, and not reporting testing within the past 12 months; sample characteristics: mean age 26.1 years (range 18-61), 42% educated to university or technical graduate level</td>
<td>Lima, Peru (upper middle)</td>
<td>459</td>
<td>0 (0)</td>
<td>21.3 (more than 1 year ago)</td>
</tr>
<tr>
<td>Blas et al (2014) [48]</td>
<td>Inclusion criteria: male aged 18 years or above, reporting oral or anal sex with a current male partner and oral, anal, or vaginal sex with at least one new partner (male or female) in the past 6 months; sample characteristics: median age 39 years (range 18-81), 55% educated to college degree or higher level</td>
<td>Peru (upper middle)</td>
<td>400</td>
<td>0 (0)</td>
<td>NR</td>
</tr>
<tr>
<td>Hirshfield et al (2012) [49]</td>
<td>Inclusion criteria: MSM aged 18 years and above, reported sex with another man in the past 12 months; sample characteristics: mean age 24.8 years, 63% educated to college level</td>
<td>United States (high)</td>
<td>3092</td>
<td>0 (0)</td>
<td>69.0 (past 3 years)</td>
</tr>
<tr>
<td>Ko et al (2013) [50]</td>
<td>Inclusion criteria: MSM aged 18 years and above, reported sex with another man in the past 12 months; sample characteristics: mean age 24.8 years, 63% educated to college level</td>
<td>Taiwan (high)</td>
<td>1037</td>
<td>0 (0)</td>
<td>29.4 (past 6 months)</td>
</tr>
<tr>
<td>Patel (2016) [51]</td>
<td>Inclusion criteria: MSM aged 18 years or older living in Mumbai</td>
<td>Mumbai, India (low middle)</td>
<td>244</td>
<td>0 (0)</td>
<td>61.5 (past 6 months)</td>
</tr>
<tr>
<td>Rhodes et al (2011) [52]</td>
<td>Inclusion criteria: male, registered user of chat room servicing MSM in North Carolina, United States; mean age 37 years; gay-identifying; sample characteristics: mean age 37.1 years (range 18-71 years; education not reported)</td>
<td>North Carolina, United States (high)</td>
<td>346</td>
<td>0 (0)</td>
<td>44.5 (past 3 years)</td>
</tr>
<tr>
<td>Rhodes et al (2016) [53]</td>
<td>Inclusion criteria: male, social media user, mean age 40 years, gay-identifying; sample characteristics: mean age 40.9 years (range 18-74 years; education not reported)</td>
<td>United States (high)</td>
<td>1292</td>
<td>28 (2.17)</td>
<td>36.6 (past 12 months)</td>
</tr>
<tr>
<td>Tang et al (2016) [54]</td>
<td>Inclusion criteria: male aged 16 years or above, reporting lifetime anal sex with another man and no HIV testing history; sample characteristics: 37% aged between 21 and 25 years, 65% college educated</td>
<td>China (upper middle)</td>
<td>721</td>
<td>36 (5.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Washington et al (2017) [55]</td>
<td>Inclusion criteria: Black or African American male aged 18-30 years reporting sex with another man during the past 3 months and not tested within the past 6 months; sample characteristics: mean age 23.1 years, 52% educated to high school or GED level</td>
<td>Los Angeles, United States (high)</td>
<td>56</td>
<td>0 (0)</td>
<td>46.5 (past 12 months)</td>
</tr>
</tbody>
</table>
Reference | Description of study participants | Location (country of income classification) | Total sample size | TW participants, n (%) | Percentage of participants reporting previous HIV testing preintervention (time frame for testing history) | Study design
--- | --- | --- | --- | --- | --- | ---
Wang et al (2018) [56] | Inclusion criteria: Chinese-speaking males in Hong Kong aged 18 years or over reporting anal sex with 1 or more male partner in the past 6 months with access to online live chat apps (Line, WhatsApp, and Skype); sample characteristics: 63.1% aged between 18 and 31 years, 81.4% educated to a university level | Hong Kong, China (high) | 430 | 0 (0) | N/A | RCT
Young et al (2013) [57] | Inclusion criteria: African American or Latino male aged 18 years or above, registered Facebook users, reporting sex with another man in the past 12 months; sample characteristics: mean age 31.8 years (SD 10.2 years), 36.4% educated to high school level | Los Angeles, United States (high) | 112 | 0 (0) | NR | RCT
Young et al (2015) [58] | Inclusion criteria: MSM aged 18 years and over, reporting sex with another man during the past 12 months; sample characteristics: 28.9 mean age (SD 7.9 years), 37.8% educated to vocational school level | Lima, Peru (upper middle) | 556 | 0 (0) | 33.4 (past 3 months) | RCT

*aClassification based on World Bank countries and lending groups [59].
*bTW: transgender women.
*cMSM: men who have sex with men.
*dRCT: randomized controlled trial.
*eGED: general education development.
*fNR: not reported.
*gN/A: not applicable.

**Intervention Characteristics of the Included Studies**

Table 2 presents the characteristics of the digital interventions among the included studies. Studies utilized a variety of digital communication platforms to deliver interventions. Six used only social media platforms, 3 used only online videos, and 1 delivered a tailored online HIV/STI testing intervention through a customized website. The remaining 3 studies used multiple platforms: 1 used online videos in conjunction with motivational messages sent via email or instant messaging, 1 used social media and live chat apps, and 1 used online videos in conjunction with live chat apps.

Of the 7 studies that used social media, 5 delivered interventions using Facebook [50,51,55,57,58]. All of these studies used closed or private Facebook groups to promote HIV testing, using a range of accompanying features and modalities using internet popular opinion leaders to disseminate HIV-related information and engage in conversations about HIV testing, prevention, and risk behavior [50]; using trained peer educators to deliver HIV prevention and testing information and promote HIV testing uptake [55,58], including through the provision of HIV self-tests [57]; delivering weekly videos promoting HIV testing alongside moderated group discussion [47]; and sending HIV prevention and HIV testing promotion messages (in conjunction with messages sent by WhatsApp and email) [51].

Two social-media-based interventions were delivered through sites specifically targeting the gay community [52,53]. Both reported on the Cyber-Based Education and Referral/testing (CyBER/testing) intervention, which utilized trained peers to promote HIV testing through existing social and sexual networking sites popular among the gay community. CyBER/testing was implemented through an existing chat room used by MSM [52] and later through four geographically focused social media sites used by MSM and TW [53], both in the United States.

Only one intervention was delivered through a custom-built website (Get Connected!), which aimed to promote and connect HIV and STI testing to young MSM [46]. The website delivered customized content to participants based on sociodemographic, sexual identity, and behavior and previous engagement with HIV testing data provided during a baseline assessment, so that messaging and content were personalized to mirror participant profiles, and experiences with testing, including motivations and perceived barriers.
Four studies used online videos to promote HIV testing [47-49,54]. One used single-session online videos focusing on HIV prevention to motivate HIV testing among MSM in the United States, in which participants received either dramatic- or documentary-style videos, or both [49]. A 2010 intervention delivered one 5 min video promoting HIV testing customized based on self-reported sexual identity (gay or nongay identified) to MSM in Peru [47]. In 2014, this intervention was repeated with the addition of motivational messages sent by email or instant messaging to encourage HIV testing to MSM in Peru [48]. Finally, online videos developed with crowdsourced content depicted two Chinese men falling in love and getting tested together to target MSM and TW naïve testers in China [54]. One study used online videos in combination with live chat apps to deliver a home-based HIV self-testing service to MSM in Hong Kong [56]. In this study, all participants were exposed to an online video promoting HIV testing, and then, the participants in the intervention group were offered a home-based self-testing kit and online, real-time HIV pre- and posttest counseling and instruction through Line, WhatsApp, or Skype.

Regarding the length of intervention and the frequency of exposure, interventions that used online videos were typically shorter in duration and involved a single exposure to a video [47,54,56]. Two studies sent multiple videos [49,55] and one combined videos and motivational messages via text, email, or instant messaging but did not report on the length or number of videos and frequency of motivational messages [48]. The customized website-based intervention [46] also provided a single exposure to the website content, but data on the length of time spent on the website were not reported.

Most interventions (n=8) were categorized as interactive for their ability to allow user engagement, for example, through social media platforms, responses on messaging platforms or through email, or via a website. Interventions involving online peer educators interacting with participants through social media platforms were typically longer in duration, ranging from 12 weeks [51,57,58] to 12 months [53]. The frequency of exposure to online peer educators was user-determined, that is, participants were free to choose how often, if at all, they interacted with online peer educators. The exception involved participants receiving twice weekly messages through Facebook, email, or instant messaging, over a 12-week period [51].

Seven studies directly facilitated HIV testing, through the provision of HIV home or self-testing kits [56,57]; referrals to specific, local HIV testing clinics [47,48,58]; or providing location details of free, local HIV testing sites [51,55]. The remaining six studies provided general promotion of HIV testing only.

Five studies specifically mentioned the involvement of intended end users in the implementation design process [46,47,51-53,55,56]. Theoretical underpinning to intervention development was described by 9 studies [46,47,49,51-53,55,56,58] (Table 2).
Table 2. Characteristics of digital interventions of included studies.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Platform</th>
<th>Description</th>
<th>Interactive</th>
<th>Intervention length (frequency of exposure)</th>
<th>Comparator</th>
<th>Length of follow-up period for outcome</th>
<th>Theoretical framework</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bauermeister et al</td>
<td>Website</td>
<td>Interactive, customized website (Get Connected!) that delivered HIV/STI testing and prevention content tailored to specific participant profiles based on psychosocial data and previous engagement with HIV testing</td>
<td>Yes</td>
<td>One time</td>
<td>Self-reported</td>
<td>30 days</td>
<td>Self-determination theory principles and integrated behavioral model</td>
</tr>
<tr>
<td>Blas et al (2010)</td>
<td>Online</td>
<td>One 5-min video delivered through existing gay and commercial websites promoting HIV testing customized based on self-identification of participant as either gay or nongay</td>
<td>No</td>
<td>One time (5 min)</td>
<td>Attendance based</td>
<td>125 days</td>
<td>Control group: standard public health text</td>
</tr>
<tr>
<td>Blas et al (2014)</td>
<td>Multiple</td>
<td>Motivational videos and messages about HIV testing sent through email and instant messaging, respectively</td>
<td>No</td>
<td>NR</td>
<td>Attendance based</td>
<td>184 days</td>
<td>Control group: health promotion message with invitation for free HIV testing</td>
</tr>
<tr>
<td>Hirshfield et al (2012)</td>
<td>Online</td>
<td>HIV prevention videos in either dramatic or documentary style (or both), accessed via banner ads on gay-oriented sexual networking sites, and designed to promote critical thinking about HIV disclosure, testing, and condom use</td>
<td>No</td>
<td>One time (9 and 5 min)</td>
<td>Self-reported</td>
<td>60 days</td>
<td>Control group: no content</td>
</tr>
<tr>
<td>Ko et al (2013)</td>
<td>Social</td>
<td>Trained internet popular opinion leaders promoting HIV testing and prevention to members of a closed Facebook group</td>
<td>Yes</td>
<td>6 months (user-dependent)</td>
<td>Self-reported</td>
<td>6 months</td>
<td>Baseline</td>
</tr>
</tbody>
</table>

a Updated/referral
b Attendance based
NR Not reported
<table>
<thead>
<tr>
<th>Reference</th>
<th>Platform</th>
<th>Description</th>
<th>Interactive</th>
<th>Interven-</th>
<th>HIV test-</th>
<th>Measurement of HIV testing used</th>
<th>Length of follow-up period for outcome</th>
<th>Comparator</th>
<th>Involvement of end users in intervention design</th>
<th>Theoretical framework</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patel (2016) [51]</td>
<td>Multiple: social media (Facebook); online live chat apps (WhatsApp); email</td>
<td>16 health promotion messages promoting HIV testing framed in either approach or avoidance style of messaging sent by trained peers via their preferred modality (private Facebook group, individual WhatsApp messaging, or email)</td>
<td>No</td>
<td>12 weeks (twice weekly)</td>
<td>Yes—facilitated (test locator)</td>
<td>12 weeks</td>
<td>Baseline</td>
<td>No or not reported</td>
<td>Information motivation behavioral skills model</td>
<td></td>
</tr>
<tr>
<td>Rhodes et al (2011) [52]</td>
<td>Social media (MSM-specific sites)</td>
<td>Trained peer posting regular triggers about HIV and HIV testing in existing chat room used by gay and other MSM and engaging in direct communication about testing services, processes, and locations with chat room users</td>
<td>Yes</td>
<td>6 months (daily)</td>
<td>No</td>
<td>Self-reported</td>
<td>6 months</td>
<td>Baseline</td>
<td>Yes</td>
<td>Natural helping</td>
</tr>
<tr>
<td>Rhodes et al (2016) [53]</td>
<td>Social media (MSM-specific sites)</td>
<td>Trained peer posting regular triggers in four existing social media sites used by gay and other MSM about HIV and HIV testing and engaging in direct communication with users about testing services, processes, and locations</td>
<td>Yes</td>
<td>12 months (daily)</td>
<td>No</td>
<td>Self-reported</td>
<td>12 months</td>
<td>Baseline</td>
<td>No or not reported</td>
<td>Empowerment education, social cognitive theory, and natural helping</td>
</tr>
<tr>
<td>Tang et al (2016) [54]</td>
<td>Online video</td>
<td>Online video promoting HIV testing based on a crowdsourced design accessed via banner ads placed on gay-oriented social networking platforms</td>
<td>No</td>
<td>4 weeks (one time)</td>
<td>No</td>
<td>Self-reported</td>
<td>3 weeks</td>
<td>Control group: noncrowd sourced online video (standard public health text)</td>
<td>Yes</td>
<td>None reported</td>
</tr>
<tr>
<td>Washington et al (2017) [55]</td>
<td>Social media (Facebook)</td>
<td>Five, 1-min long videos promoting HIV testing sent through a private Facebook group to black or African American MSM, with moderated group discussion</td>
<td>Yes</td>
<td>6 weeks (weekly)</td>
<td>Yes—facilitated (test locator)</td>
<td>Self-reported</td>
<td>6 weeks</td>
<td>Control group: closed Facebook group receiving generic health information</td>
<td>Yes</td>
<td>Integrative model of behavior change</td>
</tr>
</tbody>
</table>
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Table 3 presents the reported outcomes of studies using the RCT study design. Most RCT studies measured testing uptake through self-reports [46,49,54,55]. The length of follow-up over which testing was measured varied greatly from 3 weeks [54] to 6 months [56].

On the basis of the calculated RRs, 3 of 9 RCTs demonstrated a significant improvement in HIV testing uptake [55,56,58], whereas 4 demonstrated nonsignificant improvements [46,47,49,54]. The two remaining RCTs did not demonstrate any impact; in one RCT, testing uptake was extremely low in both intervention and control arms [48], and in another, no members of the control group tested for HIV during follow-up [57].
Table 3. Reported HIV testing outcomes in included randomized controlled trial studies.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Control group</th>
<th>Intervention group</th>
<th>Risk ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Participants tested, n (%)</td>
<td>Total number of participants</td>
<td>Participants tested, n (%)</td>
</tr>
<tr>
<td>Bauermeister et al (2015) [46]</td>
<td>4 (11)</td>
<td>68</td>
<td>18 (26)</td>
</tr>
<tr>
<td>Blas et al (2010) [47]</td>
<td>10 (4.5)</td>
<td>239</td>
<td>19 (7.9)</td>
</tr>
<tr>
<td>Blas et al (2014) [48]</td>
<td>3 (1.5)</td>
<td>200</td>
<td>2 (1.0)</td>
</tr>
<tr>
<td>Hirshfield et al (2012) [49]</td>
<td>48 (20.0)</td>
<td>676</td>
<td>142 (21.0)</td>
</tr>
<tr>
<td>Tang et al (2016) [54]</td>
<td>111 (35.0)</td>
<td>307</td>
<td>114 (37.1)</td>
</tr>
<tr>
<td>Wang et al (2018) [56]</td>
<td>109 (50.7)</td>
<td>215</td>
<td>193 (89.8)</td>
</tr>
<tr>
<td>Washington et al (2017) [55]</td>
<td>8 (36)</td>
<td>20</td>
<td>16 (80)</td>
</tr>
<tr>
<td>Young et al (2013) [57]</td>
<td>0 (0)</td>
<td>57</td>
<td>8 (14)</td>
</tr>
<tr>
<td>Young et al (2015) [58]</td>
<td>16 (6.5)</td>
<td>252</td>
<td>43 (17.1)</td>
</tr>
</tbody>
</table>

N/A: not applicable.

Table 4 presents the outcomes from nonrandomized studies. All of the 4 nonrandomized studies relied on self-reported HIV testing uptake. The length of follow-up ranged from 12 weeks [51] to 12 months [53], and all 4 studies demonstrated significant improvements in testing uptake based on calculated RRs (Table 4).

Across all 13 studies included in this review, 21.75% participants (1930/8875) received an HIV test during a cumulative 3.6 years of study follow-up. Three studies reported on HIV diagnoses (all RCTs) [47,54,56], with 75 new HIV infections detected across these studies (56% in the intervention arm; data not reported).

Table 4. Reported HIV testing outcomes in included quasi-experimental studies.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Baseline</th>
<th>End line</th>
<th>Risk ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total number of participants</td>
<td>Participants tested, n (%)</td>
<td>Total number of participants</td>
</tr>
<tr>
<td>Ko et al (2013) [50]</td>
<td>501</td>
<td>150 (29.9)</td>
<td>499</td>
</tr>
<tr>
<td>Patel (2016) [51]</td>
<td>130</td>
<td>42 (32.3)</td>
<td>130</td>
</tr>
<tr>
<td>Rhodes et al (2011) [52]</td>
<td>346</td>
<td>154 (44.5)</td>
<td>315</td>
</tr>
<tr>
<td>Rhodes et al (2016) [53]</td>
<td>353</td>
<td>122 (34.6)</td>
<td>399</td>
</tr>
</tbody>
</table>

Meta-Analysis

Primary Outcome

The pooled RR across 12 studies (RR could not be calculated for one study because no tests were recorded in the control arm) indicated a significant increase in the uptake of HIV testing following exposure to digital interventions (RR 1.5; 95% CI 1.3-1.7). Statistical heterogeneity was high ($\chi^2$=31.7; $I^2$=65.2%; Figure 2).
Subanalysis of the Study Characteristics

A positive impact was seen on the HIV testing uptake across all intervention type subanalyses. The highest pooled RR was seen for interventions that were delivered through the mainstream social media–based platforms (RR 1.7; 95% CI 1.3-2.1), interventions that included direct facilitation of HIV testing (RR 1.6; 95% CI 1.4-1.9), interventions that were interactive (RR 1.6; 95% CI 1.4-1.8), and interventions that involved end users in the design process (RR 1.6; 95% CI 1.3-2.0; Table 5).
Table 5. Subanalyses by selected study and intervention characteristics.

<table>
<thead>
<tr>
<th>Intervention characteristic</th>
<th>$k^a$</th>
<th>Risk ratio (95% CI)</th>
<th>$\chi^2 (df)$</th>
<th>$I^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall effect size</td>
<td>12</td>
<td>1.5 (1.3-1.7)</td>
<td>31.7 (11)</td>
<td>65.2</td>
</tr>
<tr>
<td>Randomized controlled trials only</td>
<td>8</td>
<td>1.6 (1.2-2.1)</td>
<td>29.1 (7)</td>
<td>76.0</td>
</tr>
<tr>
<td>Quasi-experimental</td>
<td>4</td>
<td>1.4 (1.3-1.6)</td>
<td>2.1 (3)</td>
<td>0</td>
</tr>
<tr>
<td>Direct facilitation of HIV testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7</td>
<td>1.6 (1.4-1.9)</td>
<td>13.8 (6)</td>
<td>65.2</td>
</tr>
<tr>
<td>No</td>
<td>5</td>
<td>1.3 (1.0-1.6)</td>
<td>9.4 (4)</td>
<td>58.1</td>
</tr>
<tr>
<td>Interactive intervention</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7</td>
<td>1.6 (1.4-1.8)</td>
<td>15.0 (6)</td>
<td>46.7</td>
</tr>
<tr>
<td>No</td>
<td>5</td>
<td>1.1 (1.0-1.3)</td>
<td>1.7 (4)</td>
<td>65.2</td>
</tr>
<tr>
<td>User involvement in design</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>5</td>
<td>1.6 (1.3-2.0)</td>
<td>9.4 (4)</td>
<td>57.6</td>
</tr>
<tr>
<td>No or not reported</td>
<td>6</td>
<td>1.4 (1.1-1.6)</td>
<td>18.0 (5)</td>
<td>66.7</td>
</tr>
<tr>
<td>Theoretical basis to intervention</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9</td>
<td>1.6 (1.3-1.8)</td>
<td>20.5 (8)</td>
<td>61.0</td>
</tr>
<tr>
<td>No or not reported</td>
<td>3</td>
<td>1.2 (0.9-1.7)</td>
<td>6.2 (2)</td>
<td>67.5</td>
</tr>
<tr>
<td>Social media–based intervention</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes—general</td>
<td>4</td>
<td>1.7 (1.3-2.1)</td>
<td>6.0 (3)</td>
<td>49.8</td>
</tr>
<tr>
<td>Yes—gay oriented</td>
<td>2</td>
<td>1.4 (1.2-1.7)</td>
<td>2.0 (1)</td>
<td>48.7</td>
</tr>
<tr>
<td>No</td>
<td>6</td>
<td>1.4 (1.0-1.9)</td>
<td>23.1 (5)</td>
<td>78.4</td>
</tr>
<tr>
<td>Single-dose intervention</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>5</td>
<td>1.4 (1.0-1.9)</td>
<td>22.4 (4)</td>
<td>82.1</td>
</tr>
<tr>
<td>No</td>
<td>6</td>
<td>1.5 (1.3-1.7)</td>
<td>8.5 (5)</td>
<td>41.2</td>
</tr>
</tbody>
</table>

$a$: number of studies included in the subcategory.

**Study Quality**

The majority of studies (n=8) were classified as moderate quality [46,47,52-56,58], 4 were classified as weak [48-51], and 1 was classified as strong [57]. The most common limitation across studies was insufficient description of blinding procedures (rated as weak in 9 studies), whereas controlling for confounding in either study design or analyses was a common strength (rated as strong in 9 studies; Multimedia Appendix 2).

The observed asymmetry in the study funnel plot (Figure 3) may be explained by the heterogeneity between studies, given the variability in the intervention design. The attribution of asymmetry to heterogeneity is also supported by the high level of variance between studies ($I^2=65.2\%$).
Discussion

In this systematic review, exposure to digital communication interventions was associated with greater HIV testing uptake among MSM and TW compared with those unexposed to digital communication interventions. Our findings provide broad support for the integration of technology into existing tools and approaches to HIV prevention among MSM and TW. We extend the current state of evidence regarding the impact of digital interventions on HIV testing by examining the role of key intervention features on effectiveness. Our findings identified key features that were associated with greater uptake for HIV testing for MSM and TW—specifically, interventions that facilitate HIV testing through provision or direct referral to HIV testing services, the use of mainstream social media platforms to engage the target population, interactivity, and involvement of end users in design processes.

Global guidance has recommended the integration of digital technology as a strategy to enhance the reach and effectiveness of HIV prevention efforts among MSM and TW [36,60]. Numerous acceptability studies have identified that MSM would be willing to use phone- and web-based technologies for HIV prevention [39,40,61,62]. Recent systematic reviews have explored the potential of digital technology to advance various HIV priorities among MSM and other key populations [63,64]. One systematic review to date has attempted to quantify the role of digital communication technologies in increasing engagement among key populations across the care continuum through meta-analysis [65]; this study specifically looked at randomized and observational studies describing the impact of social media–based interventions on HIV testing uptake among key populations. All 9 studies included in this meta-analysis targeted MSM and were collectively associated with an approximately 50% increase in HIV testing uptake, in line with the previous study’s estimates, supporting the conclusion that digital communication technologies are effective in promoting HIV testing among MSM and TW. Interventions included in this review invariably took advantage of various online engagement tools such as videos, digital messages tailored to participant profiles, and online social networking and compared the outcomes with more generic and less interactive online messaging. The impact of digital communication technology to increase testing uptake may be even greater when compared with more traditional health promotion mediums such as messaging through public media (such as posters and billboards). In addition, our study identified specific features of digital interventions associated with greater impact on HIV testing uptake among MSM and TW.

First, interventions that went beyond creating general demand for testing, either through health promotion or providing educational content, and instead directly facilitated HIV testing through service referrals or the provision of self-tests demonstrated greater impact on HIV testing uptake compared with the overall estimate. Direct facilitation of HIV testing may potentially address some of the more structural barriers MSM face to HIV testing [17,66,67]. In particular, HIV self-testing has emerged as a strategy to mitigate barriers related to HIV service access [68,69]; however, some MSM and TW populations have expressed concerns about the limited availability of support during the testing process [70,71]. The study by Wang et al [56] included in this review suggests that digital interventions can play a role in promoting HIV self-testing by mitigating user concerns through the provision of real-time, online counseling. It should also be noted that the majority of studies included in this review recruited participants with generally high levels of previous HIV testing behaviors, which may be critical to the success of this approach. Past research has shown that a history of testing is a strong predictor of future testing behaviors among MSM [72-74], suggesting additional studies. Overall, we found that exposure to digital interventions was associated with an approximately 50% increase in HIV testing uptake, in line with the previous study’s estimates, supporting the conclusion that digital communication technologies are effective in promoting HIV testing among MSM and TW. Interventions included in this review invariably took advantage of various online engagement tools such as videos, digital messages tailored to participant profiles, and online social networking and compared the outcomes with more generic and less interactive online messaging. The impact of digital communication technology to increase testing uptake may be even greater when compared with more traditional health promotion mediums such as messaging through public media (such as posters and billboards). In addition, our study identified specific features of digital interventions associated with greater impact on HIV testing uptake among MSM and TW.

First, interventions that went beyond creating general demand for testing, either through health promotion or providing educational content, and instead directly facilitated HIV testing through service referrals or the provision of self-tests demonstrated greater impact on HIV testing uptake compared with the overall estimate. Direct facilitation of HIV testing may potentially address some of the more structural barriers MSM face to HIV testing [17,66,67]. In particular, HIV self-testing has emerged as a strategy to mitigate barriers related to HIV service access [68,69]; however, some MSM and TW populations have expressed concerns about the limited availability of support during the testing process [70,71]. The study by Wang et al [56] included in this review suggests that digital interventions can play a role in promoting HIV self-testing by mitigating user concerns through the provision of real-time, online counseling. It should also be noted that the majority of studies included in this review recruited participants with generally high levels of previous HIV testing behaviors, which may be critical to the success of this approach. Past research has shown that a history of testing is a strong predictor of future testing behaviors among MSM [72-74], suggesting
that the direct facilitation of testing through digital communication interventions may work best for those who are experienced in HIV testing and may enable participants to access more frequent testing.

Second, interactive interventions—those that allowed participants to engage directly with online content or other users—demonstrated greater impact on HIV testing uptake compared with the overall pooled estimate. Interactivity in digital interventions has been associated with achieving a greater impact on behavior change across a range of health areas [75-77] and has been identified as a desired feature of digital HIV prevention interventions among MSM and TW [43,78]. Third, our subanalysis also identified that interventions that used mainstream social media platforms, such as Facebook, were also associated with greater uptake of HIV testing. However, all interventions that utilized social media platforms were also categorized as interactive, making it difficult to isolate the source of the enhanced effect. Social networking–based interventions are commonly used for sexual health promotion [79], and the use of existing social media platforms has been identified as a way to enhance retention among young MSM and TW in online HIV prevention activities [43]. Using existing and well-utilized social media platforms may also enhance the reach of digital HIV prevention interventions [80] compared with those that are delivered through new or separate platforms. Interestingly, interventions that used social media sites specifically for gay and other MSM were less effective in increasing HIV testing uptake than interventions delivered through general social media. Others have noted the reluctance of users of gay social networking sites to receive health promotion messages, which are often seen as an intrusion or surveillance and may limit user engagement [81].

Fourth, evidence of enhanced impact was found among digital interventions that reported involvement of end users in the design process. This involvement is a key component of user-centered design, an approach that prioritizes user needs and experiences to maximize functionality and increase engagement and relevance to the target population [82-84]. User involvement is particularly important when developing digital interventions tailored to specific target populations to ensure that such interventions appropriately reflect group priorities, preferences, and culture [83]. Although the literature confirms the value of user-centered design, our review only assessed studies on whether any involvement of end users in the design process was reported; however, it is probable that the quality and depth of this involvement may be a stronger determinant of overall effectiveness. In addition, grounding in theoretical frameworks may also be another indicator of effectiveness, as suggested by the greater uptake of HIV testing reported by theoretically based interventions included in this review. Although the majority of studies in this review reported a theoretical basis for their intervention, the limited number of theory-based, HIV-focused digital interventions have been noted by others [85,86]; this may be attributed to the speed of development and proliferation of digital approaches to improving HIV outcomes. The findings presented here suggest that theoretical grounding is an important component of effective interventions and should be prioritized in future development.

The findings of this review should be considered with the following limitations. First, due to the restrictions we placed on study design, the interventions included in this review reflect only those conducted as research projects and may not reflect the real-world application of digital technology, including interventions that were not formally evaluated or represented in the published literature. Second, despite our finding that the digital interventions included in this review had a positive overall effect on HIV testing uptake among MSM and TW, the findings do not necessarily reflect the actual quality of the content delivered or levels of end-user acceptability, which are likely to interact in important ways with intervention impact. Third, TW participants were underrepresented in the included studies. TW may use social and sexual networking apps less frequently than MSM, which may reflect the limited number of social and sexual networking sites specifically catering to TW relative to MSM [87]. However, factors such as TW’s reported reliance on online sources of sexual health information [88], perceived acceptability of digital approaches to HIV prevention [43], and examples of real-world applications of digital communication technologies to HIV prevention among TW [87] suggest that TW also stand to benefit from digital approaches to HIV prevention and their inclusion in future trials should be prioritized. Finally, the majority of studies were conducted in high- or middle-income settings. Although the use of digital technology to advance HIV prevention priorities in low-resource settings has been both recommended and applied [64,89], further research is warranted to assess the impact of digital interventions of HIV testing among MSM and TW in these settings.

HIV testing is a key focus of global HIV prevention efforts among MSM and TW, yet multiple barriers continue to prevent levels and frequency of testing required to facilitate the early detection of undiagnosed HIV and initiation of treatment. Digital communication technologies are now an accepted medium for HIV prevention efforts; this review provides further evidence on the role of such technologies in increasing HIV testing uptake among MSM and TW. The inclusion of intervention features such as direct facilitation of HIV testing, involvement of end users in the design process, interactivity, and delivery through the existing mainstream social media platforms may enhance the overall impact and maximize the contribution of digital communication technologies to advancing HIV prevention priorities among MSM and TW.

Acknowledgments
This study formed part of the PhD of VV, who was funded through an National Health and Medical Research Council post graduate scholarship.

https://www.jmir.org/2020/7/e14230
Authors' Contributions
VV, MS, ML, and MP were responsible for study design; VV and KR conducted the literature review and data extraction; and VV analyzed data and developed the manuscript. KR, ML, AP, CH, and MS provided input into manuscript development. All authors have read and approved the final manuscript before submission.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Ovid Medical Literature Analysis and Retrieval System Online, or MEDLARS Online search strategy.

Multimedia Appendix 2
Study quality appraisal.

References


Abbreviations

MeSH: Medical Subject Headings
MSM: men who have sex with men
RCTs: randomized controlled trials
RR: risk ratio
STI: sexually transmitted infection
TW: transgender women
Using Digital Communication Technology to Increase HIV Testing Among Men Who Have Sex With Men and Transgender Women: Systematic Review and Meta-Analysis

J Med Internet Res 2020;22(7):e14230
URL: https://www.jmir.org/2020/7/e14230
doi:10.2196/14230
PMID:32720902

©Vanessa Veronese, Kathleen Elizabeth Ryan, Chad Hughes, Megan SC Lim, Alisa Pedrana, Mark Stoové. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 28.07.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Information Needs of Breast Cancer Patients: Theory-Generating Meta-Synthesis

Hongru Lu¹, MSc; Juan Xie¹, BSc; Lynette Hammond Gerido², MPH; Ying Cheng¹, PhD; Ya Chen¹, PhD; Lizhu Sun³, MSc

¹School of Information Management, Nanjing University, Nanjing, China
²School of Information, Florida State University, Tallahassee, FL, United States
³Department of Oncology, The Affiliated Shuyang Hospital of Xuzhou Medical University, Shuyang, China

Corresponding Author:
Ying Cheng, PhD
School of Information Management
Nanjing University
163 Xianlin Avenue
Nanjing
China
Phone: 86 138 5183 8364
Email: chengy@nju.edu.cn

Abstract

Background: Breast cancer has become one of the most frequently diagnosed carcinomas and the leading cause of cancer deaths. The substantial growth in the number of breast cancer patients has put great pressure on health services. Meanwhile, the information patients need has increased and become more complicated. Therefore, a comprehensive and in-depth understanding of their information needs is urgently needed to improve the quality of health care. However, previous studies related to the information needs of breast cancer patients have focused on different perspectives and have only contributed to individual results. A systematic review and synthesis of breast cancer patients’ information needs is critical.

Objective: This paper aims to systematically identify, evaluate, and synthesize existing primary qualitative research on the information needs of breast cancer patients.

Methods: Web of Science, EBSCO, Scopus, ProQuest, PubMed, PsycINFO, The Cochrane Library, the Cumulative Index to Nursing and Allied Health Literature were searched on February 12 and July 9, 2019, to collect relevant studies. A Google Scholar search, interpersonal network recommendations, and reference chaining were also conducted. Eligible studies included qualitative or mixed-methods studies focusing on the information needs (across the cancer continuum) of breast cancer patients or their social networks. Subsequently, a Critical Appraisals Skills Programme checklist was used to assess the quality of included research. The results, findings, and discussions were extracted. Data analysis was guided by the theory-generating meta-synthesis and grounded theory approach.

Results: Three themes, 19 categories, and 55 concepts emerged: (1) incentives (physical abnormality, inquiry from others, subjective norm, and problems during appointments); (2) types of information needs (prevention, etiology, diagnosis, clinical manifestation, treatment, prognosis, impact and resumption of normal life, scientific research, and social assistance); (3) moderating variables (attitudes, health literacy, demographic characteristics, disease status, as well as political and cultural environment). The studies revealed that the information needs of breast cancer patients were triggered by different incentives. Subsequently, the patients sought a variety of information among different stages of the cancer journey. Five types of variables were also found to moderate the formation of information needs.

Conclusions: This study contributes to a thorough model of information needs among breast cancer patients and provides practical suggestions for health and information professionals.

(J Med Internet Res 2020;22(7):e17907) doi:10.2196/17907
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Introduction

Breast cancer is one of the most commonly diagnosed malignant tumors worldwide [1]. In 2018, around 2.1 million new female breast cancer cases were diagnosed worldwide, accounting for almost 25% of the cancer cases among women [1]. In the United States, an estimated 42,260 breast cancer deaths were predicted in 2019 [2]. The dramatic growth in the number of breast cancer patients has led to an increasing need for information to manage symptoms [3], make decisions, control lives, and prepare for the future [4]. However, information needs have not been thoroughly examined. For example, a lack of targeted education materials has been reported in clinical practice [3]. Several large-scale patient investigations have identified inadequate and inaccessible patient information [5]. Therefore, it is crucial and challenging for health service providers to systematically investigate patients’ information needs and offer relevant information.

We identify two existing reviews on breast cancer patients’ information needs. A review of relevant literature published between 1988 and 1998 classified individual studies to examine information needs and source preferences of breast cancer patients and their family members at different points in their cancer journey [6]. They found that essential information needs changed over time, and family members also needed information to support the patients. A recent protocol for a scoping review has been put forward that aims to summarize studies exploring information needs, source preferences, and engagement behaviors of women with a specific breast cancer type (metastatic) [5]. However, it does not address the specific information needs of general breast cancer patients, and no further findings have been published. Therefore, there is no updated review and synthesis of breast cancer patients’ information needs.

There is a large body of qualitative studies that have mainly collected data through interviewing and nonparticipatory observation on this topic. These studies contribute to an insightful understanding of patients’ information needs and characteristics [7], but they have mostly focused on particular topics with limited samples and produced mixed results. For example, different results have identified the information needs of patients in specific age groups [8,9]. Therefore, a qualitative meta-synthesis will help to address the mixed results and establish a general model of the information needs of breast cancer patients.

To narrow these gaps, this study aims to identify, evaluate, and synthesize existing primary qualitative research on the information needs of breast cancer patients and generate an integrated model to articulate their information needs (ie, incentives, types and moderating variables) across the cancer care continuum. The findings can inform health professionals and information service providers to help breast cancer patients receive appropriate information and be well equipped to cope with the disease.

Methods

This study follows the processes of theory-generating meta-synthesis [10] and grounded theory [11].

Search Strategy

The search strategy was first developed for Web of Science (Clarivate Analytics) and then adjusted to search EBSCO, Scopus, ProQuest, PubMed, PsycINFO, The Cochrane Library, and the Cumulative Index to Nursing and Allied Health Literature. These databases were chosen based on related studies [12,13]. In addition, a Google Scholar search, interpersonal network recommendations, and reference chaining of the included articles were applied. The literature search was conducted on February 12, 2019, and updated on July 9, 2019. Duplicate articles were removed.

Search terms were chosen from two categories: breast cancer patients and information needs. The search terms were chosen according to MeSH vocabulary [14] and related research on information behavior [15-20] (see Multimedia Appendix 1 for the detailed search strategies). “Behavio*,” “seek*,” “source*,” and other words were added so all related studies could be identified since findings on information needs may have also been covered in information behavior research (eg, what information did the patients search?). Limits on research methods were not initially placed on the search terms since it was difficult to accurately identify all qualitative studies when searching for the literature on this topic in the databases [21]. Therefore, qualitative studies were selected in the screening process.

Selection Criteria

Articles were selected according to inclusion and exclusion criteria [12,13] (Textbox 1).
**Textbox 1. Selection criteria for the study.**

<table>
<thead>
<tr>
<th>Inclusion criteria:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Empirical studies using qualitative or mixed research methods</td>
</tr>
<tr>
<td>• Studies focusing on breast cancer patients or support groups encompassing breast cancer patients (can include other types of patients)</td>
</tr>
<tr>
<td>• Studies related to information needs</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Exclusion criteria:</td>
</tr>
<tr>
<td>• Reviews or patents</td>
</tr>
<tr>
<td>• Mixed-method studies from which no qualitative findings can be extracted</td>
</tr>
<tr>
<td>• Studies focusing on participants with the risk of breast cancer (family history)</td>
</tr>
<tr>
<td>• Studies concerning breast cancer patients’ relatives, friends, or spouses</td>
</tr>
<tr>
<td>• Studies concentrating on doctors of breast cancer patients</td>
</tr>
<tr>
<td>• Studies related to breast cancer patients and other kinds of participants that fail to distinguish breast cancer patients from other groups</td>
</tr>
</tbody>
</table>

**Screening**

The first author and three members of the research team (Juan Xie, Ying Cheng, and Ya Chen) browsed the titles and abstracts to identify possible studies. The full texts of these studies were then retrieved for further screening based on the inclusion and exclusion criteria. The screening was conducted separately by the four authors, and disagreements were addressed through discussion. An additional 5 articles were found through a snowballing literature track. Finally, 47 full-text articles were included after removing one duplicate. The literature search process is illustrated in Figure 1.
Quality Appraisal

The quality of the included studies was appraised using the Critical Appraisals Skills Programme [22] (see Multimedia Appendix 2 for scores). As shown, all 47 studies received a score indicating high quality (ie, over 8). Therefore, no paper was excluded through this appraisal. A total of 38 articles received a score of 10, which indicated that they fully reported their research objectives, qualitative research methods, research design, recruitment strategy, data collection methods, relationship between researchers and participants, ethical issues, data analysis, statement of findings, and value of the research [22]. Nine articles scored 9 indicating that they did not clearly describe the research objectives, method of data analysis, or ethics statement.

Data Extraction and Synthesis

All six researchers independently read and extracted the results, findings, and discussions of the included qualitative studies. To extract as many relevant findings as possible, researchers discussed, reached consensus, and adopted the same codes to analyze the articles.

The extracted data were iteratively synthesized in three stages. First, four authors (HL, JX, Y Cheng, and LS) identified the concepts that best fit the extracted raw texts. Categories were
then formed by gathering concepts with the same properties and dimensions through continuous comparison. Second, the relationships among categories were also examined. Themes emerged after an in-depth analysis and classification of categories. Third, concerning the evidence found in the extracted data, all themes were integrated according to their logical relationship. Finally, a model clarifying the information needs of breast cancer patients was built.

**Results**

**Overview of the Literature**

In all, 47 journal articles were included. The characteristics of the included studies are shown in Multimedia Appendix 2. The data collection methods used in these studies were semistructured interviews, focus groups, observations, an online survey, and/or an open-ended questionnaire. Most studies applied thematic analysis, content analysis, and grounded theory to analyze the data. The recruitment strategies were generally convenience sampling and purposive sampling. These studies were conducted in the United States (13), Australia (12), United Kingdom (7), Canada (10), Turkey (1), Japan (1), Iran (1), Poland (1), and Switzerland (1). As for the populations, 26 studies reported the race of the participants, among which 18 studies focused mainly on white participants (over 60%), and 6 studies recruited all Asian participants (eg, Japanese and Chinese-Australian). Participants of one study were all African American. In addition, one study recruited mixed participants such as Asian, white, and Filipino. In terms of the types of information patients sought, the studies revealed that participants wanted information from various sources, encompassing information from health care providers (47); peers/support teams (24); the internet (18); books (14); cancer organizations (13); families (13); friends/coworkers (13); brochures and pamphlets (12); magazines (9); audio/videos (7); complementary, alternative, or unconventional practitioners (6); newspapers (4); libraries (3); television (3); telephone hotlines (3); medical records (2); and broadcasts (1). In addition, 10 studies used theoretical frameworks, such as planned behavior theory and social learning theory, in their research.

**Synthesized Findings**

**Summary**

Three themes emerged to articulate the developing process of information needs of breast cancer patients, with 19 categories and 55 concepts underpinning the themes (Table 1). This study also explored the logical relations between themes and built an integration model (Figure 2) guided by incentive theory [23]. According to the theory, individual activities are not only derived from internal motivation but are also stimulated by external factors, including positive and negative incentives [23]. The process of diagnosis and treatment in breast cancer patients’ journeys is sequential [24] and often accompanied by various diagnostic approaches and treatment regimens in a clinical context [24]. Therefore, diagnosis and treatment were synthesized as one stage in this study (phase 2). Consequently, we identified another two phases. Phase 1 is the stage before diagnosis: before going to the hospital for medical advice or examination in allusion to physical abnormalities. Phase 3 is conceptualized as survivorship. Incentives and content of patients’ information needs vary in each of the phases. In particular, 7 studies reported the content and incentives of information needs before diagnosis (phase 1), while 44 studies focused on diagnosis and treatment (phase 2) and 29 studies presented information needs during survivorship (phase 3). Variables moderating the formation of information needs are also shown in the model.
### Table 1. Synthesized results of the studies.

<table>
<thead>
<tr>
<th>Themes, categories, and concepts</th>
<th>Examples of quotations</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Incentives</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical abnormality</td>
<td>“Information needs also became more prevalent when patients experienced side effects...” [25].</td>
<td>[9,25-38]</td>
</tr>
<tr>
<td>Inquiry from others</td>
<td>“I was being asked so many questions from those around me, and I wished if I have asked the physicians these questions and knew its answers” [36].</td>
<td>[26,31,32,36,39]</td>
</tr>
<tr>
<td>Subjective norm</td>
<td>“Leigh followed the advice of another medically savvy support group member and requested copies of ‘everything’ regarding her diagnosis” [40].</td>
<td>[26,27,31,32,36,39]</td>
</tr>
<tr>
<td>Problems during appointments</td>
<td>“When this time frame was more than 4 weeks, patients found it hard to remember everything that had been discussed. They therefore had additional information needs that required attention during their planning appointment” [25].</td>
<td>[25,30,37,41]</td>
</tr>
<tr>
<td><strong>Types of information needs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prevention</td>
<td>“Themes related to important content issues include:...prevention for daughters” [30].</td>
<td>[30,40,42,43]</td>
</tr>
<tr>
<td>Etiology</td>
<td>“The exchange of misinformation also led many of the women interviewed...to hold misconceptions about breast cancer including misconceptions about risk factors...of the disease” [36].</td>
<td>[36,40,42,44]</td>
</tr>
<tr>
<td>Diagnosis</td>
<td>“Faced with having to go for a mammogram, the women were concerned that this imaging tool lacked the precision needed to detect a tumor through dense breast tissue...the mammograms don’t work with young women” [9].</td>
<td>[39,40,43,45-47]</td>
</tr>
<tr>
<td>Clinical manifestation</td>
<td>“Participants reported a preference for a list of signs and symptoms of breast cancer recurrence as a means to reduce unnecessary anxiety” [48].</td>
<td>[30,33,36,37,43-45, 48-50]</td>
</tr>
<tr>
<td>Treatment</td>
<td>“A small number of women also reported asking the health care provider which treatment option they would recommend” [28].</td>
<td>[8,9,25,26,28-66]</td>
</tr>
<tr>
<td>Prognosis</td>
<td>“The search for survival statistics proved fruitless, though, since such information cannot simply be applied to an individual case to determine prognosis” [26].</td>
<td>[26,27,30-32,42,46,47, 51,54,55,59,66]</td>
</tr>
<tr>
<td>Impact and resumption of normal life</td>
<td>“Patients had information needs relating to...whether they can return to work and other health services” [25].</td>
<td>[8,9,25-30,32-36,38, 39,41-44,47,48,51-53, 56,60-64,67-69]</td>
</tr>
<tr>
<td>Scientific research</td>
<td>“…every week there’s another breakthrough. And you go to your doctor with the clipping” [30].</td>
<td>[30,40,44,47,65]</td>
</tr>
<tr>
<td>Social assistance</td>
<td>“Women’s careers were often affected by the illness yet information about financial support was extremely difficult to come by” [52].</td>
<td>[9,26,30,43,46,52,60]</td>
</tr>
<tr>
<td><strong>Moderating variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitudes</td>
<td>“Some women talked of being shocked, frightened, and worried when discovering a breast lump and immediately sought medical advice. Other women appeared less concerned and mentioned breast symptoms only when attending their general practitioner for other reasons” [28].</td>
<td>[8,9,25,26,28,33,35, 36,46,48,57]</td>
</tr>
</tbody>
</table>
**Theme 1. Incentives**

This theme illustrates how breast cancer patients formed a cognitive state of information gaps, which led to their information needs. These needs were triggered by various factors.

**Physical Abnormalities**

Breast cancer patients might experience physical abnormalities anytime during the cancer continuum. Their information needs were often triggered by the appearance of symptoms of the primary tumor (e.g., lumps, pain, or discharge) [9,26,28,31-33,36] because patients’ panic and uncertainty increased before diagnosis. Nine studies also reported side effects caused by the treatment (e.g., irregular menstruation, arm complications, fatigue, sexual dysfunction, lymphedema, and pain) [25,27,29,30,32,34,35,37,38] that would last from the treatment to the survivorship stages and could lead to specific information needs.

**Inquiry From Others**

Three studies suggested that doctors provided patients with several surgery choices and asked patients to quickly make treatment decisions (in phase 2), resulting in information needs about treatment [26,32,39]. During treatment (in phase 2), a patient wished that she had asked doctors more questions because she could not answer the queries of patients around her, indicating that other patients’ questions helped form information needs that some patients themselves were not aware of [36]. In the survivorship stage, a patient was asked questions by general people around her, which reminded her of the risk of a recurrence, leading her to go back to the clinic for a follow-up appointment [31].

**Subjective Norm**

Patients’ information needs were also triggered by subjective norms (“the belief that an important person or group of people will approve and support a particular behavior” [70]). For example, in phase 2, one patient reportedly requested copies of...
all her diagnostic results from the hospital [40], following the advice from a support group member.

**Problems During Appointments**

Similar to the inquiries from others, problems could occur during appointments. For example, during the process of treatment decision making, the long waiting period between diagnosis and making a final treatment decision made it difficult for patients to remember all the information discussed, thus generating more information needs [25]. In addition, the doctors sometimes did not provide patients with enough information about breast cancer treatment options and simply made the treatment decision without discussion with the patient, which left the patient with more uncertainty [41]. The patients also had many questions (eg, who and how often should they see the doctor) as they transitioned from the cancer care group to the primary care physician shortly after treatment (in phase 3) [30,37]. Patients were also confused when health care professionals provided them with inconsistent information (eg, tamoxifen discontinuation) in the survivorship stage [30], triggering the need for more exact information. In a follow-up appointment (in phase 3), it was reported that the doctor’s indifferent attitude also led to patients’ anxiety and uncertainty when doing a routine examination [30].

**Theme 2. Information Needs**

This theme refers to specific information patients needed. The included studies suggested that breast cancer patients generally had 9 types of information needs at different stages of cancer care including information on prevention, etiology, diagnosis, clinical manifestation, treatment, prognosis, impact on normal life and coping, research progress, and social assistance. The types of information needs can be divided into several concepts.

**Prevention**

Three studies reported that patients were concerned about information on prevention, including effectiveness of breast self-examination [40] in phase 2. Patients reported that they also needed information about prevention for family members [30,42,43] during the survivorship stage.

**Etiology**

Etiology information was needed throughout the whole cancer journey. Four studies reflected on this type of information need. For example, patients wanted to know about internal and external factors (risk factors) before diagnosis in phase 1 [36] and phase 2 [40]. Patients also needed information on internal (genetic) [42,44] and external factors (possible carcinogens and environmental triggers) [44] in the survivorship stage in phase 3.

**Diagnosis**

In the diagnosis and treatment phase (in phase 2), patients were concerned about specific biopsy procedures (arrangement, temporal sequence, and actual procedure) [45], pathologic results (results of the biopsy) [45], and precision and applicability of the examination tools [9]. They also wanted an explanation of technical terms related to the diagnosis (used to describe tumor types) [46], pathologic results (pathological stage or the type of breast cancer) [36,43,46], clinical stage [36,40], waiting time of diagnostic tests, and the corresponding impact on prognosis [47].

**Clinical Manifestation**

Patients wanted to know about the signs of breast cancer (symptoms of the primary tumor) [36] before diagnosis (phase 1). Information about the meaning of the corresponding symptoms was needed by patients who were undergoing a breast biopsy (in phase 2) [45]. They also needed to be informed of the symptoms of the side effects caused by the treatment [30,37] during phases 2 and 3. Eight studies also reported that patients were concerned about symptoms of a recurrence (symptoms of the primary tumor) [30,33,37,43,44,48-50] during phase 3.

**Treatment**

Patients needing treatment information during the cancer continuum was commonly reported across studies (n=44): 23 studies found that patients needed treatment options while waiting for diagnosis results [45], shortly after receiving diagnosis results [36,40,51], and during the treatment decision process [8,9,26,28,31,32,34,39,40,42,46,48,52-59] such as popularity, advantages and disadvantages, risks, applicability, recovery time, comparison, cost, and optimal time of different treatment options in phase 2. Twelve articles also mentioned that patients wanted to be educated about the side effects of treatment [8,9,25,28,31,36,40,46,56,60] when considering the treatment decision. The information needs of patients during treatment preparation included details about treatment preparation [33,42,48,52] and treatment procedures [9,25,28,30,42,46,61,62].

During treatment, patients' information needs focused on the side effects of treatment [25,47] and management of the side effects [8,25,38,40,46,49,50,53,60,63,64]. The studies also reported that patients needed details on the treatment options (alternative and complementary medicines and treatment) [25,65] and treatment procedures (eg, location of the pharmacy) during treatment [28,40,42,46,53,57,61]. In the survivorship stage, patients also paid attention to information on side effects [8,9,29,30,32,33,36-38,41,42,48] and management of side effects [25,30,35,37,43,48,49]. In phase 3, patients needed information about treatment options (eg, complementary and alternative therapies) [42,44,64,65] and treatment evaluation summaries [43,48]. In addition, patients wanted information about preventing a recurrence (eg, prevention-related policies, signs and symptoms of a recurrence, natural remedies to prevent recurrence, preventive health actions to minimize the risk of a recurrence) [30,33,37,41-43,49,52,61,66] in the survivorship stage.

**Prognosis**

Patients’ need for prognosis information included general survival rates [26,47,51,54] and the risk of a recurrence [27] in phase 2. Studies also found that patients desired information about the risk of complications [42], risk of a recurrence [31,46], and survival statistics of treatment regimens [55,59] when they made treatment decisions. In particular, patients needed to know the risk of a recurrence in phases 2 [47] and 3 [30,32,66].
Impact and Resumption of Normal Life

Patients wanted to know how to communicate about the cancer with their family members in phase 2 [9,26,52,67,68]. Patients also needed information about the impact of treatment on their own body image [28,32,33,35,42,62,69], fertility (or menopause) [8,35], work [25,26], and psychology [8,26,64] in phase 2. In the survivorship stage, patients were concerned about the impact of treatment on work [44,52], intimate relationships [44,69], fertility (or menopause) [9,30,44], psychology [42,44,69], and body image [9,27,34,35,69]. In 26 studies, strategies to improve patients’ quality of life (eg, fertility preservation options, sex advice, instructions about diet and exercise, stress management, reconstruction) were important for patients in both phase 2 [9,26,27,35,38,39,47,51,53,56,60-62] and phase 3 [29,30,32,36,41-44,48,63,64,69].

Scientific Research

Some patients needed information about recent breast cancer research findings [40] and clinical trials [47,65] in phase 2. In addition, medical breakthroughs (recent research findings), corresponding clinical trials [30], new treatment, and research developments [44] were requested in phase 3.

Social Assistance

Patients generally needed information about insurance (eg, health insurance) in phases 2 [46] and 3 [30]. Five studies reported that patients sought information on financial support (eg, employment benefits, where to get help) during the survivorship stage [9,26,43,52,60].

Theme 3. Moderating Variables

A prominent theme reported in the included studies was variables that moderated the development of information needs of breast cancer patients. Differences among particular subgroups and their forms of information needs are shown in Table 2. No major inconsistencies were detected in the studies.
Table 2. Synthesized results of the moderating variables.

<table>
<thead>
<tr>
<th>Categories, concepts, and dimension</th>
<th>Effect on information needs</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Attitudes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Cognition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correct cognition</td>
<td>Facilitated development of information needs</td>
<td>[9,26,28]</td>
</tr>
<tr>
<td>Misunderstanding</td>
<td>Inhibited development of information needs</td>
<td>[33,36]</td>
</tr>
<tr>
<td><strong>Affect</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shocked and worried</td>
<td>Facilitated development of information needs</td>
<td>[28,57]</td>
</tr>
<tr>
<td>Not worried</td>
<td>Inhibited development of information needs</td>
<td>[28]</td>
</tr>
<tr>
<td><strong>Behavior</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ready</td>
<td>Facilitated development of information needs</td>
<td>[8,35,46,48]</td>
</tr>
<tr>
<td>Not ready</td>
<td>Inhibited development of information needs</td>
<td>[25]</td>
</tr>
<tr>
<td><strong>Health literacy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Health knowledge</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rich in health knowledge</td>
<td>Facilitated development of information needs</td>
<td>[33,40]</td>
</tr>
<tr>
<td>Lacking health knowledge</td>
<td>Inhibited development of information needs</td>
<td>[33]</td>
</tr>
<tr>
<td><strong>Health style</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive coping strategies</td>
<td>Facilitated development of information needs</td>
<td>[33]</td>
</tr>
<tr>
<td>Negative coping strategies</td>
<td>Inhibited development of information needs</td>
<td>[34]</td>
</tr>
<tr>
<td><strong>Health beliefs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No fatalism</td>
<td>Facilitated development of information needs</td>
<td>[9,26,34]</td>
</tr>
<tr>
<td>Fatalism</td>
<td>Inhibited development of information needs</td>
<td>[28,33]</td>
</tr>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Younger</td>
<td>Paid more attention to information on new treatments, research advances, and effects of treatment on fertility and career, complementary therapies, dietary changes and exercise, possible carcinogens, and environmental factors</td>
<td>[8,25,44]</td>
</tr>
<tr>
<td>Older</td>
<td>Expressed less need for reconstructive surgery</td>
<td>[28,40,42]</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Higher</td>
<td>Paid more attention to information on medical terminology and medical information systems</td>
<td>[40]</td>
</tr>
<tr>
<td>Lower</td>
<td>Inhibited the development of information needs</td>
<td>[40]</td>
</tr>
<tr>
<td><strong>Economic status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Higher</td>
<td>Paid more attention to information on natural health products and healthy dietary changes</td>
<td>[57,64]</td>
</tr>
<tr>
<td>Lower</td>
<td>Expressed less need for healthy diet information and reconstructive surgery</td>
<td>[42]</td>
</tr>
<tr>
<td><strong>Disease status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Comorbidity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With comorbidity</td>
<td>Paid more attention to information on secondary prevention; obese patients needed survival guidelines targeting their physical condition</td>
<td>[41,42]</td>
</tr>
<tr>
<td><strong>Clinical stage</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advanced breast cancer</td>
<td>Paid more attention to the experience of other advanced breast patients; information or support related to last will and testament and final arrangements</td>
<td>[60]</td>
</tr>
<tr>
<td><strong>Political and cultural environment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Cultural background</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Health literacy is defined as individuals’ ability to obtain, understand, evaluate, and apply health information, which can affect individual judgments and decisions on health care and disease prevention [72]. In the study, this category included health beliefs, health knowledge, and health styles, respectively, representing patients’ values toward breast cancer, awareness of cancer-related information in order to seek appropriate health services [73], and their coping strategies for breast cancer.

For example, one patient did not go to see a doctor after discovering a lump in her breast because she lacked health knowledge about the effect of screening tools (mistakenly believing that routine mammographic screening had a preventive effect), which inhibited the development of her information needs [33]. Relatively abundant health knowledge could promote the articulation of the need for information [33,40]. While one woman who had a different health style also ignored the discovery of lump until she found that the lump was getting bigger 3 month later, other patients went to see a doctor immediately after feeling breast pain [33]. In terms of health beliefs, some of the patients suspected breast cancer immediately after finding the lump, but they were not worried or did not ask about it because of fatalism [28,33] whereas other patients sought further examination [9,26,34].

Demographic Characteristics

Eight studies reported that the patients’ age, education level, and financial situation moderated the formation process of their information needs. For example, young patients cared more about new treatments, research advances, and effects of treatment on fertility and career compared to older patients [8,25,44]. Younger patients also expressed a greater need for information about complementary therapies, dietary changes and exercise, possible carcinogens, and environmental factors of breast cancer because of their interest or a sense of control and comfort [44]. In contrast, some older patients had less need for information and considered that the less they knew, the less they were bothered about it [28]. In general, patients with a lower education level were more likely to trust doctors and be satisfied with the information provided by their doctors [40]. These patients believed that they did not need more information and had fewer information needs than other groups [40]. In terms of education levels, having a high education level had a beneficial effect on information needs and they independently researched areas such as medical terminology and medical information systems [40]. Furthermore, patients with lower economic status showed no concern about healthy diet information due to the high costs as well as the conflicts between a special diet and their family’s diet [42]. In contrast, others cared about natural health products and healthy dietary changes [57,64]. It was also found that worse economic status and older age inhibited their need for information on reconstructive surgery [42].

### Attitudes

Attitudes refer to the amount of affection for or against some object [71]. In this study, attitudes included affect, behavior, and cognition. Affect represented the strong feelings of breast cancer patients, such as being shocked and worried [28,57], while behavior described their readiness to receive information [25]. Cognition was the product of knowledge acquisition or application, such as an understanding of breast cancer.

Six studies showed that patients’ cognition and affect influenced the development of information needs. For example, some patients misunderstood the causes and risks of breast cancer, believing that they would not have breast cancer after a certain age [33] or after breastfeeding [36], and thus they did not seek information. Correct cognition of patients facilitated the development of their need for information. For example, patients went to see their physicians after discovering a lump or feeling pain [9,26,28]. Two studies showed that affect also influenced their information needs. For instance, some participants who found a lump and felt shocked immediately went to the hospital to seek medical advice [28,57], while those who were not worried about the lump only described the symptoms when they went to see their general practitioner for other diseases or they chose to completely ignore the lump [28].

In addition, some patients who believed that they were still in the process of receiving diagnosis results were not willing to process a large amount of information [25]. Patients who lacked behavior intention chose to avoid information [25], while other patients asked for various types of information [8,35,46,48].

### Health Care Policy

Health care policy refers to the amount of affection for or against some policy change [71]. In this study, health care policy included health care policy and practice, such as information system [40]. Furthermore, patients with lower education level were more likely to trust doctors and be satisfied with the information provided by their doctors [40]. These patients believed that they did not need more information and had fewer information needs than other groups [40].

### Family Factors

Family factors refer to the amount of affection for or against some family-related information [71]. In this study, family factors included age of children, gender, and privacy [3].

<table>
<thead>
<tr>
<th>Categories, concepts, and dimension</th>
<th>Effect on information needs</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chinese</td>
<td>Paid more attention to diet and exercise guidelines, less information on postoperative body changes</td>
<td>[33,38,49]</td>
</tr>
<tr>
<td>Turkish</td>
<td>Paid more attention to postoperative body changes and contraceptive information</td>
<td>[35]</td>
</tr>
<tr>
<td>Japanese</td>
<td>Paid more attention to information on postoperative body changes</td>
<td>[32]</td>
</tr>
<tr>
<td><strong>Health care policy</strong></td>
<td><strong>Policy changes</strong></td>
<td><strong>[30]</strong></td>
</tr>
<tr>
<td></td>
<td>Paid more attention to information on changes in health care policy and practice (eg, frequency of routine examination)</td>
<td></td>
</tr>
<tr>
<td><strong>Family factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age of children</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Younger</td>
<td>Paid more attention to age-appropriate information on how to guide communication with children about the disease</td>
<td>[9]</td>
</tr>
</tbody>
</table>
**Disease Status**

Disease status involved comorbidity and the clinical stage of patients. For patients with comorbidity, information on secondary prevention was needed to avoid complications [42]. For example, obese patients faced a higher risk of recurrence, and they needed targeted survival guidelines based on their physical condition [41]. Patients with advanced breast cancer also wanted to know about the experiences of other patients in the same clinical stage [60]. They also sought information or support related to the last will and testament and final arrangements [60].

**Political and Cultural Environment**

The political and cultural environment refers to the social and cultural context characterized by a community’s values and beliefs [74]. Of the included studies, 6 suggested a moderating effect of cultural background and health care policy. Patients who were influenced by Chinese culture developed more information needs regarding specific recommendations on diet and exercise related to symptom management, promotion of rehabilitation, and prevention of recurrence [38,49] because of the traditional food therapy culture. Some Chinese patients reported no feeling about postoperative body changes because body image was not as important to them as returning home to take care of their families in the context of Chinese culture [33]. In contrast, patients in some other countries like Turkey [35] and Japan [32] attached great importance to the aesthetic needs of the female body image. In addition, for patients from some countries with religious beliefs like Turkey with strong opposition to abortion, the cultural beliefs directly affected the patients’ need for contraceptive information [35]. Patients in countries that had experienced changes in the national health care policy (eg, national cost curtailment policy) and corresponding adjustments in practice (eg, frequency of routine examinations) needed more targeted information on these changes [30].

**Family Factors**

In addition to the moderating variables described above, one study found that patients who had younger children often talked about the lack of personalized information for their kids [9]. They particularly needed targeted information on how to guide their communication about breast cancer with their children because they had difficulty finding age-appropriate information [9].

**Discussion**

**Principal Findings**

This meta-synthesis strengthens our understanding of the formation and types of information needs of breast cancer patients. It also highlights the variables moderating the development of information needs.

**Information Service Targeted on General Breast Cancer Patients**

Figure 2 shows that breast cancer patients’ information needs change over the three stages. Patients are often given substantial resources (eg, brochures, books, and nursing plans) but the information has disadvantages in both content and form. Targeted messages are often embedded in a large amount of irrelevant information. Breast cancer patients are also often given overwhelming information during hospitalization, putting extra pressure on them [75]. In addition, the information is not always delivered in expected, easy-to-digest forms, but is often filled with medical jargon, for instance [3]. This study provides some practical recommendations based on synthesized findings to guide medical professionals attempting to provide better information for breast cancer patients.

In this synthesis, breast cancer patients’ information needs were systematically examined and classified into three cancer phases. This can help us understand the changing process of the specific information needed by patients at different phases. The synthesized findings also inform recommendations for health care staff to offer relevant and timely education materials at the appropriate stage of the cancer journey. A total of 94% (44/47) of the studies reported that patients were concerned about treatment information such as treatment procedures, side effects, and preoperative preparation. This type of universal information should be incorporated into education materials to help patients make proper treatment decisions. The synthesis also revealed that it is difficult for patients to obtain information about financial assistance [9,26,30,52,60], as well as complementary and alternative therapies [34,64]. More attention should be given to meet these information needs.

Easy-to-understand materials are also recommended since much of the existing information and oral communication seems to contain complex medical language [76]. Education programs using virtual reality technology could also increase the knowledge and positive experience of patients [77]. Graphics and tables can also help patients understand the cancer care information.

**Information Services Targeting Specific Groups of Breast Cancer Patients**

**Attitudes of Patients**

The synthesis revealed that patients’ attitudes greatly affected their information needs [9,25,28,46]. Numerous other studies have also verified this view. For instance, individual cultural beliefs, views on health and disease, and other factors could affect women’s dealing of early diagnosis [78,79], which is an essential strategy for preventing breast cancer [80,81]. Emotional distress may also affect patients’ ability to cope with the symptoms and treatment of cancer [82].

To date, doctors have not paid enough attention to the emotional pressure patients feel when confronted with a diagnosis and treatment of breast cancer [83]. Thus, social support (eg, support groups, online health communities, and eHealth mobile apps) can play an active role in assisting patients with stress management and providing high-quality care [84,85]. Health care staff can also provide psychological support for breast cancer patients [86] by providing more mental health information. They can also encourage patients to express their genuine emotions and be willing to listen [87]. Finally, it is necessary for medical staff to give full respect to patients and protect their privacy [61].
Health Literacy of Patients

This study found that breast cancer patients’ information needs can be influenced by health literacy [28,33,34]. Patients with limited health literacy commonly had more unsatisfied information needs [88]. Health literacy could also influence patients’ cancer screening knowledge, attitudes, and behavior [89]. Inaccurate health beliefs or lack of health knowledge could lead to patients overlooking physical abnormalities, which could affect early detection and treatment of diseases.

People can often detect and treat breast cancer early by improving their health literacy. A higher level of health literacy can also promote effective communication with medical staff and increase patients’ engagement in medical decisions [90]. For patients, limited literacy is associated with a low education level and socioeconomic status [91]. For medical practitioners, the knowledge of prevention, causes, early symptoms, and self-examination methods could be communicated better through mass media to improve patients’ awareness [92]. Furthermore, educational materials on breast cancer prevention should be sensitive to health beliefs [93] to reduce women’s fears of breast cancer screening and fatalism toward the disease. Physicians and other health care providers should continue to give priority to patients’ quality of life when determining treatment plans as patients’ decisions may be influenced by health knowledge. Additional training would help doctors communicate more effectively with patients with low health literacy and reduce medical inequalities.

Demographic Characteristics, Disease Status, and Political and Cultural Environment of Patients

The significant increase in the number of breast cancer patients has resulted in diverse and complex information needs. For example, there were more unmet information needs among breast cancer patients who had a foreign native language background (eg, immigrants) [94]. Moreover, the age-specific information needs of younger breast cancer survivors is still far from satisfactory [95]. Therefore, tailored information is recommended to help subgroups of breast cancer patients cope with cancer and improve satisfaction levels [96].

As shown in Table 2, this synthesis reveals suggestions and implications for tailored information services. First, some studies suggested that information provided to younger patients could focus more on the impact of treatment on fertility [8,9,35,44], lifestyle, and career as well as corresponding coping strategies [25,44,52]. More detailed advice on diet could also be provided for patients including many Asian patients. Patients who have young children can also be educated on how to communicate with their children. If patients are adequately informed about body changes before treatment, those who care a lot about body image [32,35] might have more time to consider and prepare for the changes. Policy information should also be given to patients who live in a country with changing medical policies. For patients with comorbidities and other physical conditions, specific prevention and survival guidelines are vital. Since different treatment options have corresponding side effects, health prescriptions that are targeted to each type of treatment can be distributed to patients separately to help them improve symptom management.

Limitations

Whereas the findings of this study offer significant insights, the limitations can lead to recommendations for further study. Some of the included studies did not clearly report cancer stages, making it difficult to analyze the findings according to the timeline of the disease journey. In addition, this theory-generating meta-synthesis only focused on qualitative studies, which could lead to the omission of valuable findings in quantitative research. Further research is needed to fully understand the unique information needs of breast cancer patients at all stages of their journey.

Conclusions

This synthesis has identified different information needs at various stages of the cancer continuum. Among the information needs, patients generally pay more attention to information about treatment and prognosis, as well as impact and resumption of normal life. Moderating variables were also identified. The generated model describes a complete pattern of the formation of information needs. Thus, this study contributes to a deeper understanding of breast cancer patients’ information needs and provides practical suggestions for health professionals and information service providers. In particular, health care providers can offer educational materials according to the information needs identified in this study. More personalized information can also be developed to tailor patients’ needs with reference to the moderating variables that influence their information needs.
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Abstract

Background: Dual process theories propose that the brain uses 2 types of thinking to influence behavior: automatic processing and reflective processing. Automatic processing is fast, immediate, nonconscious, and unintentional, whereas reflective processing focuses on logical reasoning, and it is slow, step by step, and intentional. Most digital psychological health interventions tend to solely target the reflective system, although the automatic processing pathway can have strong influences on behavior. Laboratory-based research has highlighted that automatic processing tasks can create behavior change; however, there are substantial gaps in the field on the design, implementation, and delivery of automatic processing tasks in real-world settings. It is important to identify and summarize the existing literature in this area to inform the translation of laboratory-based research to real-world settings.

Objective: This scoping review aims to explore the effectiveness of automatic training tasks, types of training tasks commonly used, mode of delivery, and impacts of gamification on automatic processing tasks designed for digital psychological health interventions in real-world settings among adults.

Methods: The scoping review methodology proposed by Arskey and O’Malley and Colquhoun was applied. A scoping review was chosen because of the novelty of the digital automatic processing field and to encompass a broad review of the existing evidence base. Electronic databases and gray literature databases were searched with the search terms “automatic processing,” “computerised technologies,” “health intervention,” “real-world,” and “adults” and synonyms of these words. The search was up to date until September 2018. A manual search was also completed on the reference lists of the included studies.

Results: A total of 14 studies met all inclusion criteria. There was a wide variety of health conditions targeted, with the most prevalent being alcohol abuse followed by social anxiety. Attention bias modification tasks were the most prevalent type of automatic processing task, and the majority of tasks were most commonly delivered over the web via a personal computer. Of the 14 studies included in the review, 8 demonstrated significant changes to automatic processes and 4 demonstrated significant behavioral changes as a result of changed automatic processes.

Conclusions: This is the first review to synthesize the evidence on automatic processing tasks in real-world settings targeting adults. This review has highlighted promising, albeit limited, research demonstrating that automatic processing tasks may be used effectively in a real-world setting to influence behavior change.
Laboratory-based evidence suggests that digital interventions delivered via computerized tasks can change people’s automatic processes to specific stimuli [14,17-19]. Automatic processes can be retrained using cognitive bias modifications (CBM) tasks, attentional bias modification tasks, and evaluative conditioning tasks [14,18,20-22]. CBM tasks have been extensively tested in the field of anxiety and depression in laboratory settings [14,18,20-22] and work by targeting attentional and interpretative biases away from threats [14]. The dot-probe test is often used to assess attentional biases [23] and involves the presentation of pairs of stimuli, one of which is threatening and one that is neutral. Participants are shown the stimuli simultaneously, one stimulus on either end of a computer screen, for a small amount of time (eg, 500 ms); a dot then appears in the place of one former stimulus, and participants are asked to indicate the location of this dot as quickly as possible. The computer automatically measures the speed of this reaction. The test is then repeated several times. Quicker response times to the dot when it appears in the location of threatening stimuli are interpreted as attentiveness to threat [23]. Dot-probe tasks can also be used to retrain attentional biases by replacing a targeted probe (designed to change attentional biases) with neutral or salient stimuli during all cycles of the task [19,20,24-26]. A commonly used task shows participants a smiling or neutral face alongside an unhappy or angry face; participants are then asked to select the positive image as fast as possible [14]. Through the repetitive nature of the task, a person’s automatic processes can be reconditioned toward a particular stimulus [14].

Common criticisms of automatic processing tasks are that they are repetitive and boring [18,27]. Recently, the field has attempted to make these tasks more enjoyable and accessible by delivering these tasks on digitally ubiquitous technology such as smartphone apps and drawing on the developing realm of gamification. Gamification seeks to motivate and engage users by using gaming style elements often seen in games (rewards, points, and leader boards). A review by Boendermaker et al [19] into gamified CBM highlighted that there were many projects currently in progress; however, there still remained a lack of evidence to draw any firm conclusions regarding the effectiveness of gamification on increasing engagement. Similarly, Zhang et al [11] highlighted that understanding gamification approaches is crucial in future conceptualization and codesign of attention bias modification interventions.

Objectives
Despite the evidence of the importance of the automatic processing pathway for regulating behavior, the majority of reviews on automatic processing tasks have been limited, focusing mainly on mental health conditions delivered in laboratory settings [17,18,28-30]. In addition, existing reviews have routinely included studies with children whose brain development differs from that of adults [31-33]; thus, a need to map the existing literature examining automatic processing
pathways in digital health interventions in real-world settings among adult populations was identified [16,27,34,35]. This scoping review aimed to explore the effectiveness of automatic training tasks, types of training tasks commonly used, mode of delivery, and impacts of gamification on automatic processing tasks designed for digital psychological health interventions in real-world settings among adults.

Methods
Scoping Review Methodology
Scoping reviews aim to “map rapidly the key concepts underpinning a research area and the main sources and types of evidence available” [36]. This scoping review sought to address the question: “what is the current evidence base around design and effectiveness of automatic processing computerized tasks designed for health interventions in real-world settings among adults?” A scoping review was chosen because of the novelty of the digital automatic processing field and to encompass a broad review of the evidence. Scoping reviews allow the development of inclusion and exclusion criteria during the study selection, the inclusion of all types of studies, and extraction of data regarding key issues and themes, in contrast to systematic reviews that are much more stringent with synthesis [37,38].

This scoping review followed the framework described by Arksey and O’Malley [38], who provided a detailed description of how to conduct a methodologically rigorous scoping review. In addition, the current best practices of Colquhoun et al [37] for the conduct of scoping reviews’ guidelines were also applied. Arksey and O’Malley’s methodology [38] comprised the following steps: (1) identifying the research question; (2) identifying relevant studies; (3) study selection; (4) charting the data; and (5) collating, summarizing, and reporting the results. A number of additional recommendations from a study by Colquhoun et al [37] were also integrated: development of a protocol before the initial scoping study began, using Preferred Reporting Items for Systematic Review and Meta-Analysis (PRISMA) Protocols, the use of 2 independent reviewers, use of same inclusion criteria during the study, and full-text screening and pilot testing of the data extraction template.

Identifying Relevant Studies
Search Strategy
A systematic literature search was created with the assistance of an academic librarian from the University of Adelaide. It was applied to all databases by HJ. The search was completed using the electronic databases PubMed, Scopus, Excerpta Medica Database (EMBASE), Psychological Information Database (PsycINFO), Web of Science, Cumulative Index to Nursing and Allied Health Literature (CINAHL), Cochrane Database of Systematic Reviews, and Google Scholar. The search was performed in September 2018. A gray literature search was also conducted to identify any published or unpublished data not found through the initial search. This included electronically searching the repositories holding theses and research papers: Trove, The Gray Literature Report, ProQuest, OpenGrey, and Grey Literature Network Service (GreyNet International).

Reference lists of all included studies were manually screened to identify possible relevant citations. The search strategy created was based on 5 main components: (1) automatic processing, (2) computerized tasks, (3) health interventions, (4) real world, and (5) adult. Relevant keywords were identified using Medical Subjects Headings (MeSH) and Emtree terms, synonyms, and keywords from relevant articles (Multimedia Appendix 1).

The results of the search were uploaded into EndNote X 7.3.1 (Clarivate Analytics), and duplicates were then removed and exported into Rayyan. Rayyan is a web-based tool that assists in the completion of systematic reviews. Rayyan was initially used by HJ to screen titles search and determine eligibility. This was followed by an abstract screen using the inclusion and exclusion criteria. If eligibility was ambiguous, criteria were discussed with other coauthors until consensus was reached. An eligibility proforma was also used during this process. Articles matching the inclusion criteria were then selected for full-text analysis.

Inclusion and Exclusion Criteria
Inclusion criteria for the study were adults aged older than 18 years, designed to be a health intervention (defined as aiming to improve physical or mental health), delivered via a computerized (digital) task, and delivered in a real-world setting (a free-living environment, excluding a laboratory-based environment). Only studies published in English between the years 2000 and 2018 were included. Articles not published in English were excluded. Articles were also excluded if they were published before the year 2000 because of digital expansion in the field of automatic processing predominately occurring after the year 2000.

Charting the Data
Data extraction was performed using a standardized data extraction template with the following fields: author, year, country, aims of the study, setting and population, participant demographics, details of the intervention and comparators, study methodology, sampling and recruitment, completion rates, and intervention details (Multimedia Appendix 2). HJ, CES, CH, and AB all conducted data extraction for the first 2 publications using the original data extraction template. All reviewers then discussed any iterations, and the template was changed appropriately to reflect any inconsistencies. Data for all remaining studies were extracted by HJ, with 10% being verified by AM. Conflicts or concerns during this period were resolved through discussion with CES and CH.

Collating, Summarizing, and Reporting the Results
The data extraction forms were used to form quick overview summaries of the included studies. A descriptive numerical summary was used to create a numerical overview of general study characteristics, and then a narrative overview was conducted on the type of automatic processing task used and effectiveness.
**Results**

**PRISMA Results**
The PRISMA flow chart for the results of the search is presented in Figure 1. The flowchart contains results from the initial search, how many studies were removed because of duplications, study selection, and amount selected for full-text analysis (Figure 1). The search is up to date until September 2018; 4576 studies were found to be eligible for inclusion (Figure 1). Of these, 320 were assessed for full-text inclusion, of which 14 studies met all inclusion criteria. The reasons for study exclusion included being a review paper, irrelevant to the topic, and not being set in a real-world setting.

**Figure 1.** Preferred Reporting Items for Systematic Reviews and Meta-Analyses for the results of the search. CINAHL: Cumulative Index of Nursing and Allied Health Literature; EMBASE: Excerpta Medica Database; GreyNet: Grey Literature Network Service; PsycINFO: Psychological Information Database.

---

**General Characteristics**
Characteristics including the type of study, sample size, country, and follow-up are reported in Table 1. Most of the included studies were conducted in Europe and the United States, with 6 in Europe and 5 in the United States. One study was conducted in China [39] and another in Australia [34]. All studies were randomized controlled trials, except one that was a cross-sectional study. Sample sizes ranged from 21 to 672 participants. Five of the studies targeted automatic processes...
regarding alcoholism [19,20,31,32,35]. Two studies targeted smoking attitudes and behavior [35,40]. Two studies targeted automatic processes toward anxiety [21,39], and one study targeted automatic processing toward both anxiety and depression [20]. In addition, one study was found for insomnia [34], self-injurious thoughts and behaviors [41], attitudes toward homosexuality and self-esteem in gay men [42], and relationship satisfaction in marriages [43]. Follow-up periods also varied and ranged from no follow-up (n=4 studies [39,42,44,45]) to the longest follow-up period of 6 months [35].

Table 1. General demographics of included studies (n=14).

<table>
<thead>
<tr>
<th>Reference</th>
<th>Type of study</th>
<th>Population size (N)</th>
<th>Country</th>
<th>Follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robinson et al (2017) [40]</td>
<td>RCT</td>
<td>64</td>
<td>The United States</td>
<td>Two weekly follow-ups</td>
</tr>
<tr>
<td>Clarke et al (2016) [34]</td>
<td>RCT</td>
<td>36</td>
<td>Australia</td>
<td>8 days</td>
</tr>
<tr>
<td>Yang et al (2017) [39]</td>
<td>RCT</td>
<td>76</td>
<td>China</td>
<td>No follow-up</td>
</tr>
<tr>
<td>Fleming and Burns (2017) [42]</td>
<td>RCT</td>
<td>274</td>
<td>The United States</td>
<td>No follow-up</td>
</tr>
<tr>
<td>de Voogd et al (2016) [20]</td>
<td>RCT</td>
<td>340</td>
<td>The Netherlands</td>
<td>Baseline measures were taken before training and then 3, 6, and 12 months after training</td>
</tr>
<tr>
<td>Monk et al (2017) [44]</td>
<td>RCT</td>
<td>62</td>
<td>The United Kingdom</td>
<td>No follow-up</td>
</tr>
<tr>
<td>Wiers et al (2015) [26]</td>
<td>RCT</td>
<td>615</td>
<td>The Netherlands</td>
<td>The first follow-up was 1 month after the posttest (N=109, 35.0%) and the second 2 months later (N=87, 28.0%)</td>
</tr>
<tr>
<td>Boendermaker et al (2016) [25]</td>
<td>RCT</td>
<td>96</td>
<td>The Netherlands</td>
<td>Four sessions conducted at least one day apart and 2-week follow-up after session 4</td>
</tr>
<tr>
<td>Crane et al (2018) [46]</td>
<td>RCT</td>
<td>672</td>
<td>The United Kingdom</td>
<td>The follow-up questionnaire was sent to participants 28 days after downloading the app</td>
</tr>
<tr>
<td>Elfeddali et al (2016) [35]</td>
<td>RCT</td>
<td>475</td>
<td>Amsterdam</td>
<td>A posttraining assessment (ie, manikin and visual probe tasks) followed the intervention sessions. An assessment of continued smoking abstinence followed 6 months after baseline</td>
</tr>
<tr>
<td>Franklin et al (2016) [41]</td>
<td>RCT</td>
<td>114, 131, and 163</td>
<td>The United States</td>
<td>1-month follow-up</td>
</tr>
</tbody>
</table>

*RCT: randomized controlled trial.

**Intervention Characteristics**

**Types of Digital Technology**

Table 2 reports the intervention characteristics of the included studies. The type of digital technology most often used to execute the intervention was a personal computer or laptop via a website (n=8) [20,25,26,35,42-45], followed by the use of a smartphone app (n=5) [21,34,39,41,46]. One study was delivered on a personal digital assistant device [40].
Table 2. Intervention characteristics of included studies (n=14).

<table>
<thead>
<tr>
<th>Reference</th>
<th>Type of digital technology</th>
<th>Real-world setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robinson et al (2017) [40]</td>
<td>Hewlett-Packard iPAQ Personal Digital Assistant</td>
<td>Laboratory and home</td>
</tr>
<tr>
<td>Clarke et al (2016) [34]</td>
<td>Smartphone</td>
<td>Laboratory and home</td>
</tr>
<tr>
<td>Fleming and Burns (2017) [42]</td>
<td>Functioned only on desktop or laptop personal computers</td>
<td>Web-based</td>
</tr>
<tr>
<td>van Deursen et al (2015) [45]</td>
<td>Personal computer or laptop</td>
<td>Web-based</td>
</tr>
<tr>
<td>Crane et al (2016) [46]</td>
<td>Smartphone app</td>
<td>Web-based</td>
</tr>
<tr>
<td>Franklin et al (2016) [41]</td>
<td>Mobile app but can be used on phones, tablets, laptops, and desktops</td>
<td>Web-based</td>
</tr>
<tr>
<td>McNulty et al (2017) [43]</td>
<td>Computer</td>
<td>Laboratory and home</td>
</tr>
</tbody>
</table>

Use of Dual Process Theory

A total of 5 of the 14 included studies referred to dual process theory when explaining the theory behind the use of bias modification tasks [25,26,35,45,46]. Moreover, 7 studies did not mention any theories guiding their research [20,21,34,39-41,44]. Furthermore, 2 studies did not mention dual process theories but referred to other theories as a guide to their research [42,43]. Only 2 of the included studies [45,46] focused their interventions on targeting both parts of the dual process theory, targeting both automatic processing and reflective processing pathways. Crane et al [46] evaluated module components of an alcohol reduction app called Drink Less to change participants’ drinking behavior in a factorial trial. Of the 5 modules tested, 1 (cognitive bias retraining module) targeted automatic processes regarding the impulse to drink alcohol. There was a significant two-way interaction between these modules on weekly alcohol consumption (P=0.03), indicating that enhanced normative feedback (targeting misperceptions via reflective processes) led to a significant reduction in weekly alcohol consumption only when combined with enhanced cognitive bias retraining. van Deursen et al [45] examined the relationship among problem drinkers seeking web-based help to change their alcohol use, hypothesizing that executive functions would moderate the relationship between automatic associations and drinking and that this effect would be stronger in individuals with strong motivation to change. A brief Implicit Association Test was used to test valence and approach associations, whereas executive (reflective) pathways were assessed via a number of smaller tests. The study results provided partial support for the moderating role of motivation in the interplay between automatic processes and executive functions.

Types of Automatic Processing Tasks

Three types of automatic processing tasks were used in the included studies: attentional bias modification tasks, CBM tasks, and evaluative conditioning tasks. Attentional bias modification tasks were the most commonly delivered intervention through the use of dot-probe, visual probe, and visual search tasks. CBM tasks were delivered via dot-probe test [39], word sentence association paradigms [39], attentional control training, approach bias retraining [26], and cognitive bias retraining [46]. Evaluative conditioning was delivered via evaluative conditioning tasks [42,43], a stop-signal task, and a game-like therapeutic evaluative conditioning task.

Usage

Intervention durations varied considerably between the studies that reported on how long the intervention was delivered for, ranging from the shortest intervention period of 75 min to the longest intervention period of 6 weeks. All studies delivered at least some of their interventions in a real-world setting (as per inclusion criteria), with 4 studies delivering interventions in a mixed setting (both laboratory and home environments). Some studies have reported problems with usage. This included the number of training trials used over sessions being too low, preventing the training from potentially changing attentional biases [25]; low training compliance, with some participants dropping out of the study midway, effecting overall results and limiting generalizability of findings [20,26,40,46]; and having self-selected use and dosage during the intervention, making it hard to determine the optimal dosage needed for intervention [41].

Gamification Strategies

Three of the included studies incorporated elements of gamification to enhance engagement of their intervention [25,41,46]. Boendermaker et al gamified [25] an existing automatic processing task, which aimed to train attention away from pictures of alcoholic beverages via a visual probe task.
They found that the gamified automatic processing task did not improve participant motivation to train as compared with the usual ungamified task. In fact, some aspects of motivation appeared to deteriorate rather than improve. Crane et al [46] and Franklin et al [41] saw positive effects with the use of gamified elements in their interventions. However, the effect that gamification had on influencing study outcomes was not investigated, making it difficult to deduce which aspects of gamification produced different effects and overall how effective gamification was.

Outcome Assessments

Two studies reported that it was possible that the option to train at home had a negative effect on the final results, as it may have made participants take the training less seriously. It was also noted that the web-based nature of web-based assessments resulted in issues with standardization of interventions, making it hard to control how measures were completed [45]. The large number of measures included in some studies may have also resulted in participant fatigue [45], and the use of similar types of tasks testing different outcomes may have resulted in practice effects that may have affected the overall findings.

Effectiveness of Interventions

A detailed description of the aims, measures, and effectiveness of included studies can be found in Multimedia Appendix 3 [14,15,19,20,29-34,36-39]. A total of 14 studies assessed changes in automatic processes, whereas 11 studies assessed how changes in automatic processing contributed to changes in behavior. Of the 14 studies that assessed changes in automatic processes, 8 reported a statistically significant effect in the direction expected [21,25,26,34,40,43,44,46]. Of the remaining 6 studies evaluating automatic processes, 4 reported no significant effects on changes in automatic processes [20,35,42,45].

Of the 11 studies that assessed behavioral or mental health outcomes, 4 reported a significant intervention effect [21,26,34,43] and 3 of these included automatic processing intervention strategies only. Five others reported on behavioral or mental outcomes but saw no significant results on changes to outcomes [20,25,35,42,46].

Three studies reported mixed findings [39-41] on changes to automatic processes, with 2 of the studies also further detailing changes to behavior. Robinson et al [40] found that a mobile-delivered attentional bias intervention could reduce attentional bias toward thoughts about smoking but had mixed effects on changing smoking behavior. It was thought that these findings may have been impacted by participant attrition affecting overall results and the sample being nontreatment seeking participants [40]. Yang et al found [39] that 1 of the 3 CBM tools assessed could be used effectively to reduce anxiety and mood problems. However, the other 2 methods assessed yielded limited effectiveness. The authors reported that a low sample size and a lack of engagement elements to make the tasks fun may have impacted the results [39]. Franklin et al [41] conducted 3 evaluative conditioning studies designed to reduce self-injurious thoughts and behaviors, finding that 2 of the studies successfully reduced self-injurious thoughts and behaviors. It was suggested that identifying additional treatment targets, such as other self-injurious thoughts and behaviors not covered by the study, and increasing digital engagement strategies for users may yield better results across all 3 studies in the future [41].

Some of the authors of the studies that showed no significant effects on changes in automatic processes to behaviors outlined possible reasons within their manuscripts. Boendermaker et al [25] attributed these findings to small attentional biases at baseline and low numbers of training trials as compared with other trials in the areas affecting dose-response relationships and having a web-based intervention in a real-world setting, which may have impacted participants’ motivation by making them take the training less seriously. Fleming and Burns [42] inferred that the negative findings may have been because of participant dropout, as most adolescents did not complete all 8 intended training sessions. Elfeddali et al [35], Boendermaker et al [25], and de Voogd et al [20] also highlighted that motivation for web-based training appeared low, which they partly attributed to the repetitive nature of the training tasks and the web-based nature of the training tasks, which were completed at home and resulted in a lack of supervision or standardization of training circumstances.

Discussion

Principal Findings

This scoping review aimed to explore the effectiveness of automatic training tasks, types of training tasks commonly used, mode of delivery, and impacts of gamification on automatic processing tasks designed for digital psychological health interventions in real-world settings among adults. A small but developing evidence base was found. Of the 14 studies reviewed, only under half of the interventions resulted in positive changes to automatic processes. The positive trials provide some evidence that this approach may be possible in the real world, although many trials produced mixed results and issues with compliance and engagement were commonly described.

Types of Training Tasks

The review identified 2 main types of tasks commonly used in the field to change automatic processing: attentional bias modification tasks and CBM tasks. These tasks can be delivered via a variety of methods, but the most popular in the health domain are dot-probe, visual probe, and visual search tasks. All 3 tasks have been extensively used and reviewed in the literature [19,47,48]; however, historically, these tasks have been used in a laboratory setting, particularly in mental health interventions seeking to change anxiety and depression. This review revealed an expansion in the field, both in a real-world setting and in other health fields such as problem drinking, smoking, and suicide.
Usability
In the last few years, there has been a shift toward the use of smartphone apps for the delivery of automatic processing interventions. All automatic processing tasks contained within this review were deployed over the web, which made them easily accessible for use in the real world. They were most commonly delivered via a computer or laptop, with over half of the studies using this as the mode of delivery. This aligns with other reviews in the field, such as a recent review of attention and CBM apps by Zhang et al [11], which found 24 CBM apps that were commercially available. Although app usage is increasing, Zhang et al [11] found that most apps (n=8) were not rigorously evaluated, whereas the other 17 were all commercial apps, of which only one was evaluated in published literature. This review has been able to add to the work by Zhang et al [11], who found that 5 smartphone-based CBM task studies have been scientifically evaluated.

Digital advancements are increasingly facilitating pathways into real-world investigations in this field. Although digital platforms do increase participant accessibility in real-world environments, there are limitations to this approach. Three studies noted that the web-based nature of tasks, the lack of supervision, and standardization from external distractors may have negatively impacted the results [20,25,35]. Wiers et al [26] highlighted that this may have been because of large dropout rates commonly seen in web-based experiments and suggested making interventions more engaging to combat this. Boendermaker et al [25] and Elfeddali et al [35] suggested that allowing participants to do the training part of the intervention at home may have affected their motivation levels by them taking the task less seriously. de Voogd et al [20] proposed that the mixed results in that study may have been because of the lack of stress imposed by the laboratory environment, where most studies in this area have been conducted traditionally. Indeed, the stress of laboratory environments may, in fact, be beneficial to study outcomes, as participants may have taken the training task less seriously in their home environment, thereby negatively affecting conditioning effects. A review by Santarossa et al [49] in the field of health behavior change also shows that digital interventions are more effective when they have a human support element.

Effectiveness of Changing Automatic Processes
Similar to other reviews in the area [32,33], this review also found mixed findings on the effectiveness of automatic processing tasks in real-world conditions. Of the effective interventions, over half of the studies targeted changing automatic processes toward alcohol. The successful characteristics of these interventions included the use of evaluative conditioning or CBM tasks for intervention delivery, the use of personal computers for mode of delivery, and the use of both elements of the dual process theory.

Mixed results on effectiveness were found for smoking, social anxiety, and self-injurious thoughts and behaviors. This may have been because of participant attrition affecting overall results, and Franklin et al [41] suggested that mixed findings in that study may have been because of issues with a lack of engagement elements. This is a common criticism of bias modification tasks, as they are often reported to be quite boring and repetitive by participants. There has been development in the field to make these tasks more engaging by adding elements of gamification that use visuals, sound effects, point systems, and rewards to make the tasks more engaging [19,24-27,50]. Three of the included studies incorporated elements of gamification to enhance engagement of their interventions [25,41,46]. Boendermaker et al [25] gamified an existing automatic processing task that aimed to train attention away from pictures of alcoholic beverages via a visual probe task. They found that the gamified automatic processing task did not improve participants’ motivation to train as compared with the usual nongamified task. In fact, some aspects of motivation appeared to deteriorate rather than improve, suggesting that gamification could have drawbacks if not done optimally.

Crane et al [46] and Franklin et al [41] observed positive effects of study outcomes with the use of games and gamified elements in their interventions. However, the effect that gamification had on influencing outcomes was not investigated. Other reviews have similarly found mixed findings with the use of gamification in automatic and reflective processing interventions [11,19,26,51].

Strengths and Limitations
To our knowledge, this is the first study in the field to review automatic processing studies that specifically focus on real-world settings and adults. The expansive search that included both database and gray literature searching was a strength of this study. This allowed an extensive gathering of evidence to map key concepts and ideas in the field currently. The eligibility criteria may have limited findings from key studies that did not meet the eligibility requirements, for example, many papers in the field that focus on evaluating automatic processing tasks in real-world settings among children, which may collectively hold key insights into the field at large [24,31,52]. In addition, following the best practice recommendations of conducting scoping reviews from Colquohon et al [37] and Arksey and O’Malley [38], included studies were not assessed for quality in relation to areas of bias such as randomization. Scoping reviews provide a breadth of information rather than the assessment of quality. The disadvantage of this is that it makes it difficult to gain an insight into the robustness and generalizability of the findings. However, the benefit of this method is that it allows the mapping of a wider range of available resources, painting an overall picture of the field at large, as the guidelines for inclusion are not as stringent as a systematic review. The results of a scoping review can, however, sometimes inform the development of a systematic review, which is better placed to deliver an assessment of quality. Finally, only primary studies published in English were included, resulting in a small number of studies for inclusion, which is a common limitation in scoping review [53].

Future Directions
The increasing use of digital platforms to deliver automatic processing tasks, while increasing population reach and accessibility, does have drawbacks. Although monitoring and
standardization levels are relatively achievable in laboratory-based environments, it is often difficult to monitor compliance and ensure adherence in real-world studies. Future studies could experiment with different instructions or persuasion techniques for completing the training as well as different training paradigms to increase compliance. Furthermore, there may be concerns about privacy and confidentiality issues and require further research [54]. Engagement of automatic processing tasks remains a prominent issue because of their inherent boring nature. Gamification offers promising capabilities, and future research should further investigate how its incorporation can enhance enjoyment in the field. Although research into gamification is mixed, studies contained within this review have highlighted gamification as an important engagement strategy [20,26,35], which if implemented correctly could enhance the enjoyment of traditionally mundane tasks. Finally, it was unfortunate that there were few studies in the field that targeted both processes during their interventions; both processes alone have shown significant ability to change behavior, and combining these processes could improve the design and effectiveness of future health interventions and could be a crucial missing link.

Conclusions
This is the first review to synthesize the evidence for published and gray literature on automatic processing tasks set in real-world settings targeting adults. This review has highlighted promising, albeit limited, research demonstrating that automatic processing tasks may be used effectively in a real-world setting to influence behavior change. Given that several trials with negative findings were also identified, future research is needed to understand why significant effects are observed in some contexts and not others and how to optimize delivery for optimal engagement and efficacy.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Search strategy.
[DOCX File, 25 KB - imir_v22i7e17915_app1.docx ]

Multimedia Appendix 2
Data extraction template.
[DOCX File, 26 KB - imir_v22i7e17915_app2.docx ]

Multimedia Appendix 3
Automatic processing targeted health outcomes and effectiveness.
[DOCX File, 36 KB - imir_v22i7e17915_app3.docx ]

References


Review

Design, Use, and Effects of Sex Dolls and Sex Robots: Scoping Review

Nicola Döring¹, Prof Dr; M Rohangis Mohseni¹, Dr; Roberto Walter¹, MA
Institute of Media and Communication Science, Ilmenau University of Technology, Ilmenau, Germany

Corresponding Author:
Nicola Döring, Prof Dr
Institute of Media and Communication Science
Ilmenau University of Technology
Ehrenbergstr. 29
Ilmenau, 98693
Germany
Phone: 49 3677694703
Fax: 49 3677694645
Email: nicola.doering@tu-ilmenau.de

Abstract

Background: Although sex toys representing human body parts are widely accepted and normalized, human-like full-body sex dolls and sex robots have elicited highly controversial debates.

Objective: This systematic scoping review of the academic literature on sex dolls and sex robots, the first of its kind, aimed to examine the extent and type of existing academic knowledge and to identify research gaps against this backdrop.

Methods: A comprehensive multidisciplinary, multidatabase search strategy was used. All steps of literature search and selection, data charting, and synthesis followed the leading methodological guideline, the Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews (PRISMA-ScR) checklist. A total of 29 (17 peer reviewed) and 98 publications (32 peer reviewed) for sex dolls and sex robots, respectively, from 1993 to 2019 were included.

Results: According to the topics and methodologies, the sex doll and sex robot publications were divided into 5 and 6 groups, respectively. The majority of publications were theoretical papers. Thus far, no observational or experimental research exists that uses actual sex dolls or sex robots as stimulus material.

Conclusions: There is a need to improve the theoretical elaboration and the scope and depth of empirical research examining the sexual uses of human-like full-body material artifacts, particularly concerning not only risks but also opportunities for sexual and social well-being.

(J Med Internet Res 2020;22(7):e18551) doi:10.2196/18551
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Introduction

Background
In 2050, it will be perfectly normal for women and men to experience love and sex with robots. This bold prediction from roboticist David Levy [1] started a debate, now more than a decade after, on the ethics, design, use, and effects of human-like, anatomically correct sex robots and of sex dolls, their noninteractive, immobile precursors. Futurologist Ian Pearson [2] went further by predicting that by 2050, women and men will have more sex with robots than with their conspecifics. One may question the validity of these predictions, but there is no doubt that technological change affecting all areas of life will not leave human sexualities unaffected. Significant changes in sexual behavior because of digital media and technologies are already well established [3,4]. Embodied technologies such as sex dolls and sex robots should not be overlooked in this context, especially as the popularization of the sexual uses of human-like material artifacts has long since begun.

So-called sex toys representing human body parts (eg, penis-shaped dildos and vibrators) are widely used and...
normalized. The lifetime prevalence of vibrator use, for example, is approximately 50% for heterosexual-identified women and men in the United States and Germany [5,6]. Sex toys are also popular in noncisgender and nonheterosexual populations [7]. Through web-based retailers, the sex toy market has expanded and diversified in recent decades, successfully targeting female customers in particular [8]. In the digital age, sex toys are becoming increasingly technologically advanced. Vibrators having integrated cameras are now available that can be remotely controlled by a partner in a long-distance relationship or that can synchronize with the user’s digital music playlist or preferred virtual reality porn. The development of innovative sex toys is, at least in part, pushed by customer demand. This is demonstrated by crowdfunding projects in which future customers grant investment money to entrepreneurs who bring new sex toys to the market (eg, the Ambrosia Vibe, a so-called bionic dillo providing haptic biofeedback while strapped on). There is also growing interest in the development of sex toys for aging populations and for people with disabilities, for instance, sex toys that are mind-controlled and therefore do not require hand function [9,10].

Despite the broad acceptance of sex toys representing human body parts, the development and marketing of human-like full-body sex dolls and of interactive and moving full-body sex robots have elicited great controversy in both public and academic discourses [11,12]. The discrepancies begin with the clarification of the central concepts. Should sex dolls and sex robots simply be regarded as next-level, high-end sex toys? Do they play a different and more important role in the sexual and social lives of their owners and users? Are they treated as surrogates for real partners or even accepted as fully adequate posthuman synthetic partners? This would raise questions not only about their impact on sexual and overall health but also about the future of intimate relationships.

Domestic Use of Sex Dolls and Sex Robots

A typical usage scenario for sex dolls and sex robots is the domestic context in which the artifacts—after purchase—are available for recreational and long-term use at home. Some authors predict strong positive effects of sex toys and sex robots, including social companionship, sexual exploration, pleasure, and increased satisfaction for individuals and couples [1]. Others, focusing on male users, predict strong negative effects in terms of objectification of and violence against women [13]. They assume that the men using women-like sex dolls or sex robots will be trained to sexually objectify real women and to disregard sexual consent. Furthermore, they predict that women and adolescent girls, already harmed by ubiquitous exposure to unrealistic beauty standards in the media, will feel even more inadequate when exposed to a consumer culture marketing perfectly beautiful, eternally youthful, and completely submissive female-gerndered sex dolls and sex robots. Are we looking into an even more gender-unequal future?

Or are we just creating it with one-sided, male-centered, and sex-negative predictions? Why do we not ask different questions [11], such as: What do women want from innovative sex technologies? How could we design and market women- and couple-friendly, feminist, queer, empowering, and inclusive sexual health—and well-being–promoting sex dolls and robots? Most of the claims about current and future effects of sex dolls and sex robots are purely speculative so far because design studies and empirical use and effect studies are scarce.

Commercial Use of Sex Dolls and Sex Robots

The same holds true for the commercial use of sex dolls and sex robots. The first so-called sex doll brothels have already opened in Asia, North America, and Europe, accompanied by strong media publicity (HJ Nast, unpublished data, 2019) [14]. In sex doll brothels, customers pay an hourly fee to be in a room with a human-like sex doll of their choice. Some authors argue that dolls and robots used as surrogate prostitutes are a good thing as they relieve women from prostitution and could reduce sexual violence [15]. However, we have not yet seen data collected from sex workers’ perspectives on the issue. Do they want to be relieved of their jobs or are they more afraid of dolls and robots as new competition? Furthermore, anecdotal evidence shows that some customers are now booking both a sex worker and a sex doll. This points to possible commercial use scenarios marked by neither substitution nor competition but collaboration between human sex workers and sex dolls or robots.

Again, the conceptualization is unclear here. What are the practical, legal, and ethical implications of framing short-term commercial use options as a brothel or escort instead of a rental business? Who are the customers—that is, will regular customers switch to dolls, or will we see new technophilic customers specifically requesting dolls or robots? Will demand for short-term commercial use of sex dolls and sex robots persist, increase, or wane? Budget restrictions (life-like sex dolls and robots are very expensive), need for discretion (hiding a full-body sex doll or robot from other household members is nearly impossible), and media-induced curiosity (seeing sex dolls and robots represented in pornography and fictional and nonfictional media can be intriguing) might be factors motivating a trip to the sex doll brothel today. Will these factors still play a role tomorrow when markets, media representations, and attitudes change?

Commercial short-term use of sex dolls and sex robots is barely understood, but is so highly controversial that some of the first sex doll brothels in Europe, North America, and Asia had to close shortly after opening because of community protests and police raids, as reported in numerous news media.

Therapeutic Use of Sex Dolls and Sex Robots

The perspectives of clinicians are also divided. Some therapists, based on first case studies, explain how living with a love doll (as doll owners often prefer to call them) can be a helpful and healing transitional process after traumatic experiences, especially when accompanied by professional therapeutic care [16]. Other clinical authors warn their colleagues that products from the sex robot industry are marketed with health claims that are rather specious [17]. Even more heated are debates about childlike sex dolls produced in Asia and shipped worldwide. Some ethicists and clinicians argue that people with pedophilic preferences could use such dolls or robots as substitutes to prevent them from committing actual child sexual abuse and that therapeutic use might be promising [18]. Other
Objective, Questions, and Purpose of the Scoping Review

Against this backdrop of highly polarized debates, this scoping review study aimed to examine the extent and type of existing academic knowledge on sex dolls and sex robots and to identify gaps in theory and evidence as well as areas for further inquiry. In accordance with the leading methodological guideline for scoping reviews, the Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews (PRISMA-ScR) checklist [21,22], we will proceed to explain, separately and in detail, the review objectives, questions, and purpose.

Review Objectives

To comprehensively map the state of research on sex dolls and robots, it is necessary to cover academic literature from different disciplines and address various dimensions of the issue. Often, debates firstly and primarily focus on the negative or positive effects of sex dolls and sex robots. Effects are an important dimension of this issue. However, it is crucial to be aware that effects always depend on the users and use in different settings (eg, domestic, commercial, and therapeutic) as well as on the selected sex doll's or sex robot's design (eg, gender, age, race, body type, and sexual and nonssexual functionalities). Hence, this review, as indicated by its title, addresses the design, use, and effects of both sex dolls and sex robots.

Definition of Sex Dolls

Sex dolls are defined as human-like, full-body, anatomically correct anthropomorphic dolls of different materials (eg, rubber, plush, silicone, and thermoplastic elastomer) and price ranges that are designed for sexual use [11]. Sex dolls have at least one penetratable orifice (mouth, vagina, or anus) and/or one body part that can be inserted by the user (tongue or penis). The doll parts for sexual penetration or insertion are usually designed to be removable for cleaning. The special thing about sex dolls is their sexual functions, but this does not mean that they are used exclusively for sexual purposes. They can also serve as artificial love partners, social companions, or photo models, which is why their owners often call them love dolls or simply dolls. The term is also used by most scientists and parts of the media.
The Relevance of Sex Dolls and Sex Robots

Although high-end, true-to-life sex dolls have been on the market for more than 20 years (the leading US manufacturer Abyss Creations, creator of RealDoll, was founded in 1997), sex robots are still in a very early stage of development. The manufacturer TrueCompanion claims to have brought the world’s very first sex robots to the market. It presented its female-gendered sex robot Roxxxy to the public in 2010 and later announced the male-gendered sex robot Rocky, stirring a media frenzy [25]. However, it is assumed today, for good reasons, that Roxxxy and Rocky have never been more than overhyped prototypes [14,26]. Thus far, not a single customer has surfaced, and the TrueCompanion webshop has not changed over the years. The established RealDoll manufacturer Abyss Creations launched its first sex robot Harmony in 2018, followed by Solana and Henry. Sex robot Samantha by the Spanish manufacturer Synthea Amatus and sex robot Emma by the British-Chinese manufacturer AI Tech UK have likewise been sold since 2018. All these sex robots are sex dolls enhanced with some very limited AI and interactive features. Hence, although supposedly thousands of experienced sex doll owners exist worldwide, who have built their own distinct doll owner communities with online forums and offline meet-ups, there is, by comparison, only a very small number of pioneer users of sex robots. This limits the options for empirical research on long-term sex robot users, use, and effects.

However, as we are transitioning into the age of the robot, and sex robots provide interactivity, AI, and partly autonomous behavior, sex robots have been attracting much more public and scholarly attention than sex dolls. After all, they have been an integral part of science fiction literature for decades [27]. Considering the history of and relation between sex dolls and sex robots, the scoping review aimed to answer the following 4 review questions (RQ):

RQ1: What is the state of sex doll and sex robot research in terms of the overall amount and type of research?

RQ2: What is (not) known about the design of sex dolls and sex robots?

RQ3: What is (not) known about the users and uses of sex dolls and sex robots?

RQ4: What is (not) known about the effects of sex doll and sex robot use?

These 4 RQs will be addressed separately for sex dolls and sex robots based on the respective literature searches.

Review Purpose

By systematically mapping the current state of academic knowledge on sex dolls and sex robots, this scoping review aimed to advance the understanding of sex researchers and practitioners and foster their professional involvement in the field of sexual uses of human-like material artifacts. Technicization and digitalization are fundamental societal processes that affect all areas of life, including human sexualities. Sex researchers and practitioners must be prepared to deal with these transformations in an informed and professional way, reflecting their own knowledge gaps, prejudices, and projections. Sex dolls and sex robots seem to be a particularly fruitful field of inquiry and professional development, as they often elicit very strong emotions that need to be recognized, worked through, and questioned with the help of clear conceptualizations, sound theories, and solid empirical evidence.

Methods

A scoping review is “a form of knowledge synthesis that addresses an exploratory research question aimed at mapping key concepts, types of evidence, and gaps in research related to a defined area or field by systematically searching, selecting and synthesizing existing knowledge” [28]. As the body of academic literature on sex dolls and sex robots has not yet been comprehensively reviewed and exhibits a broad and heterogeneous nature that is not amenable to a more precise systematic review, a scoping review is of particular use [29]. Our procedure follows current methodological guidelines for conducting systematic scoping reviews [29], particularly the PRISMA-ScR checklist [21,22].

Literature Search

To search for relevant academic publications on sex dolls and sex robots, the following 5 scientific literature databases covering different disciplines were used to ensure a multidisciplinary, multidatabase search strategy:

1. Scopus (largest academic literature database, approximately 57 million references, covering different disciplines, 1960-current),
2. Medical Literature Analysis and Retrieval System Online (MEDLINE; approximately 28 million references, focus on medicine, 1950-current),
3. PsycINFO (approximately 4 million references, focus on psychology, 1806-current),
4. Institute of Electrical and Electronics Engineers (IEEE) Xplore (approximately 4.5 million references, focus on technology, 1872-current), and

For sex dolls, the search terms “sex doll,” “sex dolls,” “doll sex,” “love doll,” “love dolls,” and “doll love” were used. For sex robots, the search terms “sex robot,” “sex robots,” “sexbot,” “sex bot,” “robot sex,” “love robot,” “love robots,” “lovebot,” “love bot,” and “robot love” were used. Search terms were applied to publication titles, abstracts, and keywords. Searches were limited to the English language, without publication date, publication type, or study type restrictions.

The search strategy was validated through the retrieval of a key set of relevant publications in Scopus, where 24 citations for sex dolls and 73 citations for sex robots were identified. The
Scopus search strategy was then translated to the other 4 databases and executed between August 6, 2019, and August 9, 2019 (Multimedia Appendix 1 shows the full documentation of the electronic search strategy). Bibliographic information for all search results was exported from the databases into the citation management software Citavi 5.7.1 (Swiss Academic Software GmbH).

**Literature Selection**

The literature selection included 3 steps: (1) the removal of duplicates among identified records; (2) the scanning of citations, titles, and abstracts for eligibility; and (3) the retrieval of full texts and assessment of eligibility. As we are reviewing an innovative emerging research field, we included all study and publication types from all available publication years. The only 2 exclusion criteria applied were lack of topical relevance (irrelevant were all publications that did not provide substantial knowledge about sex dolls or sex robots, that is, publications that only mentioned but did not investigate the topic or only referred to relevant publications) and nonaccessibility of published full text. We used the reference lists of all eligible full texts found through the databases to systematically search for further publications. Screening, assessing, and inclusion were performed in duplicate.

As can be seen in Figure 1, for sex dolls, we identified 16 eligible publications through the databases and 13 additional publications through their reference lists, resulting in 29 included sex doll publications (Figure 1).

The same procedure was used for sex robot publications, resulting in 98 included publications (Figure 2).

**Figure 1.** Flowchart of the scoping review procedure for literature identification and selection of sex dolls. ACM: Association for Computing Machinery. IEEE: Institute of Electrical and Electronics Engineers; MEDLINE: Medical Literature Analysis and Retrieval System Online.
Figure 2. Flowchart of the scoping review procedure for literature identification and selection of sex robots. ACM: Association for Computing Machinery; IEEE: Institute of Electrical and Electronics Engineers; MEDLINE: Medical Literature Analysis and Retrieval System Online.

Data Charting
During the data charting phase, all included publications were reviewed and charted using a data charting form that was pilot tested for all 29 included sex doll publications, discussed within the team, and revised 3 times. The final charting form has a sex doll and a sex robot version, each including 10 variables: (1) citation (author and year), (2) citation count (derived from Google Scholar), (3) publication type, (4) peer review, (5) academic discipline (derived from the first author’s academic position and/or education), (6) study type (derived from topic and methodology and used for grouping of sex doll/sex robot publications), (7) key findings regarding the study’s research question, (8) key findings—if applicable—regarding sex doll/robot design, (9) key findings—if applicable—regarding sex doll/robot use, and (10) key findings—if applicable—regarding sex doll/robot effects. Variables 1 to 7 were used to answer RQ1 in the overall state of the research, variable 8 addressed RQ2, variable 9 addressed RQ3, and variable 10 addressed RQ4. The data were charted in duplicate.

Synthesis and Reporting of Results
First, a numeric overview of the number, type, and distribution of included publications was created using 2 summary tables and a chart of the timeline of publication activity. Second, a narrative synthesis of the results of the previous studies was created, focusing particularly on their insights regarding design, use, and effects of sex dolls and sex robots. Third, to fully answer the RQs on “what is (not) known” about sex dolls and sex robots, the state of research was critically assessed for research gaps, and recommendations for future research were included. To avoid vagueness and to achieve maximum
usefulness, recommendations for future research with specific references to applicable theories, relevant methods, and related research fields were backed up. All steps of data synthesis and reporting were discussed within the team and performed in duplicate.

Results

State of Research on Sex Dolls

To summarize the state of research on sex dolls, we first map the number and type of publications and then report their main results regarding the design, use, and effects of sex dolls before coming to the research gaps and recommendations on how to fill them.

Amount and Type of Research on Sex Dolls

During the scoping review literature identification process, we included 29 academic publications on sex dolls (Figure 1). This body of literature consists of 5 distinct groups of studies according to both their topics and methodologies, which are closely linked (Table 1).

The body of academic literature contains 2 published monographs that exclusively focus on sex dolls [33,43]. Approximately 50% (17/29) of the included sex doll publications were peer reviewed. The Google Scholar citation count reveals a range from 0 to 46 citations; the most cited publication was the monograph *The Sex Doll: A History* by Anthony Ferguson [33]. It is noteworthy that all of the most cited publications within each of the 5 groups of sex doll publications were not peer reviewed. Regarding the timeline, the oldest sex doll publication identified in the databases and included in our review is a 1993 clinical case study from medicine [50] that deals with the shared use of an inflatable sex doll. However, this is an outlier, with >85% (25/29) of the sex doll publications having been published within the past 10 years (2010-2019; Figure 3).
Table 1. Amount and type of research on sex dolls (N=29 included academic publications, based on literature search in August 2019).

<table>
<thead>
<tr>
<th>Reference</th>
<th>Citation count(^a)</th>
<th>Peer review</th>
<th>Academic discipline</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex doll conceptualization and theory (n=11)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blizzard (2018) [31]</td>
<td>0</td>
<td></td>
<td>Science and technology studies</td>
</tr>
<tr>
<td>Cassidy (2016) [32]</td>
<td>5</td>
<td>✓</td>
<td>English</td>
</tr>
<tr>
<td>Ferguson (2010) [33]</td>
<td>46</td>
<td></td>
<td>Unknown</td>
</tr>
<tr>
<td>Kim (2012) [34]</td>
<td>5</td>
<td>✓</td>
<td>Women’s and gender studies</td>
</tr>
<tr>
<td>Nast (2017) [35]</td>
<td>7</td>
<td>✓</td>
<td>International studies</td>
</tr>
<tr>
<td>Ray (2016) [36]</td>
<td>3</td>
<td></td>
<td>English</td>
</tr>
<tr>
<td>Wong (2015) [37]</td>
<td>0</td>
<td></td>
<td>Sociology</td>
</tr>
<tr>
<td><strong>Sex doll representations in art and media (n=7)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Burr-Miller and Aoki (2013) [38]</td>
<td>7</td>
<td>✓</td>
<td>Communication and media studies</td>
</tr>
<tr>
<td>Connor (2015) [39]</td>
<td>2</td>
<td>✓</td>
<td>English</td>
</tr>
<tr>
<td>Getsy (2013) [40]</td>
<td>6</td>
<td>✓</td>
<td>Art history</td>
</tr>
<tr>
<td>Koné (2016) [41]</td>
<td>0</td>
<td></td>
<td>German</td>
</tr>
<tr>
<td>Roos (2005) [42]</td>
<td>9</td>
<td>✓</td>
<td>English</td>
</tr>
<tr>
<td>Smith (2013) [43]</td>
<td>21</td>
<td></td>
<td>Visual arts</td>
</tr>
<tr>
<td>Weisel-Barth (2009) [44]</td>
<td>1</td>
<td>✓</td>
<td>Psychoanalysis</td>
</tr>
<tr>
<td><strong>Empirical studies on sex doll use and effects (n=5)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knox et al. (2017) [46]</td>
<td>3</td>
<td>✓</td>
<td>Sociology</td>
</tr>
<tr>
<td>Langcaster-James and Bentley (2018) [47]</td>
<td>1</td>
<td>✓</td>
<td>Anthropology</td>
</tr>
<tr>
<td>Su et al (2019) [48]</td>
<td>0</td>
<td>✓</td>
<td>Human-computer interaction</td>
</tr>
<tr>
<td>Valverde (2012) [49]</td>
<td>15</td>
<td></td>
<td>Psychology</td>
</tr>
<tr>
<td><strong>Clinical case studies on sex doll use and effects (n=3)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kleist and Moi (1993) [50]</td>
<td>18</td>
<td></td>
<td>Medicine</td>
</tr>
<tr>
<td>Knafo (2015) [16]</td>
<td>3</td>
<td>✓</td>
<td>Clinical psychology/psychoanalysis</td>
</tr>
<tr>
<td>Knafo and Lo Bosco (2017) [51]</td>
<td>12</td>
<td></td>
<td>Clinical psychology/psychoanalysis</td>
</tr>
<tr>
<td><strong>Legal regulation of child sex dolls (n=3)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brown and Shelling (2019) [19]</td>
<td>0</td>
<td>✓</td>
<td>Criminology</td>
</tr>
<tr>
<td>Chatterjee (2019) [52]</td>
<td>0</td>
<td>✓</td>
<td>Criminology and law</td>
</tr>
<tr>
<td>Maras and Shapiro (2017) [20]</td>
<td>7</td>
<td></td>
<td>Criminology and law</td>
</tr>
</tbody>
</table>

\(^a\)Citation count according to Google Scholar in August 2019.

\(^b\)Google Scholar did not list the reference.
Research Findings on Sex Dolls

We have summarized the main findings of previous sex doll research separately for the 5 groups of sex doll publications (Table 1).

Sex Doll Conceptualization and Theory

The largest group of sex doll publications (11/29, 38%) consists of theoretical studies that aim to conceptualize the human–sex doll relationship. Half of them (6/11) promoted a critical feminist conceptualization of the female sex doll as an expression and affirmation of patriarchal gender power relations and women’s sexual objectification by men (ie, by male sex doll producers, owners, users, and observers). The publications deal with the production and use of female sex dolls in Western [30,32,33,36] and Asian (HJ Nast, unpublished data, 2019) [35] countries and sometimes discuss gender issues of female sex doll use in relation to economic, cultural, and racial issues as well as in relation to recent crises of masculinity. Their overall assessment of female sex dolls and their effects is very negative. A typical example of the critical feminist conceptualization of female sex dolls is as follows [33]:

The female sex doll is man’s ultimate sexually idealized woman. It is never more than the sum of its fully functional parts. A woman rendered harmless, it is immobile, compliant, and perhaps most importantly, silent. What the user of the sex doll seeks is the negation of change and the comfort of always retaining control of the relationship.

The other half of the theoretical papers (5/11) conceptualize human–sex doll relations, mainly in a positive way [11,14,31,34,37]. These papers do not limit their focus to female dolls or (supposedly heterosexual, sexist, and misogynist) male doll users only, but they address the already observable and potentially growing diversity of both dolls and doll users (eg, including women, queers, older people, and people with disabilities). Furthermore, they reject the 2 key assumptions of the critical feminist conceptualizations that dolls are inanimate objects for mere (and questionable forms of) male sexual gratification (eg, acting out sexual fantasies of subjugation and violence against women) and that they are surrogates for real women. Instead, dolls are conceptualized as new types of social actors, neither inanimate objects nor surrogate humans but as posthuman partners or as interanimated beings [31,34,37].

What dolls are and what human-doll relationships mean is, therefore, not predefined by attributes of the doll, but is the result of the connections between the human beings and the doll beings. It is up to the users if they abuse or take care of their dolls if they act out hatred or love. The anthropomorphic, anatomically correct full-body doll in this context might appear passive. The papers, however, argue that in its passivity lies agency and even power [34]: The doll being, although vulnerable to abuse just as the human being, is easily able to elicit attention, care, love, and long-term relationships. The conceptualization of dolls as interanimated beings covers rather than denies situations of doll objectification and abuse. However, it also covers situations of doll appreciation, care, and love. Most importantly, such a conceptualization covers complex situations of mixed and ambivalent connections between dolls and their users.

Sex Doll Representations in Art and Media

The second largest group of sex doll publications (7 out of 29; Table 1) analyzes sex doll representations in art and media. Several studies explain that men creating idealized and sexualized female statues, mannequins, or dolls is a common
tropes in the history of art and culture that can be understood as an expression of patriarchal gender relations, objectification, and fetishization of women [39,42,43]. One notorious example is Ovid’s poem about the sculpturer and ancient Greek mythical king of Cyprus, Pygmalion. Mythical Pygmalion, appalled by female sexual permissiveness, turned away from real women and created an ivory sculpture of his ideal woman. He physically loved the sculpture, and it later came to life.

A very famous example from modern cultural history is the Austrian artist Oskar Kokoschka, who in 1919 commissioned an anatomically correct sex doll in the likeness of his former lover Alma Mahler after she had ended both the relationship with him and her pregnancy. The Alma Mahler doll is an example of a portrait sex doll produced without the consent of the person portrayed. Kokoschka lived with the Alma Mahler doll, hired a maid for her, brought her to public spaces like the opera, and created numerous drawings and paintings of her before he destroyed the doll [42,53]. Kokoschka’s strange and scandalous actions were often dismissed as a private matter of grief, trauma, or insanity. However, they can also be read as an expression of male entitlement and an attempt to exercise revenge by publicly shaming Alma Mahler. Last but not least, according to the literature, there is also good reason to consider this case as some sort of performance art [42]. Within the sex doll literature, the Alma Mahler portrait sex doll is addressed the most in papers interested in sex doll representations in art and media (4 out of 7) [39,41-43] but is also mentioned in theoretical [33,37], empirical [49], and case study [16,51] sex doll publications.

Although the feminist critique of sex dolls plays a role, most publications in this group provide more complex interpretations. They point to the fact that in creating sexualized female dolls, male artists deal with more than gender relations, also dealing, for example, with their own fear of death [39] or with their own object status [42]. Furthermore, some authors in their cultural analyses point to sex doll–related artwork that reveals additional and potentially emancipatory dimensions of sex doll use. An artist in the United States, Amber Hawk Swanson, who identifies as a lesbian commissioned a RealDoll sex doll in her own likeness from Abyss Creations, married her, and lived and collaborated with her in video and performance artwork. Amber Swanson’s Amber Doll Project (2006-2011) triggered and disrupted the audience’s clichéd (heterosexual) fantasies about lesbian desire, twin sexuality, and the role of females as sexual objects [40].

Another cultural analysis stresses the 2 main functions of dolls: they are made to be looked at and to be played with [41]. Although a feminist critique often assumes a rigid misogynist meaning and use of female sex dolls, art projects demonstrate more complex, creative games to be played with dolls. An artist in the United States Laurie Simmons brought back a female sex doll from Japan and created a series of photographs of her. The Love Doll (2009-2011) project goes beyond affirmation and deconstruction of sexual objectification as the female artist casts a loving, maternal gaze on her doll, thus inventing “a novel game to play with the doll” [41].

The last 2 publications deal with the representation of sex dolls in movies and television. The first one, the US movie Lars and the Real Girl (2007), is interpreted from a psychoanalytic perspective as an “inspiring tale of healing” [44]. The movie tells the story of the withdrawal single 28-year old Lars who starts living with sex doll Bianca to end his loneliness. His family and the whole town play along by treating the doll as his legitimate partner and welcoming her as a new community member. This magically transforms everyone for the better. Ultimately, Lars can let go of the doll and turns toward a real woman. The movie deals with the contested topic of men’s relations with sex dolls in a very empathetic and romantic way. Interestingly, fictional Lars never has sex with his doll because Bianca is very religious, and thus, premarital sex is unthinkable. Tellingly, the acceptance of the Bianca doll by both the fictional community in which Lars lived and by the mainstream cinema audience required her to be a sexually abstinent sex doll [44].

The British Broadcasting Corporation (BBC) documentary Guys and Dolls (2007) portrays 4 men (Davevac, Everard, Gordon, and Mike) living with their female sex dolls. As media analysis reveals [38], the documentary explains the doll owners’ unusual lifestyle as a result of their heteronormative shortcomings. The heterosexual men were not able to create relationships with real women and hence settled with dolls. However, a queer reading of the documentary is also possible, as the lifestyle of a doll lover allows men to express their sexualities differently. In the context of doll care, a variety of feminine connotated sensual activities are legitimized and carried out (eg, washing, drying, powdering, dressing, and putting make-up on the doll). Thus, the documentary unintentionally illustrates that the doll owner identity can also be read as a queer sexual identity [38].

**Empirical Studies on Sex Doll Use and Effects**

The third group of sex doll publications (5 out of 29; Table 1) contains empirical studies on sex doll use based on potential future or on current doll users’ subjective accounts. We could not find empirical papers dealing with the prevalence of sex doll use. As reported in one of the above-cited theoretical papers [11], in a national web-based survey conducted in 2016 in Germany (N=2000; 50% female, 18-69 years), the lifetime prevalence of sex doll use was 9% for men and 2% for women. A web-based survey of 345 (81% female) undergraduate students in sexuality courses at a university in the United States revealed that 8% of the respondents would use a sex doll and 17% could understand a sex doll user [46]. The authors interpret the result as an indicator of the widespread stigmatization of sex doll use as opposed to the widespread acceptance of sex toy use.

To survey doll owners on their first-hand, long-term experiences with sex dolls, some researchers successfully turned to sex doll owner online community forums for recruitment. A psychological survey with 52 doll owners (6 female) of an English language international online doll owner forum showed that respondents used their dolls for solo and partnered sexual activities and evaluated the sexual experiences with their dolls as enjoyable [49]. Contrary to common belief, the surveyed doll owners (mean age, 43 years) did not show below-average mental health or life satisfaction on standardized scales; however, they...
reported possibly above-average problems with sexual functioning. Human-doll relationships are not always monogamous. A considerable number of surveyed male doll owners were in a relationship with a human partner (21%) and/or had more than one doll (39%). The author calls for more research on the psychologically adaptive and maladaptive uses of sex dolls.

An anthropological survey with 83 members (3 female, 2 gender fluid, 2 trans, and 1 other gender) of 2 English language international online sex doll forums revealed that most respondents characterize the relationship with their doll as a sexual relationship (50/83, 77%). At the same time, many respondents also describe their relationship with the doll as “companionship” (47/83, 57%) and as a “loving relationship” (39/83, 47%). The researchers conclude that so-called sex dolls not only provide sexual gratification but also serve as multifunctional dolls (they suggest the label allidolls) that can provide posthuman kinship and alleviation of loneliness.

Instead of using survey methodology, 2 other studies chose a nonreactive approach and collected sex doll owners’ publicly available web-based content. One study qualitatively analyzed 68 customer testimonials (4 written by females) published between 2006 and 2016 on the website of the RealDoll manufacturer Abyss Creations [45]. The researchers found that dolls foster the commodification of female bodies because (1) the manufacturer offers many options for customization that are in line with stereotypical beauty standards, and consequently, (2) the users write a lot and in great detail about their preferences regarding the bodily appearance of their female dolls. Apart from the physical beauty of the doll, emotional closeness to the doll also plays an important role in doll owners’ testimonials. They write extensively about the comforting effect of the doll’s mere presence [45]:

*My doll arrived four days ago and my home has a new, warm feeling to it.*

They also stress how much they enjoy taking care of the doll (doll maintenance includes regular washing, drying, powdering, and dressing) and, thus, feeling needed [45]:

*She’s coming to life for me, I want to take care for [sic] her all the time. Yes, my life has become much fuller.*

The authors’ assessment of men’s attachments to sex dolls is ambivalent—concern about objectification of women’s bodies is mixed with acknowledgment of the creation of supportive emotional intimacy.

The same main result is reported by a qualitative content analysis of 316 discussion threads with 7775 posts from the Abyss Creations RealDoll online forum [48]. Sex doll owners create embodied intimate fictions with the dolls. They often praise their idealized bodily attributes and supernatural feminine beauty. However, they do not reduce the dolls to mere sex toys but create rich narratives (in both text and photographs) about their dolls’ personalities, backstories, and experiences, integrating domestic life, outdoor trips, and sexual encounters. Furthermore, the lively discussions in the online forum illustrate that doll owners not only bond with their dolls but also with other members of the doll owner community. As hobbyists, not unlike pet owners, they share tips and tricks around doll purchase, doll care, and doll photography.

**Clinical Case Studies on Sex Doll Use and Effects**

The fourth group of sex doll publications involves 3 clinical case studies, 2 from psychology, and 1 from medicine (3 out of 29; Table 1). The clinical-psychological case study of psychoanalyst Danielle Knafo [16] deals with a 48-year-old psychotherapy patient Jack, an actuary by profession. He had suffered a problematic childhood with a derogatory mother, and his 2 marriages had failed. Deeply hurt by the most important women in his life and inspired by an online forum, he had bought RealDoll Maya for over US $10,000. Reluctantly, he shares with his psychoanalyst that Maya has now been his girlfriend for 2 years and that she is “beautiful” and “super in bed”. He adds how much he enjoys her company, how harmonious their relationship is (“we never fight”), and that he thinks he might be in love with her. However, he is also conflicted about his unusual lifestyle and therefore seeks therapeutic help. The feminist identified psychoanalyst reports how she was initially repulsed at the idea of a man choosing a sexist object as his girlfriend [16]. However, her “own perversity kicked in” along with a kind of “voyeurist curiosity,” as she describes it [16]. She manages not to judge Jack but to understand him. She concludes that RealDoll Maya is more than a “perversion” and that she is an “invention” and a “lifesaver for Jack” [16]. During psychoanalysis with an accepting female therapist, Jack gains enough self-confidence and optimism to retire Maya and return to relationships with real women. In this case study, the sex/love doll served as a soothing and healing transitional object in the sense of Donald Winnicott’s [54] theory of transitional objects.

The second case study from the sex doll literature comes again from Danielle Knafo [51] and is based on 7 hours of personal interviews that she led with Davecat, a 42-year-old African American self-proclaimed doll lover in his Michigan home. Davecat has lived with RealDoll Sidore Karoneko (nickname Shi-chan) since 1998 and regards her as his wife. They wear matching wedding rings inscribed with the words “Synthetic love lasts forever” [51]. In 2012, Davecat ordered a second doll, this time from the Russian manufacturer Anatomical Dolls and named her Elena Vostrikova (nickname Lenka). Elena has the status of a “mistress, plaything and companion” for both Davecat and his bisexual synthetic wife Sidore. Elena is built lighter with looser joints. “Elena is more built for sex whereas Sidore is built for love” as Davecat puts it [51]. Muriel Noonan (nickname Mew-Mew), his third doll, is made of wood, leather, Lycra skin, and cotton batting. She is least used for sex and mostly serves as a flatmate. Davecat has given all of his dolls complex backstories and personalities and lives with them in what he describes as a harmonious polyamorous family to which, at the time of the interview, he plans to add 2 more dolls in the future. Davecat explains how he experiences sex with a doll (for him a “synthetik [sic] partner”) in comparison to sex with a human (for him an “organik [sic] partner”) [51]:

*Dolls overall are simultaneously robustly made and fragile. They’re ostensibly made for sex, but they’re...*
also sculpture pieces. With an organik partner, obviously you can be a bit rougher, but I take care to be gentle with Shi-can and Lenka when we’re in bed. Another remarkable difference between organik and synthetik women is that when you’re inside a doll’s vagina or anus, there’s a vacuum effect that’s pretty... breathtaking. I’d say sex flows a little better with an organik, as she’s able to move herself, whereas changing positions with a doll requires you to pause and rearrange everything. Overall, though, personally, I’d rate sex with a synthetik woman to be as good, if not better, than with an organik woman. Mainly as a doll’s artificiality is a huge draw with me....

The psychoanalyst characterizes Davecat as a man who has been struggling all his life with intimacy issues and has found dolls as a viable alternative to having a human partner. At the same time, she acknowledges that Davecat feels sexually and emotionally attracted to the artificial aspects of dolls [51]. He self-identifies as an idollator, a doll lover who prefers dolls to humans. This identity is so meaningful to Davecat that he serves as an activist and spokesperson for the doll lover community. He has participated in numerous press interviews, photoshoots, and television documentaries (eg, the earlier mentioned BBC documentary Guys and Dolls). The psychoanalyst, dissecting Davecat’s biography, neither stigmatizes nor pathologizes him. Although she assumes that his unconventional lifestyle is rooted in anxieties and conflicts [51], in her evaluation, it appears to be a viable solution. After all, Davecat is not harming anybody, is able to work, well-integrated socially, and satisfied with his life.

The third and last case study is a medical one. It proves that the shared use of an inflatable sex doll can lead to the transmission of a sexually transmitted disease (ie, gonorrhea) if the doll is not cleaned or no protection is used [50]. In this case, a male sailor had found the sex doll of a colleague on board by chance and used it secretly.

Legal Regulation of Child Sex Dolls

The fifth and final group of sex doll publications covers 3 publications on child sex dolls (3 out of 29; Table 1). All 3 call unanimously for a legal ban and explore the implementation of such a ban in different legal systems, namely, in Australia [19], the United Kingdom [52], and the United States [20]. They reject the idea of possible therapeutic value and stress that the production, marketing, and use of child sex dolls would normalize and foster child sexual abuse. The publications point to different harmful uses of child sex dolls (eg, the use of child sex dolls during grooming or during the abuse of children or the exploitation of individual children by producing portrait sex dolls in their likeness). The most important reason given for banning child sex dolls is the assumption that acting out child sexual abuse with a doll would rehearse, train, and trigger real child sexual abuse. Abstract child sex dolls are compared with computer-generated or so-called fantasy child pornography [52]. In both cases, no children are directly harmed in the process of production, but the dissemination and marketing of two-dimensional or three-dimensional depictions of sexualized children is still considered harmful and exploitative and should therefore be criminalized according to all three studies.

Research Gaps in Sex Dolls

There is a considerable discrepancy between the great media interest in the topic of sex dolls and sex robots mentioned in the introduction and the limited amount of scientific knowledge. Overall, the interdisciplinary field of sex doll research is fairly small (RQ1). Empirical and clinical studies on doll use, in particular, are scarce (5 peer-reviewed papers in total) and often have limited generalizability due to small convenience samples or single case studies. Accordingly, it is not surprising that many research gaps exist.

Research Gaps in Sex Doll Design

Regarding sex doll design (RQ2), many publications agree that the sexualized and idealized looks of female sex dolls pose a problem in terms of further sexual objectification of women within a patriarchal consumer culture already saturated with unrealistic beauty standards for women’s bodies. However, previous research falls short on conceptualizing the sexual fantasy dimension of sex dolls. Understanding dolls as embodied sexual fantasies, it is neither surprising nor questionable that dolls do not mirror reality as it is, or as it ethically ideally should be, but unapologetically express unrealistic, exaggerated, clichéd, and thus exciting and satisfying fantasies. Research on sexual fantasies has revealed that humans of all genders are usually not particularly turned on by morality or normality but often by the direct opposite [55,56]. What technological change brings about is ample new possibilities to express and materialize sexual fantasies formerly enjoyed purely privately so that they now become readable, audible, visible, and—with dolls and robots—even tangible in the public realm.

Although a sex-positive perspective usually acknowledges the value of fantasy, creativity, play, provocation, and pleasure, a critical perspective usually warns against the expression and dissemination of fantasies whose content is not in line with the ethical standards applied to real life. Obviously, child sex dolls are regarded as a hard limit in the academic sex doll literature. However, for other types of fantasies that dolls can and could embody, there is no consensus and not even a rational debate.

If the breast size of female sex dolls poses a problem (many authors complain about the female dolls’ pornographic looks), what range of breast sizes would be ethically correct and/or harmless enough regarding the prevailing beauty norms for female bodies? Do we need size norms for ethical dildos and vibrators as well? Questions like these are both banal and profound at the same time: meaningful critical evaluations of sex doll design should go beyond the trivial observation that sex dolls look like sexual clichés because that is exactly the point of sexual fantasy products. Young-looking sex dolls and related products like full-body cushions depicting sexualized young women (so-called dakimura) are often criticized, but, in Japan, for example, their main target group is young men and adolescent boys [35]. Is it inappropriate that they desire same-age dolls? Do we want older-looking dolls to be marketed to them? Racial issues are also very confusing. Regarding racial prejudices and privileges, one might problematize that in Japan,
for example, exclusively Japanese-looking sex dolls that emphasize skin whiteness are marketed [35], whereas one may also problematize the marketing of Japanese-looking sex dolls to non-Japanese customers. Is there any way to criticize (and improve) sexual fantasy product designs and marketing strategies that take into consideration both the concern about social inequalities and vulnerabilities and the concern for sexual rights and freedom of sexual fantasy and expression?

The same issues have been discussed for decades regarding pornography [57]. Although some authors still claim that all pornography is inherently inhumane and sexist, just as some authors and activists claim that all sex dolls are inherently inhumane and sexist, other authors and activists accept that sexual explicitness and lack of realism are necessary ingredients of sexual fantasy products. However, they push for a greater variety of fantasies to be represented in the products. This is why female-friendly, couple-friendly, feminist, and queer pornographies have been produced and investigated since the 1980s [58]. The sex doll market could also be diversified. Exploring directions for diverse sex doll designs and their implications could be a task for future research. Design studies could bring together sex researchers, current and future customers with different gender and sexual identities and lifestyles (including older people and people with disabilities), sexual health experts, designers, and/or industry representatives. Collaborations with the sex doll industry promise new insights and, against common belief, do not imply the abandonment of critical analysis. Instead, critical analysis is often much sharper and more to the point if researchers are closely familiar with the research subject and its context instead of only looking at it from a distance.

Research Gaps in Sex Doll Use

Although pornography use has become mainstream among men and women, it is unclear how large the sex doll user population is and whether it will grow or stay a niche market. Systematic analyses of market data and representative surveys of national populations regarding the prevalence and acceptance of sex doll use are widely lacking. In China, for example, due to the former one-child policy, there is a demographic surplus of millions of men—will they become a target group for sex dolls (HJ Nast, unpublished data, 2019)? With aging societies and a persistent gender gap in life expectancy, we will see a surplus of millions of widows and single older females in developed countries—perhaps another target group for sex dolls and further innovative sexual technologies.

Previous studies on sex doll owners’ experiences have demonstrated that men create complex, multi-dimensional relationships with their dolls that include, but are not limited to, the search for sexual gratification. To further explore the psychology and sexuality of doll play and human-doll relationships, theories, methods, and results from related research fields should be considered.

Although sex doll conceptualization struggles with the passivity and object status of dolls and the one-sidedness of human-doll relationships, in the field of media research, the concept of one-sided “parasocial relationships” between humans and media figures has been well developed for more than half a century [59]. It is also established that parasocial interactions and relationships are linked to well-being [60]. Romantic and erotic relationships between humans and media figures are common (eg, adolescent girls falling in love with members of boy groups from the music industry) and psychologically meaningful and helpful [61]. Established measures for parasocial interactions and relationships between humans and media personas could be adapted to investigate human–sex doll interactions and relationships.

Surprisingly, research on men’s play with female sex dolls has widely ignored the research on children’s play with childlike dolls and research on women’s play with babylke dolls. Children love, kiss, cuddle, talk to, and sleep with their dolls, and sometimes, they poke their dolls’ eyes, cut their hair without consent, or open their stomachs during questionable operations [62-64]. However, nobody assumes that children’s use of childlike dolls makes them antisocial or encourages them to treat other children like objects. The same holds true for the female adult doll owner community that uses realistic baby dolls (so-called Reborn Dolls). Here, women use doll play to express sexuality-related fantasies of procreation and motherhood without being accused of antisocial inclinations or objectification of babies, although their behavior is criticized and scandalized in the media [51,65]. Last but not least, research on sex doll use could learn from research on so-called doll therapy [66]. Doll therapy addresses dementia patients and encourages holding, kissing, cuddling, talking to, feeding, or dressing an anthropomorphic doll because interactions and relationships with dolls provide comfort, control, and peace as well as feelings of pride, purpose, and bonding that can alleviate agitation and other symptoms [66]. Such soothing and healing effects of dolls have also been reported by sex doll owners. Theoretical elaboration is needed to link and/or differentiate the various user groups and uses of different types of dolls. Why is men’s play with sex dolls so outstanding in its assumed connections with antisocial tendencies and an unhealthy confusion of play and reality? Are male gender and sexual fantasy dolls such a dangerous coupling and/or are we dealing with sex-negative and gendered projections?

The previous literature points to different types of sex doll owners like the passionate, possibly paraphilic, lifelong iDollator; the misogynist doll owner, the possibly sadistic doll owner striving for complete dominance; the pedophilic doll owner; the transient doll user working through hurt and heartbeat or through teenage angst; the unattactive, old, or disabled user with very limited prospects of success in the real partner market; the doll photographer and hobbyist; or the sexually experimental female user and couple. However, a definitive typology is missing. According to the literature, approximately 20% of the sex doll owner community are couples and females [67], and thus far, we do not know much about them.

Research Gaps in Sex Doll Effects

Sex doll effects of both long-term and short-term sex doll use are under-researched. Long-term domestic use by doll owners has only been explored with small convenience samples and mostly without the use of established and validated measures.
for predictors and outcomes of sex doll use, for example, measures of sexual and mental health, personality, sociability, sexism, doll-related paraphilias (eg, objectophilia and doll fetishism), and new sexual identities (eg, digisexuality) [68]. Short-term commercial uses of sex dolls and their effects are completely unexplored. Interviews with customers of sex doll brothels and expert interviews with sex doll brothel staff could be helpful. The therapeutic uses and effects of sex dolls have also been under-researched. More clinical case studies are necessary.

What is special about sex dolls as sexual fantasy products is their materiality: they are embodied sexual fantasies, and their use demands specific sexual skills—fantasy skills to enrich the parasocial interaction and practical skills in positioning and moving the heavy doll to create an enjoyable and satisfying sexual experience. Thus far, no observational or experimental studies of social or sexual interactions between humans and sex dolls and their outcomes have been conducted.

**State of Research on Sex Robots**

We have summarized the state of research on sex robots by mapping the number and type of publications, reporting their main results and indicating the research gaps.

**Amount and Type of Research on Sex Robots**

During the scoping review literature identification process, we included 98 academic publications on sex robots (Figure 2). This body of literature consists of 6 distinct groups of publications according to both their topics and their methodologies (Table 2). The groups of sex robot publications are similar to those of sex doll publications, the main difference being unavailability of clinical case studies for sex robot, but the availability of many ethical studies and some design studies. The largest group of sex robot publications (40/98, 41%) deals with sex robot conceptualization and theory, written by authors from social and life sciences, humanities, philosophy, and engineering. The second largest group of publications (28/98, 29%) addresses the ethics of sex robots and is mainly rooted in philosophy. The third group of publications contains empirical studies on sex robot use and effects (12/98, 12%), mainly from the fields of psychology and human-computer interaction. The fourth group of publications addresses sex robot representations in art and media (8/98, 8%), the fifth group of publications looks at child sex robots and their legal regulation (6/98, 6%), and the sixth and final group of publications involves sex robot design studies (4/98, 4%).

The body of academic literature contains 3 published monographs focusing exclusively on sex robots [1,69,70]. Approximately one-third of the included sex robot publications are peer reviewed (32 out of 98). Many sex robot publications are papers from the international conference series LSR (Love and Sex with Robots), initiated by David Levy (LSR1 2014 in Funchal, Portugal; LSR2 2016 in London, United Kingdom; LSR3 2017 in London, United Kingdom; and LSR4 2019 in Brussels, Belgium). The Google Scholar citation count reveals a range from 0 to more than 500 citations, the latter for David Levy’s [1] seminal book *Love and Sex with Robots*. Heavily cited sex robot publications are often not peer reviewed. Regarding the timeline, the oldest sex robot publication identified in the databases and included in our review is a 1997 comment of a sociologist on the impact of future sex robots [71] that raises questions still discussed today. However, it is an outlier, with approximately 85% (83/98) of the sex robot publications having been published in the last 5 years (2015-2019; Figure 3).
Table 2. Amount and type of research on sex robots (N=98 included academic publications, based on literature search in August 2019).

<table>
<thead>
<tr>
<th>Reference</th>
<th>Citation count</th>
<th>Peer review</th>
<th>Academic discipline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adshade (2017) [72]</td>
<td>0</td>
<td></td>
<td>Economics</td>
</tr>
<tr>
<td>Barber (2017) [73]</td>
<td>2</td>
<td></td>
<td>Creative arts, film, and media</td>
</tr>
<tr>
<td>Boluč (2017) [74]</td>
<td>3</td>
<td></td>
<td>Philosophy</td>
</tr>
<tr>
<td>Carpenter (2017) [75]</td>
<td>2</td>
<td></td>
<td>Human-technology interaction</td>
</tr>
<tr>
<td>Cheok et al (2017) [26]</td>
<td>3</td>
<td></td>
<td>Pervasive computing</td>
</tr>
<tr>
<td>Cox-George and Bewley (2018) [17]</td>
<td>6</td>
<td></td>
<td>Medicine</td>
</tr>
<tr>
<td>Cranney-Francis (2016) [76]</td>
<td>1</td>
<td>✓</td>
<td>Gender studies</td>
</tr>
<tr>
<td>Danaher (2017) [77]</td>
<td>4</td>
<td></td>
<td>Ethics and law</td>
</tr>
<tr>
<td>Danaher (2017) [78]</td>
<td>3</td>
<td></td>
<td>Ethics and law</td>
</tr>
<tr>
<td>Danaher et al (2017) [79]</td>
<td>8</td>
<td></td>
<td>Ethics and law</td>
</tr>
<tr>
<td>Devlin (2015) [80]</td>
<td>13</td>
<td></td>
<td>Computer science</td>
</tr>
<tr>
<td>Devlin (2018) [69]</td>
<td>7</td>
<td></td>
<td>Computer science</td>
</tr>
<tr>
<td>Eggleton (2019) [81]</td>
<td>1</td>
<td></td>
<td>Medicine</td>
</tr>
<tr>
<td>Evans (2010) [82]</td>
<td>10</td>
<td></td>
<td>Robotics</td>
</tr>
<tr>
<td>Facchin et al (2017) [83]</td>
<td>6</td>
<td></td>
<td>Clinical psychology</td>
</tr>
<tr>
<td>Goldfeder and Razin (2015) [84]</td>
<td>7</td>
<td>✓</td>
<td>Law and religion</td>
</tr>
<tr>
<td>Gutiu (2016) [85]</td>
<td>7</td>
<td></td>
<td>Law</td>
</tr>
<tr>
<td>Hall (2017) [86]</td>
<td>2</td>
<td></td>
<td>Computer science</td>
</tr>
<tr>
<td>Hauskeller (2017) [87]</td>
<td>1</td>
<td></td>
<td>Philosophy</td>
</tr>
<tr>
<td>Herzfeld (2017) [88]</td>
<td>1</td>
<td></td>
<td>Science and religion</td>
</tr>
<tr>
<td>Klein and Lin (2018) [89]</td>
<td>1</td>
<td></td>
<td>Technology ethics</td>
</tr>
<tr>
<td>Kolivand et al (2018) [90]</td>
<td>1</td>
<td></td>
<td>Computer science</td>
</tr>
<tr>
<td>Lee (2017) [70]</td>
<td>11</td>
<td></td>
<td>Media studies</td>
</tr>
<tr>
<td>Levy (2017) [91]</td>
<td>5</td>
<td></td>
<td>Artificial intelligence</td>
</tr>
<tr>
<td>McArthur and Twist (2017) [68]</td>
<td>11</td>
<td>✓</td>
<td>Philosophy</td>
</tr>
<tr>
<td>Migotti and Wyatt (2017) [92]</td>
<td>0</td>
<td></td>
<td>Philosophy</td>
</tr>
<tr>
<td>Musial (2019) [93]</td>
<td>0</td>
<td></td>
<td>Philosophy</td>
</tr>
<tr>
<td>Nyholm and Frank (2017) [94]</td>
<td>8</td>
<td></td>
<td>Philosophy</td>
</tr>
<tr>
<td>Richardson (2016) [13]</td>
<td>77</td>
<td>✓</td>
<td>Social anthropology</td>
</tr>
<tr>
<td>Rouss (2018) [95]</td>
<td>1</td>
<td></td>
<td>Cognitive science</td>
</tr>
<tr>
<td>Rouss (2018) [96]</td>
<td>0</td>
<td>✓</td>
<td>Cognitive science</td>
</tr>
<tr>
<td>Sharkey et al (2017) [97]</td>
<td>35</td>
<td></td>
<td>Computer science</td>
</tr>
<tr>
<td>Snell (1997) [71]</td>
<td>9</td>
<td></td>
<td>Sociology</td>
</tr>
<tr>
<td>Søraa (2017) [98]</td>
<td>9</td>
<td>✓</td>
<td>Interdisciplinary studies of culture</td>
</tr>
<tr>
<td>Wennerscheid (2018) [99]</td>
<td>0</td>
<td></td>
<td>Literary studies</td>
</tr>
<tr>
<td>Yeoman and Mars (2012) [15]</td>
<td>89</td>
<td>✓</td>
<td>Tourism management</td>
</tr>
</tbody>
</table>

**Ethics of sex robots (n=28)**

https://www.jmir.org/2020/7/e18551
<table>
<thead>
<tr>
<th>Reference</th>
<th>Citation count</th>
<th>Peer review</th>
<th>Academic discipline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amuda and Tijani (2012) [100]</td>
<td>14</td>
<td>✓</td>
<td>Law and theology</td>
</tr>
<tr>
<td>Bendel (2017) [102]</td>
<td>9</td>
<td></td>
<td>Technical philosophy</td>
</tr>
<tr>
<td>Beschorner and Krause (2018) [103]</td>
<td>1</td>
<td></td>
<td>Business ethics</td>
</tr>
<tr>
<td>Carvalho Nascimento et al (2018) [104]</td>
<td>0</td>
<td>✓</td>
<td>Bioethics</td>
</tr>
<tr>
<td>Coeckelbergh (2009) [105]</td>
<td>62</td>
<td>✓</td>
<td>Philosophy of media and technology</td>
</tr>
<tr>
<td>Di Nucci (2016) [106]</td>
<td>3</td>
<td></td>
<td>Ethics</td>
</tr>
<tr>
<td>Di Nucci (2017) [107]</td>
<td>3</td>
<td></td>
<td>Ethics</td>
</tr>
<tr>
<td>Frank and Nyholm (2017) [108]</td>
<td>13</td>
<td>✓</td>
<td>Philosophy and ethics</td>
</tr>
<tr>
<td>Goldstein (2017) [109]</td>
<td>0</td>
<td></td>
<td>Political science</td>
</tr>
<tr>
<td>González-González et al (2019) [110]</td>
<td>0</td>
<td></td>
<td>Gender studies</td>
</tr>
<tr>
<td>Levy (2012) [114]</td>
<td>27</td>
<td></td>
<td>Artificial intelligence</td>
</tr>
<tr>
<td>Mackenzie (2014) [111]</td>
<td>6</td>
<td></td>
<td>Law and medical ethics</td>
</tr>
<tr>
<td>Mackenzie (2018) [23]</td>
<td>1</td>
<td>✓</td>
<td>Law and medical ethics</td>
</tr>
<tr>
<td>McArthur (2017) [112]</td>
<td>2</td>
<td></td>
<td>Philosophy</td>
</tr>
<tr>
<td>Petersen (2017) [113]</td>
<td>2</td>
<td></td>
<td>Philosophy</td>
</tr>
<tr>
<td>Richardson (2016) [114]</td>
<td>2</td>
<td></td>
<td>Social anthropology</td>
</tr>
<tr>
<td>Richardson (2016) [115]</td>
<td>27</td>
<td>✓</td>
<td>Social anthropology</td>
</tr>
<tr>
<td>Russell (2009) [116]</td>
<td>8</td>
<td>✓</td>
<td>Law</td>
</tr>
<tr>
<td>Shen (2019) [117]</td>
<td>2</td>
<td></td>
<td>Law</td>
</tr>
<tr>
<td>Simmons (2016) [118]</td>
<td>1</td>
<td>✓</td>
<td>Law</td>
</tr>
<tr>
<td>Sparrow (2017) [119]</td>
<td>25</td>
<td>✓</td>
<td>Philosophy</td>
</tr>
<tr>
<td>Spencer (2011) [120]</td>
<td>1</td>
<td></td>
<td>Theology</td>
</tr>
<tr>
<td>Sullins (2012) [121]</td>
<td>75</td>
<td>✓</td>
<td>Philosophy</td>
</tr>
<tr>
<td>Wagner (2018) [122]</td>
<td>0</td>
<td></td>
<td>Robotics</td>
</tr>
<tr>
<td>Welsh (2015) [123]</td>
<td>_b</td>
<td></td>
<td>Robot ethics</td>
</tr>
<tr>
<td>Whitby (2012) [124]</td>
<td>0</td>
<td></td>
<td>Philosophy and ethics</td>
</tr>
<tr>
<td>Ziaja (2011) [125]</td>
<td>7</td>
<td></td>
<td>Law</td>
</tr>
</tbody>
</table>

**Empirical studies on sex robot use and effects (n=12)**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Citation count</th>
<th>Peer review</th>
<th>Academic discipline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appel et al (2019) [126]</td>
<td>0</td>
<td>✓</td>
<td>Psychology</td>
</tr>
<tr>
<td>Bartneck and McMullen (2018) [67]</td>
<td>3</td>
<td></td>
<td>Human-computer interaction</td>
</tr>
<tr>
<td>Edirisinghe and Cheok (2017) [127]</td>
<td>2</td>
<td></td>
<td>Human-robot interaction</td>
</tr>
<tr>
<td>Edirisinghe et al (2018) [128]</td>
<td>1</td>
<td></td>
<td>Human-robot interaction</td>
</tr>
<tr>
<td>Korn et al (2018) [129]</td>
<td>0</td>
<td></td>
<td>Human-computer interaction</td>
</tr>
<tr>
<td>Richards et al (2017) [130]</td>
<td>8</td>
<td></td>
<td>Communication</td>
</tr>
<tr>
<td>Scheutz and Arnold (2016) [131]</td>
<td>55</td>
<td></td>
<td>Computer science</td>
</tr>
<tr>
<td>Scheutz and Arnold (2017) [132]</td>
<td>2</td>
<td></td>
<td>Computer science</td>
</tr>
<tr>
<td>Szczuka and Krämer (2017) [133]</td>
<td>2</td>
<td></td>
<td>Psychology</td>
</tr>
<tr>
<td>Szczuka and Krämer (2018) [134]</td>
<td>1</td>
<td>✓</td>
<td>Psychology</td>
</tr>
<tr>
<td>Szczuka and Krämer (2019) [135]</td>
<td>0</td>
<td>✓</td>
<td>Psychology</td>
</tr>
<tr>
<td>Yulianto and Shidarta (2015) [136]</td>
<td>4</td>
<td>✓</td>
<td>Human-robot interaction</td>
</tr>
</tbody>
</table>

**Sex robot representations in art and media (n=8)**
**Research Findings on Sex Robots**

In the following sections, the main findings of previous sex robot research will be reported separately for the 6 groups of sex robot publications (Table 2).

**Sex Robot Conceptualization and Theory**

The largest group of sex robot publications (40/98, 41%) deals with the conceptualization of sex robots and of human–sex robot relationships. Within this group, 2 issues are predominant: the (non)inherent sexism of sex robots and the (non)humanness of sex robots.

Echoing the critical feminist conceptualization of female sex dolls, several publications on sex robots characterize the female sex robot as an inherently sexist object. The most cited author of this position is Kathleen Richardson [13], who conceptualizes the female sex robot as a representative or surrogate of a sexually objectified woman, a female (forced) porn actor, a female (forced) prostitute, or a female sex slave. Following this conceptualization, the production and use of female sex robots is regarded as harmful for individual male users, their female partners, and society at large, as female sex robots symbolically reinvent and reaffirm the status of women as sex slaves [85]. However, this conceptualization operates more with metaphorical equations than established theories and is challenged by other publications as vague and unconvincing [79,80,89]. Although existing sex robots might appear sexist, different designs are possible; therefore, sex robots are not inherently sexist, according to other authors [11,69,76,78,98]. Further theoretical publications deal with the question of the humanness of the sex robot. Several publications stress that, by their definition, sexual interactions and intimate relationships are bidirectional and require a consenting human partner. Humanness—by the definition of these publications—implies sentience, first-person consciousness, and free will; none of these attributes can be ascribed to current sex robots. Consequently, the authors conclude that current sex robots are nonhuman pseudo persons. Accordingly, relations with robots are only pseudorelationships that inherently lack mutual concern for the welfare of each other [74] and do not lead to personal or spiritual growth [88]. Following this conceptualization, there is no sexual interaction possible with a robot or between a human and a robot, only robot-enhanced solipsistic masturbation [83]. There are also publications that focus on future advanced sex robots and their humanness. Several authors assume that, in the foreseeable future, sex robots could be produced that are sentient, self-conscious, and have a free will [24]. They might even have the legal status of citizens so that humans can legally marry them [72,84,91]. Such advanced humanoid robots will be so human-like that they must be conceptualized as persons and relations with them as interpersonal relationships. Advanced sex robots with excellent social and sexual skills and perfect looks who enter relationships with humans out of their own free

---

<table>
<thead>
<tr>
<th>Reference</th>
<th>Citation count</th>
<th>Peer review</th>
<th>Academic discipline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barber (2009) [137]</td>
<td>6</td>
<td></td>
<td>Creative arts, film, and media</td>
</tr>
<tr>
<td>Beggan (2017) [138]</td>
<td>0</td>
<td>✓</td>
<td>Sociology</td>
</tr>
<tr>
<td>Conn (2017) [139]</td>
<td>0</td>
<td></td>
<td>Comparative literature</td>
</tr>
<tr>
<td>Döring and Poeschl (2019) [27]</td>
<td>0</td>
<td>✓</td>
<td>Psychology</td>
</tr>
<tr>
<td>Gevers (2018) [140]</td>
<td>0</td>
<td></td>
<td>Art</td>
</tr>
<tr>
<td>Hasse (2019) [141]</td>
<td>1</td>
<td>✓</td>
<td>Anthropology</td>
</tr>
<tr>
<td>Hauskeller (2014) [142]</td>
<td>29</td>
<td></td>
<td>Philosophy</td>
</tr>
<tr>
<td>Hawkes and Lacey (2019) [143]</td>
<td>0</td>
<td>✓</td>
<td>Media studies</td>
</tr>
<tr>
<td>Behrendt (2018) [18]</td>
<td>3</td>
<td></td>
<td>Philosophy</td>
</tr>
<tr>
<td>Chatterjee (2019) [52]</td>
<td>0</td>
<td>✓</td>
<td>Criminology</td>
</tr>
<tr>
<td>Danaher (2017) [144]</td>
<td>33</td>
<td>✓</td>
<td>Ethics and law</td>
</tr>
<tr>
<td>Danaher (2019) [145]</td>
<td>0</td>
<td>✓</td>
<td>Ethics and law</td>
</tr>
<tr>
<td>Maras and Shapiro (2017) [20]</td>
<td>7</td>
<td></td>
<td>Criminology and law</td>
</tr>
<tr>
<td>Strikwerda (2017) [146]</td>
<td>5</td>
<td></td>
<td>Law and ethics</td>
</tr>
<tr>
<td>Bendel (2018) [147]</td>
<td>3</td>
<td></td>
<td>Technical philosophy</td>
</tr>
<tr>
<td>Danaher (2017) [148]</td>
<td>1</td>
<td></td>
<td>Ethics and law</td>
</tr>
<tr>
<td>Gomes and Wu (2018) [9]</td>
<td>0</td>
<td>✓</td>
<td>Engineering</td>
</tr>
<tr>
<td>Su et al (2019) [48]</td>
<td>0</td>
<td>✓</td>
<td>Human-computer interaction</td>
</tr>
</tbody>
</table>

---

*a* Citation count according to Google Scholar in August 2019.

*b* Google Scholar did not list the reference.
will could be very attractive for many people [82]. Advanced sex and love robots could bring more love to the world [94], but they could, at the same time, devalue real humans [93]. However, the concept of an advanced sex robot that is almost indistinguishable from a real human paradoxically makes it seem pointless to build sex robots. If the advanced sex robot acts like a self-determined, willful human, if it consequently lies, cheats, criticizes, disregards, rejects, and leaves the human, what is the merit of creating it in the first place [87, 92, 95, 96]?

Obviously, there is an inherent tension in the conceptualization of the degree and quality of humanness of interactive humanoid robots. A dumb robot is easy to control but lacks autonomous capabilities and sociability; hence, it cannot bring much additional value to traditional sex dolls. An intelligent advanced robot provides true sociability but lacks the manageability and obedience that we expect from a service technology.

A third conceptualization overcomes the divide between a sex robot as a mere masturbation aid and a sex robot as a quasihuman and stresses that successful sex robots can easily be imagined as purposefully designed to be nonhuman like regarding appearance, functionalities, and social role. Possibilities might be sex robots as synthetic animals [77], as fantasy creatures, or as interfaces to other types of sexual entertainment technology (fantasy hardware) [86]. Sex robots could be cherished and desired by humans, particularly by digisexuals or technophilics, precisely because of their fundamental otherness [68, 99]. As humans can bond with sex dolls, it is even easier for them to form meaningful emotional attachments with interactive sex robots [26, 73, 75]. Instead of insisting that advanced sex robots be as human-like as possible to legitimize sexual interactions and emotional attachments with them, robots could also be accepted as nonhuman social agents, for example, to provide safe sex work [15], alleviate social and sexual deprivation [81], or allow for safe explorations of sexual fantasies [2].

The different implications of a wider use of sex robots are addressed by many theoretical publications as unanswered questions [71, 97], for example, regarding health [17], social norms [70], and religious beliefs [90].

**Ethics of Sex Robots**

What is the right thing to do in view of the emergence of sex robots? The second largest group of sex robot publications (28/98, 29%; Table 2) attempts to tackle this core question of sex robot ethics. Although some authors stick to metareflection and debate which ethical approach to use [104], other authors provide answers of 3 different types:

- **Sex robots should not be built and used at all.** Starting from the assumption that human-human sexual and romantic relationships are most healthy and ethically superior to all human-robot pseudorelations and to the use of sexualized and sexist robotic objects, authors with different political [109], philosophical [119], feminist [114, 115], theological [100, 120], engineering [122], and legal [118] academic backgrounds reject further developments in this field. They call for bans and boycotts, stigmatization of, and abstinence from sex robots. Quite popular and often quoted in the media are the arguments of the earlier mentioned Kathleen Richardson, founder of the Campaign against sex robots, who compares sex robots with killer robots and with female sex slaves [114, 115].

- **Sex robots should be built in an ethical way to avoid harm to humans, especially vulnerable humans.** Starting from the assumption that sex robots can be a good thing if they alleviate loneliness and/or sexual deprivation and contribute to the sexual and social well-being of individuals and couples, authors with different backgrounds encourage ethical design [105]. Publications are very diverse and often vague as to what exactly they expect from ethical sex robot design. One author explains that she wants sex robots designed in such a way that they do not get involved in acts of infidelity because they have learned the concept of heartbreak [125]. Other authors explicitly do not want sex robots to be love robots because they fear humans could be too easily manipulated by robots that fake romantic attachment [121, 123]. Others want sex robots designed in a women-friendly [110] and disability-inclusive [106, 107] way or demand design that is more focused on consumer safety [117]. Some authors point out the many different questions for ethical design ranging from “Should the robot become active on its own and entice the partner to have sex?” to “How should the robot collect an evaluate patient data to better satisfy its partner’s sexual needs?” [101, 102]. As some authors assume that the development of sex robots is driven by a profit-oriented uncaring industry [124], there is a need for more involvement of ethically responsible entrepreneurs and designers from different backgrounds who aim to develop and market sex robots for sexual well-being, pleasure, fun, and play while taking into consideration the concerns and desires of diverse user and stakeholder groups. Some authors are very optimistic that sex robots will bring a lot of pleasure and happiness and are, therefore, ethically a good thing [112], although some ethical issues are unresolved (eg, regarding robot prostitutes) [14]. Other authors stress that robots are a good thing only for a very small group of people who absolutely cannot find a human sex partner [124].

- **Sex robots should be built in an ethical way to avoid harm to robots, especially for advanced sentient robots.** Starting from the assumption that future humanoid robots will be advanced to a very high degree of human likeness, according to several authors, their sexual and other citizen’s rights must be protected with a nonanthropocentric but robocentric ethic [23, 24, 103, 111, 116]. For example, sex with an advanced sex robot should only be acceptable if the robot has given explicit consent [108]. Although some authors stress the relevance of a robocentric ethic for sex robots to protect them from anticipated harm and exploitation, other authors argue that sentient robots designed as sex robots could have a “good life” and experience pleasure and satisfaction from fulfilling their tasks [113].

**Empirical Studies on Sex Robot Use and Effects**

The third group of sex robot publications contains empirical studies (12/98, 12%; Table 2). Thus far, not a single empirical
study has been published that deals with the small but presumably growing number of pioneer users of sex robots. All existing studies address nonusers and investigate their attitudes toward sex robots and their reactions to sex robot–related stimuli.

Most empirical studies (8/12, 67%) are small web-based surveys on sex robot acceptance using convenience samples from the United States (N=261: [126], N=133: [130], N=100: [131], and N=198: [132]), Germany (N=263: [133]), Indonesia (N=380: [136]), and Malaysia (N=32: [127]). Their results show diverse rates of sex robot acceptance. For example, 40% of male and 17% of female respondents in the United States (mean age, 33 years) reported willingness to try out a sex robot [131] in comparison with 16% of Indonesian respondents [136] and 9% of Malaysian respondents [127]. Cultural background, male gender, positive attitudes toward robots in general, interest in manga and games, sensation seeking, and shyness appeared to be predictors of sex robot acceptance. Interestingly, sexual and relationship satisfaction did not predict sex robot acceptance [130,133]. However, because of the small nonrepresentative samples, the generalizability of existing sex robot acceptance data is very limited. Another problem is the varying operational definitions of sex robots given to respondents in the surveys. A Delphi survey explored the predictions of 20 social robot experts who were reluctant regarding sexual apps [129], whereas 1 expert interview explored the sex robot predictions of the founder of sex doll and sex robot manufacturer Abyss Creations, Matthew McMullen [67].

In addition to the survey and interview studies, 3 experimental studies were found (3/12, 25%). They investigated how heterosexual women experience their male partner’s imagined infidelity with a female robot vs a real woman [134], at which body parts of female robots vs female humans, both represented in pictures, male and female gaze [135], and how humans physically react when they touch different, including private, body parts of a robot that is not a sex robot [128]. Overall, these experiments show differences and similarities in humans’ sexuality-related reactions to humanoid robots and fellow humans. So far, no experimental study exists that uses an actual sex robot as the stimulus material.

**Sex Robot Representations in Art and Media**

The fourth group of sex robot publications concerns sex robot representations in art and media (8/98, 8%; Table 2). In their selected and analyzed examples from the science fiction literature, some studies from humanities focus on fictional female sexbots that seem to embody male fantasies of the ideal woman but who, in the course of the action, become feminist robots striving for independence from their male human partner or creator by leaving or even killing him, for example, the robot Ava in the 2015 UK movie Ex Machina [141,143], the virtual Samantha in the 2013 US movie Her [143], or the robotic wife in the 1981 Chinese story Conjugal Happiness in the Arms of Morpheus [139]. The famous US television series Star Trek Voyager presented the character Seven of Nine, a cybernetic organism and former Borg drone, who—although embodying traditional feminine beauty—challenged traditional ideas of gender and sexuality [137]. Other dystopian science fiction representations, selected and analyzed by the academic literature, illustrate the female sex robots’ sexual exploitation and victimization, for example, as porn actors in the 2009 US movie 2040 [138] or as rape victims in the US television series Westworld [143]. One monograph critically analyzes posthuman utopias in sex robot representations [142], and one editorial volume documents the Robot Love 2018 International Expo of the Niet Normaal Foundation in the Netherlands that brought together researchers and artists [140].

A quantitative media content analysis examined the representation of human–sex robot relationships in 370 fictional and 340 nonfictional media examples [27]. The results of this study indicate that media representations of intimate human-robot relationships tend to portray the human partner as a man who is disadvantaged in interpersonal relationships. At the same time, media often portray the involved robot partner as a humanoid female sex robot. Although nonfictional media describe intimate human-robot relationships more often in sexual terms, fictional media focus more on emotional aspects, cohabitation, and even procreation between humans and robots. Overall, media representations of intimate human-robot relationships reveal stereotypical gender roles, heteronormativity, and a focus on sexual vs emotional intimacy [27].

**Legal Regulation of Child Sex Robots**

The fifth group of sex robot publications covers child sex robots (6/98, 6%; Table 2). All the 6 publications [18,20,52,144-146] characterize child sex robots as harmful and unethical and call for a legal ban that is already in preparation or in effect in several countries (eg, the aforementioned CREEPER Act of 2017 in the US) [20]. In all, 2 publications speculate on the possible therapeutic uses of child sex robots. Although one of them assumes that their exploration would be too risky [145], the other encourages their exploration only in certain, controlled circumstances under strict medical supervision and in accordance with guidelines issued by an ethics committee [18].

**Design of Sex Robots**

Only 4 publications in the sex robot literature focus mainly on design (4/98, 4%; Table 2): 1 on erotic voice output [147], 1 on a mind-controlled neurodildo to be used separately or implemented in robots [9], 1 on general design aspects based on results about sex doll use [48], and 1 on feminist sex robot design in an analogy of initiatives for feminist pornography [148].

**Research Gaps in Sex Robots**

Although the body of sex robot publications is 3 times as large as that of sex doll publications, empirical studies on sex robot use and effects are equally scarce (4 peer-reviewed papers in total). Fundamental questions regarding the sexual use of human-like full-body material artifacts that remained unanswered for sex dolls also remain unanswered for sex robots.

**Research Gaps in Sex Robot Design**

Just as with sex dolls, the question of how much fantasy, and which and whose fantasies should legitimately be implemented in sexual fantasy products to make them socially acceptable,
harmless, and still sexually desirable and exciting, remains unanswered with sex robots as well. Although there is a lot of speculation on the possible therapeutic uses of sex robots to be found in public and academic debates, the literature fails to provide design guidelines for therapeutic sex robots informed by evidence from sex and relationship therapy and focused on specific problems (eg, on sexual shyness and anxiety, sexual dysfunctions, sexual trauma, paraphilias, and paraphilic disorders). Design studies for current sex robots hardly exist, and the literature predominantly speculates about imagined future sex robots. Instead of researchers, it was journalists who first dealt with the question, “What would sex robots for women look like?” [149] and who let women and men draw and explain their ideal sex robots [150].

Research Gaps in Sex Robot Use

Thus far, no empirical study has investigated experienced sex robot users or interactions of unexperienced participants with actual sex robots. Results from research on sex doll use are, therefore, the best available proxy for sex robot use. Regarding the potential market size and user population, there are also no data available that allow for sound predictions. One might speculate that sex robots could overcome some of the stigmatization of sex dolls as sex robots can be framed as cutting edge, high-tech products. Thus, their users might appear more modern, future oriented, and competent in comparison with traditional sex doll owners. Against this backdrop, one would expect more growth for the sex robot market than for the sex doll market, but data are needed. To further explore the sexual appeal of robots, insights from research on objectophilia [151,152] and technofetishism [153] could be helpful.

Surprisingly, the sex robot literature falls short in conceptualizing and investigating interactions and relationships between humans and current sex robots in a psychologically nuanced way. Whereas the sex doll literature has already established that dolls easily trigger humans to build meaningful, caring, loving, long-term relationships with them, the sex robot literature often falls back on binary thinking. It categorizes the current sex robot as an inanimate object and mere masturbation aid without any sociability and is only willing to ascribe sociability to future imagined sex robots that are advanced to the point of indistinguishability from humans. Hence, the literature on sex robots often misses the key point that robots are more than mere masturbation aids due to anthropomorphization and that they are meaningful and possibly helpful precisely because they are not substitutes for real humans but are sociotechnical entities for parasocial use and play. Parasocial interactions and play with sexual fantasy products grant more degrees of freedom in sexual expression and allow to take a break from all of the norms, ethics, expectations, and responsibilities of human-human interactions.

Research Gaps in Sex Robot Effects

As sex robot users and use are completely unknown thus far, any claims about positive and/or negative effects are mere speculation. Although some authors are so convinced of their speculations on strong to catastrophic negative effects that they demand immediate boycotts and bans of sex robots, others urgently call for empirical research on sex robot effects. The idea that sex robots allow humans to indulge in interactive embodied sexual fantasies elicits strong projections of lust and fear. Most likely, empirical research will help us overcome exaggerated projections and understand the diversity and ambivalence of effects on different types of sex robot users.

Discussion

Main Results of the Review

In conclusion, the main results of the whole review are summarized, its limitations are indicated, and a roadmap for future research is drawn. The body of sex robot literature, with approximately 100 academic publications in total, is more than 3 times larger than that on sex doll literature, with approximately 30 publications (RQ1). However, only a handful of peer-reviewed empirical papers on both sex doll use and sex robot use are available thus far. No sex robot study exists that investigates people experienced in sex robot use and/or introduces actual sex dolls or sex robots as stimulus material. Regarding the first RQ, one must concede that sex dolls and sex robots, although attracting growing public and scholarly attention, are heavily under-researched. Both sex doll and sex robot research are fields characterized by disciplinary diversity, with notable participation from philosophy, humanities, and engineering, and a conspicuous lack of participation from sex researchers.

Sex doll and sex robot designs (RQ2) are often critically assessed in the literature, mainly because the bodies of women-like dolls and robots are usually designed in sexualized ways following and exaggerating traditional feminine beauty ideals. However, when understanding sex dolls and sex robots as sexual fantasy products, it makes sense that they do not imitate reality but cater to sexual fantasy. Often, it is exactly the point of sexual fantasies to be unrealistic. Thus far, the literature has not addressed the core question of how we could and should assess designs of sexual fantasy products such as sex dolls and sex robots, considering both social inequalities and vulnerabilities and the freedom of sexual fantasy and expression. Regarding future advanced sex robots, the literature presents various requirements for ethical design, which—at the current state of robot development—are very speculative. Systematic design studies that work with current and future users (eg, private sex doll owners, sex workers, and sex therapists) and address different use scenarios (eg, domestic, commercial, or therapeutic) are lacking.

Although previous research has provided some insights into the domestic long-term use of sex dolls (with or without parallel psychotherapy), no data have been collected thus far on the short-term interactions or long-term relationships between humans and sex robots. Thus, the best proxy for sex robot use and users today is the limited data on sex doll use and users (RQ3).

Considering the lack of empirical knowledge about sex doll users and sex robot users and use, it is obvious that the predictions of positive and negative effects found in the literature can only be speculative (RQ4). It is striking that authors still provide very strong and contradictory effect claims ranging
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from utopian visions of improved sexual satisfaction and overall happiness to dystopian visions of dehumanization, objectification, and isolation. Predictions of small and/or ambivalent effects might be more realistic but are seldom discussed in the academic literature thus far, which seems to mirror some of the hype and scandalization observable in public media discourses.

**Limitations**

This scoping review addressed sex doll and sex robot research as far as it is represented in the accessible literature published before August 2019. We were particularly careful to retrieve publications not only from the databases but also, in a systematic way, from all the included publications’ reference lists. Nevertheless, it must be taken into consideration that further studies that have not (yet) been published and/or were not (yet) accessible (eg, conference presentations, qualifications theses, and journal articles under peer review) could exist. However, we are confident that our systematic literature identification strategy covered previous research thoroughly enough, especially as this is the very first systematic review of the field.

To map previous research in a comprehensible and useful manner, we organized the body of literature by building distinct groups of publications according to their key topics and methodologies. We discussed data charting and synthesis within the team and checked everything in duplicate. However, some decisions might be questionable. There is an inherent tension between the aim of providing a clear and comprehensible structure, which requires a reduction in complexity, and the aim of doing justice to the individual publications, which requires a representation of their complexities. Due to space constraints, we were forced to reduce the complexity much more than we would have wished. Therefore, we encourage readers to consult the original publications whenever in doubt and apologize to fellow researchers in case they feel our review misrepresents their work.

Another inherent problem of a multidisciplinary review lies in the tension between the aim of doing justice to discipline-specific styles of knowledge production and communication and the aim of presenting existing knowledge in a consistent, readable, and generally understandable way. We deliberately simplified concepts and streamlined discipline-specific jargon to improve consistency. We provide a broad overview spanning from ancient Greek myths to contemporary web-based surveys, and spanning from the psychoanalyst’s office to the robotics lab. We agree with many authors we cite in this review that a deeper understanding of sex dolls and sex robots and their meanings for human sexuality can only be achieved through more interdisciplinary collaboration. We hope that our prioritization of disciplinary width over depth will inspire this collaboration. However, we are aware of the risks and limitations of simplification.

**Roadmap for Future Research**

Hopefully, the many and diverse research gaps pointed out in this review can serve as starting points for future research projects on sex dolls and sex robots, their design, use, and effects. To conclude, we suggest 4 selected, particularly urgent research strands:

1. **Public debates about and media representations of sex dolls and sex robots**, polarized and scandalizing as they are, attract much attention, shape public opinions, and influence research activity. They deserve more scholarly analysis and participation by the sex research community. This includes traditional mass media and social media. Mass media tend to assume dramatic positive or negative effects, while often completely ignoring the fact that sex dolls and sex robots, overall, could have only small and/or ambivalent effects. Social media, sometimes, offer more nuanced views, but expert statements and documentaries about sex robots on YouTube, for instance, are met by a noteworthy amount of misogynist comments that welcome female sex robots as substitutes for women. On Twitter and Instagram, we see sex dolls communicating to the public, their accounts steered by doll owners (eg, the earlier mentioned Davecat) and by doll manufacturers. These examples illustrate that we need to know more about media representations as they are an important element of the cultural context in which sex dolls and sex robots are developed, marketed, discussed, used, and investigated today.

2. **Research on the sexual uses of human-like material artifacts** such as sex dolls and sex robots needs to be advanced and connected to research on human-like digital artifacts such as chat bots, avatars, holograms, or immersive virtual reality pornography. After all, a sexual AI system trained by a particular user could be used on different technological and media platforms such as a full-body sex robot, an immersive virtual reality system, or a smartphone. Although the materiality of dolls and robots offers new possibilities in terms of embodied sexual fantasies (eg, physical presence, physical care, physical touch, and physical stimulation), it also creates boundaries (eg, through the body weight and difficult handling of the dolls and robots at home, limited mobility outdoors, high visibility, and risk of social stigmatization). For sexual fantasy products that aim to enhance their users’ sexual and social experiences, the right degree and mixture of materiality and virtuality is an open question for research and design.

3. **Although sex robots have triggered the publication of many theoretical and ethical papers**, we urgently need empirical data on actual sex doll and sex robot users and uses. Different study designs (nonexperimental and experimental, cross-sectional, and longitudinal) and data collection methods (qualitative interviews, focus group discussions, surveys, psychological tests, and physiological measurements) are suitable for research with actual sex doll and sex robot users. Instead of using only imagined or visually depicted artifacts as stimulus material, some of the real sex dolls and sex robots should be incorporated in empirical studies.

4. **Despite the relatively large number of theoretical papers**, the degree of theoretical elaboration of human–sex doll/sex robot relations and their consequences is not yet very high [12]. Commonly used theoretical concepts are objectification, gratification, and pseudorelationships. For a more thorough understanding, we suggest including
theoretical concepts from the field of doll play and doll therapy and from the field of human interaction with media personas (parasocial interactions and relationships), with digital technologies (computers as social actors and media equation theory) and with social robots (uncanny valley concept and anthropomorphization) as well as from social psychology (social cognitive learning theory), clinical and developmental psychology (transitional objects, objectophilia, and robophilia), and sexuality research (sexual scripts theory and theories on sexual fantasies). It is not yet clear which theories from the different related research fields on dolls, robots, sexuality, gender relations, well-being, and health are best applicable to human–sex doll/robot relationships and if and how they can be combined to best explain the complex intimate engagements of humans with artifacts.
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Abstract

Background: Virtual humans (VH) are computer-generated characters that appear humanlike and simulate face-to-face conversations using verbal and nonverbal cues. Unlike formless conversational agents, like smart speakers or chatbots, VH bring together the capabilities of both a conversational agent and an interactive avatar (computer-represented digital characters). Although their use in patient-facing systems has garnered substantial interest, it is unknown to what extent VH are effective in health applications.

Objective: The purpose of this review was to examine the effectiveness of VH in patient-facing systems. The design and implementation characteristics of these systems were also examined.

Methods: Electronic bibliographic databases were searched for peer-reviewed articles with relevant key terms. Studies were included in the systematic review if they designed or evaluated VH in patient-facing systems. Of the included studies, studies that used a randomized controlled trial to evaluate VH were included in the meta-analysis; they were then summarized using the PICOTS framework (population, intervention, comparison group, outcomes, time frame, setting). Summary effect sizes, using random-effects models, were calculated, and the risk of bias was assessed.

Results: Among the 8,125 unique records identified, 53 articles describing 33 unique systems, were qualitatively, systematically reviewed. Two distinct design categories emerged — simple VH and VH augmented with health sensors and trackers. Of the 53 articles, 16 (26 studies) with 44 primary and 22 secondary outcomes were included in the meta-analysis. Meta-analysis of the 44 primary outcome measures revealed a significant difference between intervention and control conditions, favoring the VH intervention (SMD = .166, 95% CI .039-.292, P=.012), but with evidence of some heterogeneity, I²=49.3%. There were more cross-sectional (k=15) than longitudinal studies (k=11). The intervention was delivered using a personal computer in most studies (k=18), followed by a tablet (k=4), mobile kiosk (k=2), head-mounted display (k=1), and a desktop computer in a community center (k=1).

Conclusions: We offer evidence for the efficacy of VH in patient-facing systems. Considering that studies included different population and outcome types, more focused analysis is needed in the future. Future studies also need to identify what features of virtual human interventions contribute toward their effectiveness.

(J Med Internet Res 2020;22(7):e18839) doi:10.2196/18839
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**Introduction**

Patient-facing systems are digital technologies that offer health services and engage people in their health and wellbeing [1]. These systems promote and facilitate both patient engagement with the health care system and patient empowerment in self-care [2]. Globally, one in three adults suffers from multiple chronic conditions [3]; self-management of chronic conditions has become increasingly complex, requiring sophisticated knowledge, motivation, and skill by patients and their families [4]. Engaging in self-management reduces hospitalization and improves health outcomes and quality of life [5]. Patient-facing systems can facilitate self-management of chronic conditions and fill the gap of time and distance to meet with health care providers. Data increasingly support the value of these patient-facing systems, in the form of mobile health (mHealth) applications [6-9] or sensors to monitor physiological parameters (eg, blood glucose) and behaviors (eg, activity) [10-14]. The latest technological addition to patient-facing systems is computer-controlled virtual humans (VH).

Unlike formless conversational agents, like smart speakers or chatbots, VH bring together the capabilities of both a conversational agent and an interactive avatar (computer-represented digital characters). While their humanlike physical appearance is computer-generated (ie, animated), VH are not human-controlled [15-20] nor cartoonlike [21,22]. They are controlled algorithmically, based on active or passive user input during an interaction. These algorithms can simulate key properties of human face-to-face conversation — both verbal and nonverbal (eg, gaze, emotions, head movements, and metaphoric gestures). While humanlike appearance, movements, and nonverbal behavior offer VH the added advantage of communicating empathy and building rapport, they can also bring psychological and social concerns that may not arise when interacting with formless conversational agents [23-26].

Attempts to make computer interfaces anthropomorphic are not new [27,28]. The sophistication of current digital interlocutors, however, can largely be attributed to the recent advancements in artificial intelligence and computer graphics. Recent variants of anthropomorphic interfaces include relational agents, which are agents designed to build and maintain long-term relationships with users [29], including voice-based, intelligent virtual assistants (eg, Amazon’s Alexa, Microsoft’s Cortana, or Apple’s Siri) and text-based chatbots that run on instant messaging applications [30]. Intricate taxonomies capturing different aspects of conversational agents can be found elsewhere [26,31-33].

While intelligent virtual assistants and chatbots have gained mainstream popularity, VH applications are still in their infancy. As graphic rendering capacities progress and ubiquitous computing peripherals such as virtual reality (VR) and augmented reality head-mounted displays (HMDs) become inexpensive, VH will be increasingly adopted for everyday use. Indeed, similar to education and training [34,35], health care researchers and practitioners have already begun to explore the use of VH in health-related assessments and interventions. As VH come of age and stakeholders in health care deliberate whether to adopt this new computing technology, it is crucial that we examine how prior applications have fared in affecting health outcomes.

To our knowledge, VH in patient-facing systems have not been surveyed before. Only recently, other types of conversational agents in health have been reviewed [31,36-40]. Provoost et al [36] reported a scoping review of 54 articles (49 studies) on low-tech embodied conversational agents in clinical psychology. Laranjo et al [37] surveyed conversational agents with unconstrained natural language input capabilities in health care and included 17 articles, of which only 2 were randomized controlled trials (RCTs). Within mental health, both chatbots ([39]; 10 studies) and relational agents ([38]; 13 studies) have been reviewed. Furthermore, the current state of chatbots and embodied conversational agents as expert systems was recently surveyed ([31]; 40 articles). Kocaballi et al [40] reported a systematic review of how conversational agents can be personalized. It included 13 studies and found that personalization features were assessed for user satisfaction, not in improving health outcomes. None of these reviews included a meta-analysis nor focused on VH. The purpose of this study was to conduct a systematic review and meta-analysis of VH in patient-facing systems.

**Methods**

**Overview**

This systematic review of the English-language scholarly literature followed standard guidelines for conducting and reporting systematic reviews, including Preferred Reporting Items for Systematic Reviews and Meta-analyses [41] and guidelines from the Cochrane Diagnostic Test Accuracy Working Group [42,43].

**Search Strategy**

Literature searches were performed from inception to December 31, 2019 in Google Scholar and 7 online databases: MEDLINE, EMBASE, PsycINFO, CINAHL, Cochrane Central Register of Controlled Trials, PubMed, and ACM Digital Library. Search queries covered 3 domains: (1) avatars, (2) (digital) narratives, and (3) virtual assistants (for details, see Multimedia Appendix 1). Our search was limited to peer-reviewed articles published in English. Manual searches were extended to bibliographies of review articles. Figure 1 shows a summary of the literature search.
Inclusion and Exclusion Criteria
The topic of our review crosscuts two disciplines — health care and computer science — and their disciplinary priorities are divergent if not orthogonal. On the one hand, health care research prioritizes reporting and replicating empirical evidence of efficacy. On the other hand, driving innovation is a key mission of computer science research. Thus, empirical investigation of these innovative designs — particularly replication of such studies — often takes a back seat. To offer a comprehensive review of the topic at hand, we first present a qualitative, systematic review of VH in patient-facing systems. Some of those articles were then included in a quantitative meta-analysis (Figure 1).

Qualitative Systematic Review
Studies were included in the qualitative review if they met the following criterion: designed or evaluated VH for health-related outcomes in a patient-facing system. Studies were excluded if they used VH for the training and education of health care professionals or students.

Meta-Analysis
Some of the articles included in the qualitative synthesis were further included in a meta-analysis if they met the following criteria: (1) compared the effectiveness of VH in a health-related outcome in a target population against a control group with no VH; (2) studied humans of any age; and (3) reported the sample size and mean and variance of the outcome measure in control and experimental groups. Studies were excluded if they did not use a comparator that was equivalent but different from VH (eg, [44]).

Data Extraction
All records were first downloaded into an EndNote X8.2 library [45], and duplicates were removed. Titles and abstracts were then screened for inclusion and exclusion criteria. To accelerate screening, records were first collated into topics using keyword searches in the EndNote library and then reviewed for inclusion. Two investigators (the first and second authors) independently assessed the relevancy of search results and selected full text articles for further review. The second and third authors independently abstracted the key study factors into a data extraction form and then came to a consensus on which studies
met the inclusion criteria; the first author made the definitive decision when discrepancies would arise.

Data from eligible articles were extracted into a spreadsheet. For the qualitative review, data included target population, design objective, type of evaluation, principal findings, and VH characteristics. For the meta-analysis, studies were summarized using the PICOTS (population, intervention, comparison group, outcomes, time frame, setting) framework [46].

Risk of Bias and Quality Assessment

Articles included in the meta-analysis were assessed for quality and risk of bias using the latest criteria from the Cochrane Consumers and Communication Review Group [47]. Studies were categorized as low risk, unclear, or high risk for each Cochrane bias domain: selection, performance, detection, attrition, reporting, and other [47]. Publication bias was assessed using Egger’s test [48] and a P-curve analysis [49] and graphically examined using funnel plots [50].

Statistical Analysis

All statistical analyses were performed in R using the meta [51] and metafor packages [52,53]. Standardized mean differences (SMD) were used as the effect size to quantify the effectiveness of VH. The overall effectiveness was estimated using a random-effects model, and forest plots were used to graphically present the combined effectiveness. Statistical heterogeneity among the studies was assessed by $I^2$, which estimates the percentage of total variation across studies due to heterogeneity rather than chance alone. We considered heterogeneity statistically significant at $P<.05$ and used random-effects models to take into account the heterogeneity among the included studies. Subgroup analysis was conducted across studies by the type of health outcome — health and wellbeing as well as attitudes toward health and wellbeing.

Results

Qualitative Systematic Review

A total of 16,794 search records were retrieved from the databases, and 1,985 additional records were identified from the bibliographies and Google Scholar. After removing duplicates, we screened the titles and abstracts of 8,125 articles; 380 articles involved a functioning VH system outside a game. Because the computing technology for creating VH did not exist prior to circa 2000, all studies published before 2000 were excluded. These 380 abstracts were further reviewed for their relevance to health, and 282 articles were excluded because the VH was involved in contexts like training, education, or demonstration. The remaining 98 articles underwent full-text review, and 53 articles met the inclusion and exclusion criteria for the qualitative systematic review.

A total of 30 health-related outcomes were identified in the 53 eligible articles, targeting 25 types of populations (Table 1) and 6 modalities of technology delivery apart from a personal computer, desktop, or laptop (Table 2). Unconstrained speech input was sparsely used in VH systems [54,55]. While most systems allowed constrained user input via a touchscreen or keyboard, some systems reacted to nonverbal conversational inputs, such as gaze [56] or proximity [57].

In the 53 eligible articles, 33 unique systems were identified. Of these, 9 systems were used for health assessments and the rest for health interventions (Table 3). Two broad design categories emerged — simple VH and VH with health sensors or trackers (Table 3). These additional trackers did not augment the interaction capabilities of VH, but provided additional data about users (eg, via a heart rhythm monitor, respiration sensor, or eye tracker).
### Table 1.

In the 53 eligible articles, 30 health-related outcomes and 25 target populations were identified.

<table>
<thead>
<tr>
<th>Health outcome</th>
<th>Target population</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improve quality of life</td>
<td>Women with overactive bladder (OAB) symptoms</td>
<td>[58]a</td>
</tr>
<tr>
<td>Self-manage chronic conditions</td>
<td>Individuals with chronic atrial fibrillation (heart condition)</td>
<td>[59-61]</td>
</tr>
<tr>
<td></td>
<td>Individuals with spinal cord injury</td>
<td>[62]</td>
</tr>
<tr>
<td>Engage in physical activity</td>
<td>Older adults</td>
<td>[63]a</td>
</tr>
<tr>
<td></td>
<td>Individuals with Parkinson’s disease</td>
<td>[66]</td>
</tr>
<tr>
<td></td>
<td>Inactive older adults with low socioeconomic status</td>
<td>[67]a</td>
</tr>
<tr>
<td></td>
<td>Healthy adults (no reported health conditions)</td>
<td>[68,69]</td>
</tr>
<tr>
<td></td>
<td>Individuals with schizophrenia</td>
<td>[71]</td>
</tr>
<tr>
<td>Improve mood</td>
<td>Individuals with depression</td>
<td>[72]a</td>
</tr>
<tr>
<td>Assess auditory verbal hallucinations (AVH)</td>
<td>Individuals with schizophrenia</td>
<td>[74]</td>
</tr>
<tr>
<td>Stress management</td>
<td>Women</td>
<td>[75]</td>
</tr>
<tr>
<td></td>
<td>Individuals with chronic pain and depression</td>
<td>[76]a</td>
</tr>
<tr>
<td>Healthy eating</td>
<td>Women</td>
<td>[75]</td>
</tr>
<tr>
<td></td>
<td>Healthy adults (no reported health conditions)</td>
<td>[69]a</td>
</tr>
<tr>
<td>Improve social skills</td>
<td>Children with autism spectrum disorders (ASD)</td>
<td>[44]</td>
</tr>
<tr>
<td></td>
<td>Individuals with schizophrenia</td>
<td>[78]a</td>
</tr>
<tr>
<td>Assess PTSD^b^ symptoms</td>
<td>US military service members</td>
<td>[54]a</td>
</tr>
<tr>
<td></td>
<td>[55]</td>
<td></td>
</tr>
<tr>
<td>Assess body image disturbance (BID)</td>
<td>Women on diet (nonclinical)</td>
<td>[79]</td>
</tr>
<tr>
<td>Anxiety toward death</td>
<td>Older adults</td>
<td>[80]</td>
</tr>
<tr>
<td>Find health-related information online</td>
<td>Individuals with low health and computer literacy</td>
<td>[81]a</td>
</tr>
<tr>
<td></td>
<td>[82]</td>
<td></td>
</tr>
<tr>
<td>Explain health documents</td>
<td>Individuals with low health literacy</td>
<td>[83]a</td>
</tr>
<tr>
<td></td>
<td>[65,84-86]</td>
<td></td>
</tr>
<tr>
<td>Attitude toward regular physical activity</td>
<td>Healthy adults (no reported health conditions)</td>
<td>[87]a</td>
</tr>
<tr>
<td>Attitude toward breastfeeding</td>
<td>Pregnant women in their third semester</td>
<td>[88]a</td>
</tr>
<tr>
<td></td>
<td>[89,90]</td>
<td></td>
</tr>
<tr>
<td>Attitude toward weight loss</td>
<td>Healthy adults (no reported health conditions)</td>
<td>[91]a</td>
</tr>
<tr>
<td>Retention of medication knowledge</td>
<td>Individuals with type 2 diabetes mellitus</td>
<td>[92]a</td>
</tr>
<tr>
<td>Attitudes toward prenatal testing for Down syndrome</td>
<td>Nulliparous women</td>
<td>[93]</td>
</tr>
<tr>
<td>Improve medication adherence</td>
<td>Individuals with schizophrenia</td>
<td>[71]</td>
</tr>
<tr>
<td>Assess emotion recognition</td>
<td>Adults with ASD</td>
<td>[94]</td>
</tr>
<tr>
<td></td>
<td>Individuals with schizophrenia</td>
<td>[95]a</td>
</tr>
<tr>
<td></td>
<td>Children with ASD</td>
<td>[96]</td>
</tr>
<tr>
<td>Preconception risk assessment</td>
<td>Women</td>
<td>[97]</td>
</tr>
<tr>
<td>Assess the effects of social rejection</td>
<td>Individuals with psychotic disorder</td>
<td>[98]</td>
</tr>
<tr>
<td>Assess social attention</td>
<td>Children with ASD</td>
<td>[99]</td>
</tr>
<tr>
<td>Assist in deep breathing</td>
<td>Healthy adults (no reported health conditions)</td>
<td>[100]</td>
</tr>
<tr>
<td>Substance use counseling</td>
<td>Individuals with alcohol use disorder</td>
<td>[56]</td>
</tr>
<tr>
<td></td>
<td>Individuals with opioid use disorder</td>
<td>[101]</td>
</tr>
<tr>
<td>Patient trust</td>
<td>Healthy adults (no reported health conditions)</td>
<td>[102]</td>
</tr>
<tr>
<td>Assess social anxiety disorder</td>
<td>Women with high social anxiety</td>
<td>[103]</td>
</tr>
</tbody>
</table>
Studies Included in the Meta-analysis.

Table 2. Technology characteristics identified in the eligible studies.

<table>
<thead>
<tr>
<th>Technology characteristics</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unconstrained speech input</td>
<td>[54,55]</td>
</tr>
<tr>
<td>Computer at a community center or school</td>
<td>[44,67]</td>
</tr>
<tr>
<td>Smartphone</td>
<td>[59-61]</td>
</tr>
<tr>
<td>Head-mounted display (HMD)</td>
<td>[74,78,98,99,103]</td>
</tr>
<tr>
<td>Virtual reality (VR) in a PC or HMD</td>
<td>[74,78,96,98,99,103]</td>
</tr>
<tr>
<td>Mobile kiosk with a computer</td>
<td>[63,65,84-86,88]</td>
</tr>
<tr>
<td>Tablet</td>
<td>[63,65,66,70,76,77,80,88]</td>
</tr>
</tbody>
</table>

Table 3. Two broad categories of virtual humans emerged from the 53 articles included in the qualitative review.

<table>
<thead>
<tr>
<th>Type of use</th>
<th>Number of simple virtual humans</th>
<th>Number of virtual humans with health trackers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention</td>
<td>34 [44,57,58,62-64,67-69,71,72,75-78,80-93,97,101,102,104,105]</td>
<td>9 [56,59-61,65,66,70,73,100]</td>
</tr>
<tr>
<td>Assessment</td>
<td>7 [54,74,79,94-96,98]</td>
<td>3 [55,99,103]</td>
</tr>
</tbody>
</table>

Virtual Humans for Health Interventions

Of the 34 articles that described simple VH in health-related interventions (Table 3), 27 were based on the same core technology for generating speech [106] and nonverbal behavior [107]. The typical system included a knowledge base of domain-specific top-level dialog fragments (Figure 2). These subdialogs were scripted and then reused to generate natural language speech using a hierarchical transition network, based on augmented transition networks. Augmented transition networks are mathematical structures that can model the grammar of relatively complex natural languages [108]. The generated text was then converted to synthetic speech by the Behavior Expression Animation Toolkit [107]. The Behavior Expression Animation Toolkit also generated appropriate and contextualized nonverbal behavior for the VH. The front end consisted of 3 components: (1) an animated image of the VH communicating with users using speech and gestures, (2) a dynamically updated but constrained multiple-choice menu for user input (via touch or keyboard), and (3) other content supporting the conversation as necessary, like text and images. VH in such a system talked to users with synthetic speech and presented synchronized nonverbal behavior, such as hand gestures and eyebrow raises for emphasis, looking away to signal turn-taking, and posture shifts to mark topic boundaries.

The VH interface in Figure 2 was mostly delivered via smartphones or personal computers. By tailoring the knowledge base, VH were designed for a range of domains, from managing depression [77], through end-of-life planning [80], stress management [75], and educating about breastfeeding [89], to preconception care [97].

Design approaches were varied in the rest of the studies. Dwarkin et al [105] followed the same concepts as in Figure 2 but did not discuss implementation details. Two studies used a third-party system [44,72]. Another used VR and an HMD to deliver the VH intervention [78]. Some studies did not detail exactly how the conversations between humans and VH were automated [58,68,78,92], other than mentioning that nonverbal behaviors were programmed to align with verbal utterances. Two studies modeled their intervention after tutorials, with functionality, such as play, pause, repeat, and answering multiple-choice questions [58,92].

Some designs augmented VH with sensor-based tracking (Table 3), such as heart rhythm monitors for managing chronic heart failure [59-61], a pedometer for promoting walking [65,66], and a breathing monitor for assisting in meditation [100].
Virtual Humans for Health Assessments

Compared with interventions, fewer studies were found for health-related assessments (Tables 1 and 3); most of these were for people with autism spectrum disorder [94,96,99] and psychotic disorders [74,98,103]. Other studies used VH to assess PTSD symptoms [54,55], emotion recognition [95], and body image disorder [79]. Six studies used VH in a VR environment; 5 used HMDs [74,79,98,99,103], while 1 used a computer [96]. Two studies used advanced tracking systems; these tracking modules were more sophisticated than those used in health interventions. To assess social attention in high-functioning children with autism spectrum disorder, researchers used a sensor to measure head orientation and rotational motion [99]. The MultiSense framework was used for the SimSensei Kiosk [55], which tracks an array of perceptual signals, like smile intensity, gaze direction, and lack of facial expressions, and allows unconstrained speech input [54].

Virtual Human Characteristics

Overall, the physical appearances of VH were primarily created using 3-dimensional (3D) character modeling and animation software, such as the Unity3D game engine. They were designed to be racially ambiguous [64] or accordant with target users [86]. But Marcos-Pablos et al [95] generated dynamic expressions for VH (eg, anger, happiness, sadness) by first using a laser scanner to obtain a 3D face model and then using animation software. The speech of VH was either synthetically produced [76] or lip-synced to audio-recorded voice narrations [58,92]. Synthetic speech was generated using commercially available software.

Characteristics, personalities, and mannerisms of VH were manipulated to build rapport with end users [102]. Schulman et al [87] explored the use of social dialog (small talk) and persuasive arguments (about 30 turns) to change attitude toward exercise. VH argued about the advantages of regular exercise and against statements that emphasized disadvantages. Friederichs et al [68] used social dialog at the beginning of an intervention and during transitions between different parts. To persuade users, Andrade et al [58] developed a peer avatar — based on the front-face view of the participant — who delivered a tutorial about self-managing overactive bladder symptoms. Motivational interviewing techniques were used by Friederichs et al [68] to promote physical activity in adults.

Another study explored the use of personal stories available on the internet to personalize the VH’s message and change health behavior [91]. These stories were indexed based on participants’s personal state of change during weight loss. To promote breastfeeding, lactation education was framed from a feminist perspective [90]: a VH was designed to motivate women in their third semester to follow breastfeeding recommendations by the US Centers for Disease Control and Prevention. This was realized by introducing a feminist introductory and closing script (eg, “I like to think of myself as a fairly progressive woman, and I hope I do not offend you by some of my opinions” or “A lot of people think that breastfeeding represents a dilemma for feminism.”) [90]. Participants who did not self-identify as feminists were significantly less satisfied with the feminist agent than the controls.

http://www.jmir.org/2020/7/e18839/
Middle-aged Caucasian and African American VH were designed to achieve racial concordance with users [92], but racial concordance did not significantly affect perceived similarity [86]. Researchers also investigated the effects of attire, background image, and alignment on trust. Study participants found a patient-aligned VH explaining an informed consent document more trustworthy than a medical-aligned or federal-aligned VH. Deictic gestures, such as pointing to a document with a finger or open hand, were designed to aid in document explanation [85]. When explaining a medical document, study participants with low literacy were more satisfied with such a VH than a human. Finally, a common theme across many VH designed for health-related interventions was continuity of care, or longitudinal engagement with end users.

**Design Process**

Of the 53 articles, 23 explicitly described their VH design process [55,58,59,68,71,73,75,78,80,82-87,89-93,95,97,104]. The most common design approaches were collaboration with domain experts, qualitative observation of similar human-human interactions, and adoption of public health and governmental guidelines. Some studies conducted focus groups and one-to-one interviews with target users [59,68,90,92,97,104]. Others informed their design decisions from prior literature or theoretical frameworks [58,59,68,71,90,91,93]. Qualitative observations were often videotaped and coded to generate conversation content [55,71,84]. VH for health-related assessments were always designed in collaboration with health care providers but not end users (Table 3).

**Theory**

Only a few papers explicitly mentioned adopting theoretical frameworks to ground their design of VH [56,60,68,70,91,93,100]. The chronic care model was used to design VH for people with chronic illnesses [109]; the following three guidelines were adopted: facilitate communication between patients and providers, make patients aware of the latest care guidelines consistent with scientific evidence, and motivate patients to manage their health [60].

Two frameworks of behavior change were used widely — the transtheoretical model (TTM) of health behavior change [110] and motivational interviewing (MI) counseling style [111]. The transtheoretical model operationalizes intentional behavior change with 3 core constructs — stages of change (precontemplation, contemplation, preparation, action, and maintenance), processes of change, and levels of change — and recommends stage-matched interventions. VH could ask questions to determine these stages and offer matched interventions, such as therapeutic alliance [56,70,91]. MI was developed to elicit people’s readiness to change, explore their attitudes toward change, and transition ambivalence toward reducing resistance to behavior change. The conversation style of VH was sometimes designed based on the MI technique [56,68]. One study designed VH to mirror basic user actions [112], like inhaling and exhaling, to promote behavior change [100]. In another study [93], VH played the role of a decision coach to facilitate shared decision making [113,114]. They informed users of all available options, provided detailed information about those options, and finally assisted in choosing one of them.

**Design Guidelines**

Four papers explicitly offered design guidelines for VH [57,60,64,71]. To design VH that can maintain long-term social relationships with end users (ie, relational agents), Bickmore et al [64] recommended developing a model of user-agent relationship, using relational behavior like social dialog, empathy, and humor; maintaining a memory of past interactions; and providing some variability in agent behavior and overall variability in the dialog structure. When designing VH for mental health interventions that are also relational agents, special design considerations may be needed. For patients with schizophrenia, Bickmore et al [71] recommended prolonging the introduction and conclusion phases of the conversation, using clear and concrete language that focuses on real events to reinforce reality, and not relying solely on nonverbal behaviors like a gaze-away gesture. Specific populations, health outcomes, and device modalities may need additional design considerations. When addressing loneliness in older adults, Ring et al [57] recommended VH engage in social interactions, such as small talk and games, help older adults stay connected with friends and family via contemporary technologies, and alleviate mood disorders or loneliness through different types of talk therapy. When designing for smartphones, Bickmore et al [60] recommended keeping interactions short, allowing interruptions during interactions, and using constrained user input.

**Meta-Analysis**

A total of 26 studies (16 articles) published between 2000 and December 31, 2019 were eligible for the meta-analysis, targeting 11 types of populations and including 10 studies with healthy adults [68,69,81,83,87], 3 studies with older adults [63,67], 3 studies with women [58,88], 2 studies with individuals with schizophrenia [78,95], and 3 studies with individuals with depression [72,76].

**Study Characteristics**

The included studies comprised approximately 1400 participants across 13 health and wellbeing objectives. The PICOTS information [46] from the 26 studies is available in Multimedia Appendix 2. Outcomes included 44 primary outcomes and 22 secondary outcomes. Of the 26 studies, 9 focused on attitudes toward health and wellbeing [81,83,87,89,91]. There were more cross-sectional (k=15) [54,68,81,83,88,91,92,95] than longitudinal studies (k=11) [58,63,67,69,72,76,88,88]. Longitudinal studies ranged from 1 month to 6 months (see Multimedia Appendix 2). The VH intervention was delivered using a personal computer in most studies (k=18), followed by a tablet (k=4), mobile kiosk (k=2), HMD (k=1), and a desktop computer in a community center (k=1).

**Evidence of Intervention Efficacy**

As evident from Table 2 and Multimedia Appendix 2, the 26 studies eligible for meta-analysis varied in terms of outcomes, target population, timing, and intervention design. Hence, a random-effects model was used. A random-effects model does not assume that the estimated effects come from a single homogeneous population, but that true effect sizes vary from...
study to study. Hedges’ g was calculated for each reported outcome, and SMD were used as the effect size to quantify the overall evidence for VH interventions. Next, we report the meta-analysis of the 44 primary outcomes across 26 studies. A meta-analysis of all 66 outcomes (including 22 secondary outcomes) is available in Multimedia Appendix 2.

The meta-analysis of data from 26 studies (44 outcomes) revealed a significant difference between intervention and control conditions, favoring the VH intervention (SMD .166, 95% CI .039-.292, 95% prediction interval –.548 to .879, \( P = .012 \)) but with evidence of some heterogeneity: \( I^2 = 49.3\% \), 95% CI 28.1%-64.3% (Figure 3).

A 3-level model (level 2: different outcome measures; level 3: different studies) did not capture a significant amount of variability in the data (\( P > .05 \)). Thus, a 2-level model was used. The between-study heterogeneity of the data was moderate: \( \tau^2 = .12, I^2 = 49.3\% \). We examined whether this heterogeneity was caused by outliers or influential cases [115,116]. No influential cases were detected, but we spotted 3 outliers [67,76,95]. While 2 of these outlier studies found extremely positive evidence about VH efficacy [67,76], 1 study found extremely negative evidence for one of its outcome measures: happiness emotion recognition by patients with schizophrenia [95]. However, the meta-analysis after removing these outliers (\( k = 41, SMD .144, 95\% CI .028-.260, P = .016; I^2 = 33.7\%, 95\% CI 2.6%-54.8\% \)) was similar to the original analysis (Figure 3). Because these 3 studies were interesting outliers, but neither error nor influential outliers [117], we chose to retain them.

A subgroup analysis for health-related outcomes and health-related attitudes was conducted, but no significant difference was found in the overall effect between outcome types (\( P = .762 \)). The number of studies was insufficient to conduct subgroup analyses for different population or outcome types.

To explore publication bias, a funnel plot was generated. Egger’s test was not significant (\( P = .70 \)), indicating no substantial asymmetry in the funnel plot. Furthermore, the \( P \)-curve analysis did not indicate publication bias (Figure 4).
Figure 3. Forest plot of the meta-analysis of health-related virtual human interventions from 26 studies (44 primary outcomes). a-PDHA: anonymized post-deployment health assessment; ACT: physical activity; BDI-2: Beck Depression Inventory-II; BICEP: brief informed consent evaluation protocol; DAS–SF2: Dysfunctional Attitude Scale–Short Form 2; DIET: fruit and vegetable consumption; EQ–5D–5L VAS: 5-level version of the EuroQol 5D visual analogue scale; FVS: NIH/NCI Fruit and Vegetable Scan; HRQoL: health-related quality of life; OABq: overactive bladder questionnaire; PDHA: post-deployment health assessment; PTSD: post-traumatic stress disorder; QIDS–SR: Quality of Life Enjoyment and Satisfaction Questionnaire–Short Form; SBS: social behavior scales; SMD: standardized mean difference; SVH: social virtual human.

<table>
<thead>
<tr>
<th>Study</th>
<th>Outcome Measures</th>
<th>SMD</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>[57]</td>
<td>OABq, HRQoL</td>
<td>0.67</td>
<td>[0.04; 1.30]</td>
</tr>
<tr>
<td>[82]</td>
<td>BICEP, vs. human</td>
<td>0.15</td>
<td>[-0.77; 1.08]</td>
</tr>
<tr>
<td>[82]</td>
<td>BICEP, vs. self</td>
<td>0.98</td>
<td>[0.04; 1.91]</td>
</tr>
<tr>
<td>[68]</td>
<td>ACT step count</td>
<td>0.00</td>
<td>[-0.52; 0.52]</td>
</tr>
<tr>
<td>[68]</td>
<td>DIET step count</td>
<td>-0.01</td>
<td>[-0.54; 0.53]</td>
</tr>
<tr>
<td>[68]</td>
<td>ACT + DIET step count</td>
<td>-0.00</td>
<td>[-0.54; 0.53]</td>
</tr>
<tr>
<td>[68]</td>
<td>ACT FVS score</td>
<td>0.21</td>
<td>[-0.31; 0.73]</td>
</tr>
<tr>
<td>[68]</td>
<td>DIET FVS score</td>
<td>0.54</td>
<td>[-0.01; 1.08]</td>
</tr>
<tr>
<td>[68]</td>
<td>ACT + DIET FVS score</td>
<td>0.34</td>
<td>[-0.20; 0.88]</td>
</tr>
<tr>
<td>[62]</td>
<td>Step count</td>
<td>0.12</td>
<td>[-0.23; 0.47]</td>
</tr>
<tr>
<td>[80]</td>
<td>Find a correct clinical trial</td>
<td>0.24</td>
<td>[-0.18; 0.67]</td>
</tr>
<tr>
<td>[71]</td>
<td>BDI–2</td>
<td>0.47</td>
<td>[-0.41; 1.35]</td>
</tr>
<tr>
<td>[71]</td>
<td>QIDS–SR</td>
<td>0.07</td>
<td>[-0.79; 0.94]</td>
</tr>
<tr>
<td>[71]</td>
<td>DAS–SF2</td>
<td>1.05</td>
<td>[0.13; 1.98]</td>
</tr>
<tr>
<td>[71]</td>
<td>EQ–5D–5L VAS</td>
<td>-0.62</td>
<td>[-1.50; 0.27]</td>
</tr>
<tr>
<td>[87]</td>
<td>Attitude toward breastfeeding at third trimester</td>
<td>0.14</td>
<td>[-0.87; 1.16]</td>
</tr>
<tr>
<td>[87]</td>
<td>Attitude toward breastfeeding at hospital discharge</td>
<td>-0.33</td>
<td>[-1.43; 0.77]</td>
</tr>
<tr>
<td>[67]</td>
<td>Days with physical activity</td>
<td>-0.06</td>
<td>[-0.28; 0.16]</td>
</tr>
<tr>
<td>[66]</td>
<td>Change in walking</td>
<td>1.21</td>
<td>[0.52; 1.89]</td>
</tr>
<tr>
<td>[54]</td>
<td>PTSD symptoms reported; vs. a-PDHA (including veterans)</td>
<td>0.14</td>
<td>[-0.11; 0.38]</td>
</tr>
<tr>
<td>[54]</td>
<td>PTSD symptoms reported; vs. PDHA</td>
<td>0.55</td>
<td>[-0.03; 1.12]</td>
</tr>
<tr>
<td>[54]</td>
<td>PTSD symptoms reported; vs. a-PDHA</td>
<td>0.46</td>
<td>[-0.11; 1.04]</td>
</tr>
<tr>
<td>[90]</td>
<td>Weight loss self efficacy for indexed stories</td>
<td>0.47</td>
<td>[-0.04; 0.99]</td>
</tr>
<tr>
<td>[90]</td>
<td>Weight loss self efficacy for random stories</td>
<td>-0.03</td>
<td>[-0.64; 0.58]</td>
</tr>
<tr>
<td>[90]</td>
<td>Weight loss decisional balance for indexed stories</td>
<td>0.02</td>
<td>[-0.49; 0.52]</td>
</tr>
<tr>
<td>[90]</td>
<td>Weight loss decisional balance for random stories</td>
<td>0.35</td>
<td>[-0.26; 0.96]</td>
</tr>
<tr>
<td>[94]</td>
<td>Emotion recognition: anger</td>
<td>-0.51</td>
<td>[-1.14; 0.12]</td>
</tr>
<tr>
<td>[94]</td>
<td>Emotion recognition: happiness</td>
<td>-0.68</td>
<td>[-1.32; -0.05]</td>
</tr>
<tr>
<td>[94]</td>
<td>Emotion recognition: sadness</td>
<td>0.74</td>
<td>[0.10; 1.39]</td>
</tr>
<tr>
<td>[94]</td>
<td>Emotion recognition: fear</td>
<td>-0.11</td>
<td>[-0.73; 0.52]</td>
</tr>
<tr>
<td>[94]</td>
<td>Emotion recognition: surprise</td>
<td>0.54</td>
<td>[0.09; 0.97]</td>
</tr>
<tr>
<td>[77]</td>
<td>SBS</td>
<td>-0.25</td>
<td>[-0.74; 0.25]</td>
</tr>
<tr>
<td>[77]</td>
<td>Vocal skill</td>
<td>-0.02</td>
<td>[-0.51; 0.47]</td>
</tr>
<tr>
<td>[77]</td>
<td>Nonverbal skill</td>
<td>-0.27</td>
<td>[-0.76; 0.22]</td>
</tr>
<tr>
<td>[77]</td>
<td>Conversational skill</td>
<td>-0.24</td>
<td>[-0.73; 0.25]</td>
</tr>
<tr>
<td>[91]</td>
<td>Medication knowledge recall; vs. text</td>
<td>-0.09</td>
<td>[-0.59; 0.42]</td>
</tr>
<tr>
<td>[91]</td>
<td>Medication knowledge recall; vs. voice only</td>
<td>-0.15</td>
<td>[-0.65; 0.36]</td>
</tr>
<tr>
<td>[91]</td>
<td>Medication knowledge recall; vs. static image</td>
<td>-0.15</td>
<td>[-0.66; 0.35]</td>
</tr>
<tr>
<td>[86]</td>
<td>Attitudes toward exercise, VH vs text</td>
<td>0.55</td>
<td>[-0.31; 1.42]</td>
</tr>
<tr>
<td>[86]</td>
<td>Attitudes toward exercise, VH vs text + social</td>
<td>0.82</td>
<td>[-0.08; 1.72]</td>
</tr>
<tr>
<td>[86]</td>
<td>Attitudes toward exercise, SVH vs text</td>
<td>-0.51</td>
<td>[-1.30; 0.27]</td>
</tr>
<tr>
<td>[86]</td>
<td>Attitudes toward exercise, SVH vs text + social</td>
<td>-0.27</td>
<td>[-1.05; 0.52]</td>
</tr>
<tr>
<td>[75]</td>
<td>Stress management behaviors at 9 weeks</td>
<td>0.63</td>
<td>[0.31; 0.96]</td>
</tr>
<tr>
<td>[75]</td>
<td>Stress management behaviors at 12 weeks</td>
<td>0.57</td>
<td>[0.25; 0.90]</td>
</tr>
</tbody>
</table>

Random effects model
Prediction interval
Heterogeneity: $I^2 = 49\%$

---
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Figure 4. The observed P-curve has an estimated power of 99% (left and right), significant right skewness, $P_{\text{full}} < .0001$, $P_{\text{half}} < .0001$ (left), and no significant flatness, $P_{\text{full}} > .9999$, $P_{\text{half}} > .9999$.

Risk of Bias in Included Studies
The quality of studies included in the meta-analysis was evaluated for risk of bias (Figures 5 and 6). Randomization was adequate in 19 studies [58,63,67-69,72,78,87,88,91,92,95] but unclear in 7 others [54,76,81,83]. Allocation was reported to be concealed in 11 studies [58,63,67,72,88,92,95], but other studies did not provide enough information to assess allocation bias. It was unclear in 15 studies whether participants and research personnel were blinded to the allocated interventions [54,68,69,76,78,81,83,87,91].

Eleven studies were successful in blinding participants and research personnel to the allocated interventions [58,63,72,81,87,92,95], while 5 studies were not [54,78,88]; the remaining studies were unclear. Blinding the assessors of outcomes was achieved in 8 studies [58,63,78,92,95], 2 studies did not blind research personnel [67,72], and 16 did not clearly report this [54,68,69,76,81,83,87,88,91]. Attrition was high (>20%) in 5 studies [63,68,72,78]. With respect to selective reporting, we identified 13 studies that did not report either descriptive statistics for nonsignificant outcomes or participant demographics [54,67-69,76,88,92]. In assessing other potential sources of bias, we identified 11 studies at a risk of bias due to a small sample size [87,88] or self-selection from provider invitations [72] and websites like Craigslist or Amazon Mechanical Turk [54,69,87,91].
Figure 5. Summary of the authors’ consensus judgment about the risk of bias for each study included in the meta-analysis, by various sources of potential bias.
Discussion

Primary Findings

This meta-analysis found VH interventions significantly more effective than other types of traditional interventions that did not include conversational agents (SMD .166, 95% CI=.039-.292, P=.012). This is an important finding because effective interaction modalities are needed to promote improved consumer or patient engagement in health, thereby promoting behavior change and the management of chronic conditions. The effect size may have been small because the studies involved many different population and outcome types. As more studies become available in the future, some populations and outcome types may show stronger effect sizes than others.

The efficacy of VH may also depend on the type of intervention for which they are used, such as delivering cognitive behavioral therapy vs delivering education. However, the number of current studies was insufficient to conduct such subgroup analyses. Nevertheless, the effectiveness of VH did not significantly differ between health-related outcomes and health-related attitudes.

Like prior reports [37], we found considerable heterogeneity in evaluation methods and outcome measures and a predominance of quasiexperimental study designs or usability studies over RCTs. But unlike previous reviews [36], we found most applications were fully developed, and many of them were either evaluated or soon to be evaluated in RCTs. Our findings cannot be compared directly with the previous reviews because each of the reviews used a different definition of conversational agents or avatars. Typically, earlier reviews did not discriminate between conversational agents with and without a humanlike physical appearance; therefore, they did not discriminate between whether they were able or unable to engage in nonverbal conversation. Only 5 of the 26 studies that were included in the meta-analysis compared the efficacy of VH interventions with text-based chatbots or any other type of conversational agents (Multimedia Appendix 2) [58,68,87,91,92]. Other studies compared interventions against treatment as usual, such as a therapist visit or standard educational materials. Voice-based and text-based conversational agents, without a physical humanlike appearance, were used as comparators in 2 studies [58,92] and 4 studies [68,87,91,92], respectively. Thus, it is too early to tell how much the efficacy of VH in health-related interventions can be attributed to their humanlike physical appearance.

Of course, some health applications, especially some mental health assessments, would only work with VH and could not be replaced with a voice-based or text-based conversational agent. For example, VH were used to assess the influence of unusual voices on daily activities of hallucinating patients [74] and the effect of social rejection in individuals with psychotic disorder [98]. But apart from these, when should a VH intervention be more desirable than other types of conversational agents? Engineering health-related VH interventions is far from trivial and may further cause unintended effects, such as a lack of empathy or a sense of complacency among users [23,24]. When is it worth investing in designing VH over chatbots or smart speakers? This question kept resurfacing in our analysis but remained unanswered. As more studies become available, subgroup analyses of specific interventions could answer this question.

Currently, the prevalence of VH in health applications appears to lag behind that in other areas, such as education and training [118,119] or serious games [120], which is not surprising given the concerns about patient safety [121], ethical and legal issues [122], and perception of professional counselors [123]. Technological advancements will continue to augment VH capabilities; equally important is identifying the design tradeoffs associated with those capabilities in patient-facing systems. When should a conversational agent have a humanlike appearance or any physical embodiment? Would allowing for unconstrained speech and gesture input improve intervention
effectiveness or reduce patient safety and privacy? When are nonverbal cues significant in designing a conversational agent? Does age, gender, socioeconomic status, literacy levels, or certain characteristics of target users mediate the effectiveness of VH interventions?

Finally, we found that the input and output of VH systems have evolved significantly over the last 2 decades, drawing on the most recent technological advancements. While systems in the 2000s extensively used desktops, kiosks, 2-dimensional graphics, and constrained text input [64], more recent systems were developed in 3D, delivered in VR, sometimes used HMDs, and allowed for unconstrained input, such as speech, gestures, and facial emotions. Two key design trends were identified: (1) multimodal sensing of the user’s state using computer vision algorithms and ubiquitous computing technologies, ranging from upper-body gestures to heart rate (input), and (2) striving toward high fidelity, humanlike appearance and behavior of the VH to improve presence and immersion (output).

Limitations and Future Research

The limitations of this review should be noted and can be addressed by future studies. First, not all studies on VH in patient-facing systems were included in our work. This is because they did not present sufficient quantitative information, only reported usability metrics, or did not clarify whether their avatar technology was computer-controlled or human-controlled. Including additional studies and VH designs could allow reinforcing the results reported here or provide different results. Second, some of the studies included in our meta-analysis had relatively small sample sizes (<20 participants); thus, additional caution is recommended when generalizing these results. Third, there was moderate heterogeneity among trials in the meta-analysis ($\tau^2=.12, F^2=49.3\%$). This can be attributed to the different health outcome measures, population types, and health objectives. For example, health objectives ranged from increasing physical activity and improving mood to improving social skills. When more studies become available with the same or similar health objectives, it would be worth updating this study with new results.

Although research on conversational agents began circa 2000, their design and capabilities have changed and diverged substantially as new technologies and sensors have emerged. This change is expected to continue. Future studies are suggested to consider the difference between different types of conversational agents when synthesizing or generalizing the agents. For example, does a physical appearance or nonverbal behavior increase the effectiveness of a conversational agent? In what kind of tasks? Furthermore, there is rich literature on behavior change and health behavior change theories. However, theoretical frameworks explicating how different features of VH work together in building (or disrupting) rapport with patients is lacking. As such models emerge, future studies will need to examine those relationships between model constructs with methods such as meta-analytic structural equation models.

Conclusion

VH are conversational agents with a humanlike physical appearance; autonomy in verbal and nonverbal behavior; and speech, gaze, or gesture interaction capabilities. In patient-facing systems, they can demonstrate listening and empathy, as well as tailoring to various sociocultural backgrounds, languages, and literacy levels. We surveyed the existing literature on VH in patient-facing systems — from inception to December 2019. Of the 53 articles reviewed, a meta-analysis of 26 studies with more than 1400 participants showed that VH interventions significantly improve health outcomes compared with other traditional intervention methods. But whether a physical embodiment is crucial for a conversational agent to significantly improve health-related outcomes remains to be explored, as does any effect of the VH’s physical appearance, type of voice, or quality of movements.

Although not yet comparable to computer-animated films or high-end video games, the appearance and behavior of VH in health care are increasingly becoming sophisticated, with studies finding that users prefer more humanlike VHs in health care [124,125]. Elsewhere, studies continue to report the possibility of unintended negative user reactions (ie, the uncanny valley effect) when interacting with VH, owing to a mismatch in the levels of realism, either physical, behavioral, or both [23,24,126]. However, the literature on VH in patient-facing systems has not yet examined whether the uncanny valley effect affects patient perception and, in turn, health outcomes.
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3D: 3-dimensional.
a-PDHA: anonymized post-deployment health assessment.
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ASD: autism spectrum disorders.
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BDI-2: Beck Depression Inventory-II.
BEAT: Behavior Expression Animation Toolkit.
BICEP: brief informed consent evaluation protocol.
DAS-SF2: Dysfunctional Attitude Scale-Short Form 2.
DIET: fruit and vegetable consumption.
EQ-5D–5L VAS: 5-level version of the EuroQol 5D visual analogue scale.
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HRQOL: health-related quality of life.
mHealth: mobile health.
MI: motivational interviewing.
OABq: overactive bladder questionnaire.
PDHA: post-deployment health assessment.
PTSD: post-traumatic stress disorder.
QIDS-SR: Quality of Life Enjoyment and Satisfaction Questionnaire-Short Form.
RCT: randomized controlled trial.
SBS: social behavior scales.
SMD: standardized mean difference.
SVH: social virtual human.
VH: virtual human.
VR: virtual reality.
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Abstract

Background: Knowledge translation (KT) aims to facilitate the use of research evidence in decision making. Changes in technology have provided considerable opportunities for KT strategies to improve access and use of evidence in decision making by public health policy makers and practitioners. Despite this opportunity, there have been no reviews that have assessed the effects of digital technology-enabled KT (TEKT) in the field of public health.

Objective: This study aims to examine the effectiveness of digital TEKT strategies in (1) improving the capacity for evidence-based decision making by public health policy makers and practitioners, (2) changing public health policy or practice, and (3) changes in individual or population health outcomes.

Methods: A search strategy was developed to identify randomized trials assessing the effectiveness of digital TEKT strategies in public health. Any primary research study with a randomized trial design was eligible. Searches for eligible studies were undertaken in multiple electronic bibliographic databases (Medical Literature Analysis and Retrieval System Online [MEDLINE], Excerpta Medica dataBASE [EMBASE], PsycINFO, Cumulative Index to Nursing and Allied Health Literature [CINAHL], and Scopus) and the reference lists of included studies. A hand search of 2 journals (Implementation Science and Journal of Medical Internet Research) and a gray literature search were also conducted. Pairs of independent review authors screened studies, assessed the risk of bias, and extracted data from relevant studies.

Results: Of the 6819 citations screened, 8 eligible randomized trials were included in the review. The studies examined the impact of digital TEKT strategies on health professionals, including nurses, child care health consultants, physiotherapists, primary health care workers, and public health practitioners. Overall, 5 of the interventions were web-training programs. The remaining 3 interventions included simulation games, access to digital resource materials and the use of tailored messaging, and a web-based registry. The findings suggest that digital TEKT interventions may be effective in improving the knowledge of public health professionals, relative to control, and may be as effective as a face-to-face KT approach. The effectiveness of digital TEKT strategies relative to a control or other digital KT interventions on measures of health professional self-efficacy to use evidence to enhance practice behavior or behavioral intention outcomes was mixed. The evidence regarding the effects on changes to health policy or practice following exposure to digital TEKT was mixed. No trials assessed the effects on individual or population-level health outcomes.
Conclusions: This review is the first to synthesize the effectiveness of digital TEKT interventions in a public health setting. Despite its potential, relatively few trials have been undertaken to investigate the impacts of digital TEKT interventions. The findings suggest that although a digital TEKT intervention may improve knowledge, the effects of such interventions on other outcomes are equivocal.

(J Med Internet Res 2020;22(7):e17274) doi:10.2196/17274
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Introduction

Background

Investment in public health research is intended to improve public health policy, practice, and decision making [1]. To enhance the impact of public health services, public health decision making based on high-quality research evidence is recommended [1]. Currently, research evidence is often not utilized optimally in public health decision making [2-4], increasing the risk that public health policies or practices may be enacted that are inferior to alternative interventions, that have little evidence of benefit, or that may be harmful [2,3].

Knowledge translation (KT) is “the synthesis, dissemination, exchange, and application of knowledge in an effort to improve health services and products and strengthen the health care system” [5]. The process of KT aims to bridge the gap between research evidence generated by researchers and the use of this evidence by health professionals in their decision making regarding the adoption of health policies, practices, or programs [3,6]. Conceptual frameworks suggest that KT is a dynamic process that is inherently linked to the engagement of end users, including patients, policy makers, and health care professionals, to enhance the uptake of research via the creation, dissemination, and use of knowledge (research) [3]. An important part of the KT processes is the development of knowledge tools, products, or other strategies (interventions) that are accessible and interactive and meet the needs of stakeholders for informed decision making [3,4,7].

A variety of factors impede KT in public health. A 2018 critical interpretive synthesis for KT in public health in low- and middle-income countries highlighted the complex nature of creating and accessing evidence for the end user and the contextual factors, including cultural, political, and economic factors that influence the ability to inform evidence-based decision making [8]. A number of KT strategies have previously been applied to address some of these barriers. A systematic review of 5 randomized and non-randomized studies evaluating the effectiveness of public health KT [9] found that single KT strategies, such as disseminating materials to health professionals, were as effective as complex, multicomponent interventions, such as interventions with multiple face-to-face contacts, in changing the practice behavior of public health professionals [9]. However, some KT strategies, such as access to web-based registries to find evidence, did not significantly impact decision making in public health professionals [9].

Changes in technology over recent decades have provided considerable opportunities to improve access and use of evidence in decision making [4]. Technology-enabled KT (TEKT) is the incorporation of digital technology in the application of KT [10]. Digital TEKT does this by using digital technologies, for example, via the use of social media, email, internet, electronic databases, electronic prompts or reminders, web-based webinars, and training or interactive websites. Such strategies may include push strategies, whereby research is disseminated (eg, via social media) to target end-user audiences to increase its awareness and use of pull strategies that aim to increase the target end user’s demand and use for research (eg, webinars to improve research literacy) [2,11].

Despite the opportunity that digital TEKT presents in facilitating KT, there are few reviews assessing the impact of digital TEKT on decision making in health. To the best of our knowledge, there have been no reviews that have assessed the effects of digital TEKT in the field of public health. This is important given the contextual differences in public health and clinical practice decision making. Nonetheless, reviews of their impact in clinical settings suggest that they can be beneficial. For example, a 2016 systematic review by De Angelis et al [12] examined the impact of information and communication technologies in the dissemination of clinical practice guidelines to health professionals. The review included 21 studies in which dissemination occurred via a variety of communication technologies, including computer software, web-based workshops, educational games, and email and assessed the skills, knowledge, intention of the health professionals, or perceived usefulness of the intervention [12]. The review found that website and computer software dissemination of practice guidelines showed little evidence in improving practice behavior [12]. Conversely, web-based workshops and emails were found to improve practice behavior by improving the skills and knowledge of clinical practice guidelines [12]. Similarly, a 2019 systematic review highlighted that the most effective KT strategies for health professionals in child health settings were those relating to web-based education and computerized prompts and reminders [13]. The existing literature highlights the promise of the use of digital TEKT; however, the effectiveness of digital TEKT in the public health setting is not known.

Objectives

In the context of existing evidence synthesis gaps for public health digital TEKT, this review aimed to examine the effectiveness of digital TEKT strategies in improving the following measures:

1. Public health policy makers or practitioners’ capacity to make evidence-based health policy and practice decisions such as changes in knowledge acquisition, knowledge
regression, change in reasoning, judgment, or decision making [14].

2. Evidence-based public health policy and practice such as changes in behavior, public health policy, or practice.

3. Individual- or population-level health outcomes from the use of research in public health.

**Methods**

**Registration**

This review was prospectively registered with the International Prospective Register of Systematic Reviews (PROSPERO; CRD42018112715) and is reported per the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines [15].

**Eligibility Criteria**

**Types of Studies**

Any primary research study with a randomized trial design, including cluster randomized, was eligible. Studies published in peer-reviewed journals, as well as gray literature publications, were included in this review. There was no restriction on the length of the study follow-up period, the language of publication, or country of origin.

**Types of Participants**

Studies were eligible for inclusion if they included public health end users, such as health care policy makers, health care managers, and health professionals employed by public health services. For this review, public health services were defined as aiming to promote health and well-being and prevent illness and disease [16]. Such services may be delivered by government or nongovernment organizations. Examples of public health services include health protection and health promotion of preventable diseases and illnesses such as childhood obesity, injury prevention, vaccinations, and immunizations [9,16].

Health professionals who are involved in public health may have included, but was not limited to, health practitioners; allied health professionals such as dietitians, occupational therapists, physiotherapists, speech pathologists; pharmacists; nurses; physicians; and social workers with a focus on preventative care. Studies targeting clinicians were only included if they were engaging in preventative health services. Studies that assessed the impact on researchers embedded within public health services were excluded from this review.

**Types of Interventions**

Any study that reported on the effectiveness of digital TEKT strategies targeting public health policy makers or practitioners was eligible for inclusion that compared the following:

1. Digital TEKT strategies targeting public health policy makers and practitioners with no intervention.

2. Two or more alternative KT strategies targeting public health policy makers and practitioners, where at least one alternative included a digital TEKT strategy only.

Digital TEKT could make use of social media, email, internet, electronic databases, electronic prompts or reminders, web-based webinars, or training or interactive websites to facilitate research use by end users. Digital TEKT strategies could employ either or both push and pull strategies. Examples of digital TEKT strategies included in this review form part of the knowledge creation component (knowledge tools and products) of the knowledge to action framework [3].

Studies in which digital TEKT was not the exclusive component of a study were excluded.

**Comparison**

Groups may have received any alternative KT strategy, usual care, no intervention, or a waitlist control.

**Types of Outcome Measures**

We included any trial that included the assessment of the effects of digital TEKT strategies on the following:

1. Measures of public health end users’ capacity to make evidence-informed health policy and practice decisions. Any cognitive measures of end users’ capacity for evidence-informed decisions were included, such as measures of knowledge acquisition, knowledge retention, change in reasoning, judgment, or decision making [14]. In addition, measures of change in intention, attitude, and self-efficacy were included. Such data could be collected via surveys of policy makers and practitioners, completion of performance tasks, observations, or other measures.

2. Measures of evidence-based public health policy and practice, including changes in the behavior of policy makers or practitioners in decision making, in actual public health policy, or practice. Measures could include surveys of policy makers and practitioners, practice reviews, and assessment of core competencies or observations.

3. Measures of individual-, community-, or population-level health outcomes. These could include measures of the presence or absence of disease, health condition, or behavioral risk factors (eg, tobacco use) at the level of an individual, collected via patient surveys, use of medical records, objective measures of behavior or disease, or any other method to determine health outcomes; or at a population level, for example, the use of population-level surveys or disease surveillance systems or change in health service use [14].

**Information Sources and Search Methods**

A comprehensive search was developed in consultation with an information specialist (DB) conducted for peer-reviewed articles in electronic databases.

**Electronic Searches**

The following electronic databases were searched from inception to October 5, 2018: Medical Literature Analysis and Retrieval System Online (MEDLINE), Excerpta Medica database (EMBASE), PsycINFO, Cumulative Index of Nursing and Allied Health Literature (CINAHL), and SCOPUS.

We developed the search strategy in MEDLINE and adapted the search for each database (Multimedia Appendix 1). Search filters used in other systematic reviews for KT strategies [9,17,18] and digital dissemination or intervention [12] were
adapted for use in this review. Additional search filters were developed to capture the outcomes included in the review [14].

**Searching for Other Resources**

The reference lists of all included studies were searched for additional relevant studies. A hand search of studies published between December 2016 and October 2018 was conducted in the *Implementation Science* and *Journal of Medical Internet Research (JMIR)* journals due to their relevance to the aims of the systematic review. Hand searches were conducted for 2 years, consistent with the practices of other Cochrane Reviews [19,20].

We also conducted a gray literature search using Google, with the search terms “knowledge translation” AND (“digital dissemination OR digital intervention”) AND “public health” and reviewed the first 200 results against the eligibility criteria.

**Selection of Studies**

All studies obtained in the literature search were deduplicated. The titles and abstracts of the identified studies were independently screened for eligibility by 2 reviewers (from a pool of 4 reviewers: AB, CB, JB, and MM) and full texts of all relevant or unclear studies were obtained and reviewed against the inclusion criteria using Covidence. Any ambiguity in the inclusion of a study was resolved by discussion or by a third reviewer to reach consensus. Review authors were not blinded to author or journal information.

**Data Collection and Analysis**

**Data Extraction and Management**

Two review authors (AB and LW) independently extracted information from the included studies using a data extraction form developed and piloted by the research team. Any discrepancies regarding data extraction between the review authors were resolved via discussion. An attempt to contact study authors occurred if there was insufficient data in the included studies. The following information was extracted: general information (author name, title, date of publication, and country) methods (study design, setting, duration, sample size, and number of experimental conditions), participants (total number and participant characteristics), types of intervention (characteristics of the digital TEKT intervention and comparison components including the type of strategy and modality [website, web-based training, and emails]), type of outcome measures and results (outcomes aligned to the review inclusion criteria, data collection procedure, effect size, and summary data for each intervention group), and information to allow assessment of risk of study bias. Additionally, we extracted information regarding the intervention for each element recommended by the Template for Intervention Description and Replication (TIDieR) checklist. The TIDieR checklist is a 12-item checklist used to report characteristics of interventions in a structured manner. It includes information on why the study was conducted, how the study was conducted, materials used, where it was conducted, frequency of the intervention, and any tailoring or modifications [21]. Such information was not planned in the review protocol and was not used in formal study synthesis but has been included to enhance characterization of the trials.

**Assessment of Risk of Bias**

Two reviewers (AB and RH) independently assessed the risk of bias using the *Cochrane Handbook for Systematic Review of Interventions Risk of bias 2.0* tool [22]. Each included study was assessed for the following risks of bias (and rated as high, low, or some concerns): randomization, deviations from the intended intervention, missing outcome data, measurement of the outcome, and free of selective outcome reporting. The overall risk of bias for each study was determined using guidance from the *Cochrane Handbook for Systematic Review of Interventions Risk of bias 2.0* tool [22]. Discrepancies in rating the risk of bias between reviewers were resolved by discussion.

**Data Synthesis**

A random effects meta-analysis was planned in the protocol to provide a quantitative assessment of the effects of interventions. However, meta-analysis could not be conducted as outcomes reported were not able to be pooled due to considerable heterogeneity across the included studies. As such, the results are described narratively by synthesizing study findings by outcome. Within the outcome category, synthesis was then undertaken by first synthesizing the findings of studies comparing digital TEKT versus the control group and then by synthesizing the effects of studies comparing digital TEKT strategies versus an alternative intervention.

**Results**

**Description of the Included Studies**

A total of 6819 citations were screened for eligibility (Multimedia Appendix 2). The full text of 46 studies was obtained to determine eligibility against the review criteria. Of these 46 studies, 8 were included in the review [23-30]. The primary reasons for exclusion of ineligible studies were as follows: non–randomized controlled trials (non-RCTs; n=17), nondigital studies (n=6), not specifically KT (n=6), protocol only (n=4), based on the clinical setting (n=4), or had no digital TEKT outcome (n=1).

A summary of the study characteristics and outcomes of the 8 included studies is provided in Table 1. All 8 studies were RCTs, of which 4 were cluster RCTs [25,27,29,30]. A total of 3 studies were conducted in the United States [23-25], 2 in the Netherlands [26,28], 2 in Canada [27,30], and the remaining study was conducted in China [29].

Health professionals recruited in the included studies comprised nurses [23,26,30], nurse practitioners [23], physicians [23], child care health consultants [24], physiotherapists [30], primary health care workers [29], and public health practitioners [30]. A further study recruited program managers or coordinators of public health departments [27] and the remaining study recruited professionals employed in schools, community agencies, and policy-making bodies [25].

There was variability in the digital TEKT interventions tested. Overall, 5 of the interventions were web-based training programs.
aimed at improving nutrition and physical activity knowledge in children [24], utilizing smoking cessation guidelines [26], body positivity in children and adolescents [30], physical activity levels in patients with cardiovascular risk factors [28], and improving basic public health services knowledge [29]. The remaining 3 interventions included simulation games to improve communication with patients with mental health disorders [23], access to digital resource materials on substance abuse prevention programs [25], and the use of tailored messaging in comparison with knowledge brokering or a web-based registry concerning healthy body weight promotion in children [27]. Of the 8 included studies, 6 reported using evidence-based information to develop the intervention or as part of the program [23-27,30], including the use of systematic reviews [27], and previous programs and studies [23-26,30]. A full description of the intervention consistent with the TIDieR checklist is provided in Multimedia Appendix 3 [23-30].

The majority of comparison groups for the included studies were control groups that had no access to the digital TEKT strategies (n=3) [23,24,26] or waitlist control group (n=2) [28,30]. A study that aimed at providing information on substance abuse prevention programs compared groups accessing information via CD-ROM or the internet to those who accessed information via printed materials [25]. A further study in public health department personnel compared its most interactive KT strategy (access to knowledge broker, web-based registry, and tailored messages) and its moderate interactive KT strategy (web-based registry and tailored messages) with the least interactive KT strategy of access to a web-based registry only [27]. The study in primary health care workers compared its face-to-face education group with its comparison group that accessed information via websites only, in an effort to improve cardiovascular risk management [29].

The majority of studies reported on fidelity with the intervention to some extent; however, studies were inconsistent in how fidelity was measured, which included time to complete intervention and percent use of program [23,24,27,28,30]. Of the 2 studies that reported on time to complete, the mean time ranged from 124 to 4998 min [23,24] and the percent usage of the program ranged from 45% to 100% in the 3 studies that reported this [27,28,30].

The most commonly reported KT outcome measure was a change in knowledge, as reported in 4 of the included studies [23,24,26,29,30]. Of the 8 included studies, 3 reported the outcome measure of intention to change behavior [23,25,28] and 2 reported self-efficacy for identifying evidence and confidence to improve the health professional’s practice behavior [25,30]. Only 1 study reported the impact of digital TEKT strategies on measures of attitude regarding health professional practice behavior to improve physical activity in cardiovascular patients and on the health professional’s perceived behavior control [28]. Changes to health policy, practice, or decision making were reported by 3 studies [26-28]. No study reported outcomes relating to individual-, community-, or population-level health outcomes.

The majority of outcome measures within the included studies (n=7) were evaluated using telephone, written, or web surveys [23,25-30], with the remaining study using a knowledge test to measure its outcome [24]. Of the 8 included studies, 2 studies reported using validated measures of trial outcomes [23,30].
<table>
<thead>
<tr>
<th>Study (reference, country, study design)</th>
<th>Population: type of participant, sample size, mean age and gender of participants, industry experience</th>
<th>Intervention description: duration of intervention; comparator</th>
<th>Outcomes and measures</th>
<th>Key findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albright et al [23]; United States; RCT&lt;sup&gt;a&lt;/sup&gt;</td>
<td>227 nurses, nurse practitioners, and physicians; 81.9% female; 65.6% nurses; Industry experience: mean 10.89 (SD 11.01) years; Age not reported</td>
<td>Description: At risk in primary care web-based simulation role-playing game. Provides learners opportunities to practice role-playing with emotionally responsive virtual patients that are experiencing mental health disorders; Duration: Simulation takes 1-1.5 hours to complete. Comparator: control</td>
<td>Outcome: knowledge and skills; Measure: 6-item Gatekeeper Behavior Scale web-based questionnaire; Outcome: likelihood to screen and manage mental health issues; Measure: single item, 4-point Likert-type scale web-based questionnaire</td>
<td>The score for the treatment group, postsimulation (mean 3.40, SD 0.89) was significantly higher than the control group at presimulation (mean 2.91, SD 0.69), P&lt;.001; Likelihood of engaging in screening behavior for the treatment group (mean 3.27, SD 0.74) was significantly higher than the control group (mean 2.90, SD 0.87), P&lt;.01</td>
</tr>
<tr>
<td>Benjamin et al [24]; United States; RCT</td>
<td>51 CCHCs&lt;sup&gt;b&lt;/sup&gt;; Control (n=17): 6.9 years old; 94% female; 88% nursing degree. Web-based (n=17): 41.9 years old; 100% female; 94% nursing degree. In-person (n=16): 39.8 years old; 100% female; 87% nursing degree. Industry experience not reported</td>
<td>Description: web-based (group 1) and in-person trained (group 2) CCHCs. Each training included 4 modules: intervention overview, introduction to childhood overweight, nutrition and physical activity, and providing consultation to child care centers. In-person training and web-based training were designed to be similar in both content and structure. Duration: training took 3 hours; Comparator: control</td>
<td>Outcome: nutrition knowledge related to childhood overweight. Measure: 28 multiple choice questions (childhood overweight=4, nutrition for children=10, physical activity for children=8, and nutrition and physical activity for adults=6) with 2-5 possible response options</td>
<td>Participants from the web-based trained group (difference in pre/post score=16.18) did not perform better than the in-person trained group (difference in pre/post score=16.53). Both training groups improved significantly more than controls (difference in pre/post score=1.89; P&lt;.001 for each group)</td>
</tr>
<tr>
<td>de Ruijter et al [26]; the Netherlands; RCT</td>
<td>269 PNs&lt;sup&gt;c&lt;/sup&gt; across the Netherlands. Mean 47.3 years old; 97.8% female. PN counseling experience was mean 5.6 years</td>
<td>Description: Guideline adherence to smoking cessation counseling. Computer-tailored, web-based program relating to smoking cessation. Consisted of web-based modules, tailored advice, forum, and smoking cessation counseling materials. Duration: 6 months to access and use the program. Comparator: control group engaged in normal smoking cessation counseling practices</td>
<td>Outcome: adherence to STIMEDIC&lt;sup&gt;d&lt;/sup&gt; guidelines. Measure: questions on guideline adherence concerned the 9 evidence-based counseling steps, as described in the STIMEDIC guideline. PNs adherence at baseline was assessed by asking PNs to self-report their adherence to each guideline step during complete smoking cessation trajectories of their last 10 patients (range 0-10). Additionally, during the trial period, guideline adherence was assessed by asking PNs to self-report their adherence to each guideline step after every consultation with a smoking patient using the counseling checklist</td>
<td>Overall intervention effect not reported. Significant interaction between groups based on the average years of counseling experience (P=.045)</td>
</tr>
</tbody>
</table>
### Study (reference, country, study design)

<table>
<thead>
<tr>
<th>Study</th>
<th>Population: type of participant, sample size, mean age and gender of participants, industry experience</th>
<th>Intervention description: duration of intervention; comparator</th>
<th>Outcomes and measures</th>
<th>Key findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Di Noia et al [25]; United States; RCT</td>
<td>188 school, community agency, and policy-making professionals; 68.6% females; 25% 30-39 years, 23% 40-49 years, 19% 50-59 years (mean age not reported); 48% some graduate school, 22.3% college, 10.6% some college. Industry experience not reported</td>
<td><strong>Description</strong>: illustrative dissemination materials for 3 youth-oriented substance abuse prevention programs. Materials for each program were tailored for each setting (school, community agencies, and policy makers) and disseminated by: Group 1: accessed resource materials via CD-ROM (n=64); Group 2: accessed resource materials via the internet (n=69). <strong>Duration</strong>: 2 years. <strong>Comparator</strong>: resource materials accessed via printed pamphlets (n=55)</td>
<td><strong>Outcome</strong>: self-efficacy. <strong>Measure</strong>: via survey assessing professionals’ self-efficacy for identifying and obtaining prevention programs to serve the needs of youth; confidence in ability to recommend programs to their constituents.</td>
<td>No significant differences between groups for self-efficacy for the ability to identifying programs or recommend programs. Significant between channel effects in ability to obtain programs for pamphlet (mean 1.37, SD 0.93) versus internet (mean 0.87, SD 0.79) and pamphlet versus CD-ROM (mean 0.94, SD 0.84) at P&lt;.05 at follow-up; No significant differences between groups for likelihood of requesting program or likelihood of implementing program. Significant difference between CD-ROM (mean 1.41, SD 1.13) and pamphlet (mean 1.55, SD 1.13) for likelihood of recommending program at P&lt;.05 and significant difference between CD-ROM and internet (mean 1.06, SD 1.05) for likelihood of recommending program at P&lt;.05 at follow-up</td>
</tr>
<tr>
<td>Dobbins et al [27]; Canada; RCT</td>
<td>108 public health departments with program managers and/or coordinators and/or program directors responsible for making program decisions related to healthy body weight promotion in children; 35% frontline staff; 26% manager; 47% nursing discipline; Mean 5 years in current position; Mean years in a public health role=13. Age and gender not reported</td>
<td><strong>Description</strong>: the 3 interventions included access to a web-based registry of research evidence, tailored messaging, and a knowledge broker. Moderate interactive intervention (digital TEKT strategy): tailored targeted messages plus access to a health evidence repository (TM). Most interactive intervention: access to a knowledge broker, tailored targeted messages plus access to health evidence repository (KB). Least interactive intervention: access to health evidence repository (HE). <strong>Duration</strong>: program implemented over 1 year</td>
<td><strong>Outcome</strong>: public health policies and programs; <strong>Measure</strong>: This measure was derived as the sum of actual strategies, policies, and/or interventions for health body weight promotion in children being implemented by the health department. Participants were asked whether the public health policies and programs were being implemented by their health department (yes/no); <strong>Outcome</strong>: global evidence-based decision making. <strong>Measure</strong>: in a telephone-administered survey, participants were asked to report on the extent to which research evidence was considered in a recent program planning decision (previous 12 months) related to healthy body weight promotion</td>
<td>TM group improved significantly from baseline to follow-up in comparison to the HE and KB groups that showed no significant change (P&lt;.01); Intervention had no significant effect on global evidence-based decision making (P&gt;.45), although all groups improved to some extent (HE group: 0.74; TM group: −0.42; KB group: −0.09)</td>
</tr>
<tr>
<td>Study (reference, country, study design)</td>
<td>Population: type of participant, sample size, mean age and gender of participants, industry experience</td>
<td>Intervention description: duration of intervention; comparator</td>
<td>Outcomes and measures</td>
<td>Key findings</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------</td>
<td>-------------------------------------------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>McVey et al [30]; Canada; RCT</td>
<td>89 public health practitioners (100% female) from 2 Canadian provinces; Public health participants: public health nurses (n=62) and nutritionists (n=27), with average number of years 12.72; 84.4% identified as white. Age not reported</td>
<td>Description: the student body Promoting Health at Any Size web-based program; 6 learning modules: (1) media and peer pressure (2) healthy eating, (3) active living, (4) teasing, (5) adult role models, and (6) school climate including case studies, background information, additional resources, and classroom activities. Duration: the intervention group had 60-day access to the web-based intervention. Comparator: waitlist control</td>
<td>Outcome: knowledge of the physical changes associated with puberty, facts concerning restrictive dieting, peer and adult influences, and the influence of the media on weight loss. Measure: assessed via a survey using true-false questions and Likert scales; Outcome: efficacy to fight weight bias. Measure: 6-item subscale used to assess self-efficacy expectations for fighting weight bias in their schools. On the basis of a 4-point Likert scale (Cronbach α=44)</td>
<td>Physical changes associated with puberty: there was no significant interaction effect, $F_{1,75}=4.86, P=.08$. Facts concerning restrictive dieting: there were no significant interactions or time effects found for any of the items that tapped knowledge about dieting. Peer or adult influences: there were no significant interactions or time effects. Influence of the media on weight loss: there were no significant interactions or time effects; There was a significant interaction effect found for the variable efficacy to fight weight bias, $F_{1,75}=10.81, P=.002$. Participants in the intervention group only reported significant improvements in efficacy scores between baseline and the postintervention periods, $P&lt;.001$</td>
</tr>
<tr>
<td>Sassen et al [28]; the Netherlands; RCT</td>
<td>69 health care professionals with at least a bachelor’s degree in nursing or physiotherapy and who had regular consultations with patients with CV risk factors and low levels of PA. Control group: 78% female, mean 39.7 years old; 68% bachelor's degree, mean 9.58 years professional experience. Intervention group: 69% female, mean 38.6 years old; 79% bachelor’s degree, mean 9.76 years professional experience</td>
<td>Description: web-based intervention to increase health care professionals’ intention and encouraging behavior toward patient self-management, following CV risk management guidelines. Website contained modules to help the health professionals improve their professional behavior, support the health professionals, improve patients' intention, and risk reduction. The website also included a forum directed at health professionals to share experiences with other professionals. Duration: not reported. Comparator: waitlist control</td>
<td>Outcome: intention to encourage CV patients to become physically active. Measure: self-assessed through a questionnaire (3 items on intention); Outcome: attitude to encourage PA in CV patients. Measure: self-assessed through a questionnaire of a series of 8 questions regarding the usefulness of assessing patients’ motivation, pros and cons of PA, teaching patients: resisting social pressure, teaching specific PA skills, teaching patients how to handle barriers, formulating PA goals, teaching patients to handle relapses, and helping patients understand the relationship between health problems and PA; Outcome: perceived behavior control. Measure: self-assessed through a questionnaire (23 items on behavior outcomes); Outcome: behavior change in encouraging CV patients to PA. Measure: assess via 2 items by asking whether professionals encourage CV patients to increase PA and how often do they encourage CV patients to become physically active</td>
<td>No significant differences in both the intervention and the control groups between baseline (mean: 6.25, SD: 1.00 and mean: 5.87, SD: 1.15) and follow-up (mean: 6.06, SD: 1.11 and mean: 6.02, SD: 0.91) for intention No significant differences in both the intervention and the control groups between baseline (mean: 6.30SD: 0.44 and mean: 6.23, SD: 0.69) and follow-up for attitude (mean: 6.30 SD:0.56 and mean: 6.31SD: 0.68); Significant difference in perceived behavior control between baseline and follow-up for the intervention group ($\delta_{27}=2.954, P&lt;.001$, effect size=0.50) and a significant increase for the control group ($\delta_{17}=2.651, P=.02$, effect size=0.54). No significant difference between intervention and control group; No significant differences in both the intervention and the control groups between baseline (mean 4.54, SD: 1.02 and mean: 4.83 SD: 0.69) and follow-up for behavior (mean: 4.63, SD: 0.85 and mean:4.79, SD: 0.82)</td>
</tr>
</tbody>
</table>
### Key findings

Baseline knowledge scores of the 3 course modules between experimental and control group were similar. Higher gains in the experimental group than in the control group; module 1: adjusted mean difference=4.92, $P<.001$; module 2: adjusted mean difference=3.67, $P=.004$; module 3: adjusted mean difference=4.63, $P<.001$.

### Outcome and measures

**Description:** the blended learning (intervention) and pure web-based learning (control) groups had the same course materials to improve basic public health services knowledge. Participants in the blended learning group studied PowerPoint-based theoretical materials, received the handouts of case study materials for self-studying and attended 1-day (8 hour) face-to-face case study training. **Duration:** overall study period was 5 weeks. **Comparator:** control (pure web-based learning group–digital TEKT strategy); received via a web-based platform: Microsoft PowerPoint; case studies consisted of 3 video sessions, and 2 discussion forums were developed on the training platform.

### Intervention description

**Description:** the blended learning (intervention) and pure web-based learning (control) groups had the same course materials to improve basic public health services knowledge. Participants in the blended learning group studied PowerPoint-based theoretical materials, received the handouts of case study materials for self-studying and attended 1-day (8 hour) face-to-face case study training. **Duration:** overall study period was 5 weeks. **Comparator:** control (pure web-based learning group–digital TEKT strategy); received via a web-based platform: Microsoft PowerPoint; case studies consisted of 3 video sessions, and 2 discussion forums were developed on the training platform.

<table>
<thead>
<tr>
<th>Study (reference, country, study design)</th>
<th>Population: type of participant, sample size, mean age and gender of participants, industry experience</th>
<th>Intervention description; duration of intervention; comparator</th>
<th>Outcomes and measures</th>
<th>Key findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhan et al [29]; China; RCT</td>
<td>1237 primary health care workers. Blended learning group (n=569); Mean 41.67 years old, 48.9% female, 9.6% technical secondary school or below; Pure web-based learning group (n=563); mean 41.98 years old, 43.2% female, 77.3% technical secondary school or below</td>
<td>Description: the blended learning (intervention) and pure web-based learning (control) groups had the same course materials to improve basic public health services knowledge. Participants in the blended learning group studied PowerPoint-based theoretical materials, received the handouts of case study materials for self-studying and attended 1-day (8 hour) face-to-face case study training. Duration: overall study period was 5 weeks. Comparator: control (pure web-based learning group–digital TEKT strategy); received via a web-based platform: Microsoft PowerPoint; case studies consisted of 3 video sessions, and 2 discussion forums were developed on the training platform</td>
<td>Outcome: knowledge for course module components. Measure: a total of 3 knowledge MCQ tests were developed, consisting of a 10-item MCQ test in course module 1, a 15-item MCQ test in course module 2, and a 20-item MCQ test in course module 3</td>
<td>Baseline knowledge scores of the 3 course modules between experimental and control group were similar. Higher gains in the experimental group than in the control group; module 1: adjusted mean difference=4.92, $P&lt;.001$; module 2: adjusted mean difference=3.67, $P=.004$; module 3: adjusted mean difference=4.63, $P&lt;.001$</td>
</tr>
</tbody>
</table>
Figure 1. Risk of bias summary.

Figure 2. Risk of bias graph.

Key Findings
A summary of the outcomes and key findings is provided in Table 1.
Measures of Public Health End Users’ Capacity to Make Evidence-Informed Decisions

Knowledge Change

A total of 4 trials examined the effects of digital TEKT strategies on knowledge outcomes [23,24,29,30]. Of these, 3 compared the effects of digital TEKT interventions with a control, each of which reported significant improvements in knowledge favoring the intervention [23,24,29]. A study using a web-based simulation game reported significant improvements in knowledge and skill scores postintervention to enhance the assessment of mental health disorders (P<.001) [23]. Similarly, a study in child care health consultants reported significant improvement in nutrition and physical activity knowledge among those receiving web-based training relative to those in a control that did not provide training (P<.001) [24]. A study in primary health care workers in rural China compared the provision of web-based learning only to improve knowledge regarding basic public health services in rural China with a blended learning group provided with a combination of digital and face-to-face training. The study found greater improvements in knowledge of public health services in the blended learning group (P<.001) [29]. Finally, a study allocating public health professionals to receive a web-based program to prevent eating disorder behavior in children or a waitlist control reported no significant differences across any knowledge outcomes [30].

Only 1 trial compared the effects of a digital TEKT intervention with an alternate KT intervention [24]. The study of child care health consultants compared nutrition knowledge among those receiving face-to-face training versus those receiving web-based training [24]. The study found no differences between groups in terms of knowledge outcomes.

Self-Efficacy

Overall, 2 trials assessed self-efficacy for identifying evidence and confidence to improve the health professional’s practice behavior as a digital TEKT outcome, the findings of which were mixed [25,30]. The first, a study by Mevey et al [30], found that public health professionals who had accessed the web-based program had significant improvements in self-efficacy scores compared with controls (P=.002). The second study compared alternate KT interventions and found no difference in professionals from schools, community agencies, and policy-making bodies, confidence to recommend suitable programs, or self-efficacy for identifying and recommending relevant programs between those allocated to receive substance abuse prevention program resources via CD-ROM or websites compared with those receiving such information via pamphlets [25]. However, there were between-group differences in self-efficacy to obtain youth prevention programs, with those in the internet group and the CD-ROM group reporting significant improvement when compared with the pamphlet group (P<.05) [25]. Bonferroni post hoc analyses highlighted favorable differences for the internet group (P<.05).

Intention

In all 3 studies that measured behavioral intentions reported mixed effects of digital TEKT interventions on these outcomes [23,25,28] and 2 studies compared digital TEKT interventions versus no intervention control. The first, a study by Albright et al [23], found that participants allocated to the web-based simulation game reported a higher likelihood of assessing and screening patients for mental health disorders relative to the control group (P<.01). However, Sassen et al [28] reported no significant differences between the website-trained group and the control group in the intention of health professionals to encourage cardiovascular patients to become physically active [28].

The study by Di Noia et al [25] compared the effects of different KT interventions for a substance abuse prevention program. The study found that participants receiving dissemination materials via the internet had significant improvements in their likelihood of recommending programs compared with the CD-ROM group (P<.05). The CD-ROM group, however, showed significant improvements compared with the pamphlet group (P<.05) [25]. There were no differences between any of the 3 groups in their likelihood of requesting programs or the likelihood of implementing the program [25].

Attitude

Only 1 study reported attitude as an outcome measure and reported that there were no differences between the website-trained group and the control group in their attitude to encourage cardiovascular patients to become physically active [28].

Perceived Behavior Control

Perceived behavior control to assess health professionals’ perceived skills and knowledge in encouraging physical activity in cardiovascular patients was reported by Sassen et al [28], who found no significant difference between the website-trained group and the control group [28].

Measures of Evidence-Based Public Health Policy and Practice

Changes to Health Policy, Practice or Decision Making

Of the 8 included studies, 3 reported changes to health policy, practice, or decision making as an outcome measure [26-28]. A web-based study to improve the behavior of health professionals who were nurses or physiotherapists in following cardiovascular risk management guidelines reported no significant differences between groups in encouraging cardiovascular patients to increase physical activity levels (P=.68) [28].

A study by de Ruijter et al [26] in practice nurses reported on the outcome of smoking cessation guideline adherence and found that there was a significant difference between groups as counseling experience increased guideline adherence; however, the overall intervention effect was not reported.

The study by Dobbins et al [27] in public health departments reported outcome measures relating to a change in public health policies and programs and a change in global evidence-informed decision making. In relation to public health policies and programs, the group that received tailored messages via email plus access to a health repository improved significantly in the number of public health policies and programs implemented in comparison with both the group that received only access to the
health repository and the group that received access to the health repository, tailored messages, and a knowledge broker ($P<0.01$) [27]. The study reported no significant differences between groups in relation to global evidence-informed decision making [27].

**Measures of Individual-, Community-, or Population-Level Health Outcomes**

No included studies reported on individual-, community-, or population-level health outcomes.

**Discussion**

**Principal Findings**

To the best of our knowledge, this review is the first to report on the effectiveness of digital TEKT strategies in improving public health end users’ capacity to make evidence-informed health policy and practice decisions. Overall, the findings from the 8 included studies suggest that digital TEKT interventions may be effective at improving public health professionals’ knowledge, and may be as effective at improving knowledge as a face-to-face KT approach. The effectiveness of digital TEKT strategies relative to control or other KT interventions for self-efficacy or behavioral intention outcomes and changes to health policy or practice were mixed. Such findings offer little guidance for those interested in utilizing digital TEKT strategies to promote the transfer of knowledge to improve public health and demonstrate a considerable need for further research in this field.

The small number of trials identified in this review examined the impact of the digital TEKT intervention on a narrow range of potential outcomes, namely knowledge, self-efficacy, and behavioral intentions. Other outcomes suggested by evaluation frameworks are important in assessing digital TEKT interventions, including behavioral and population-level health outcomes; however, these were rarely reported [14]. These findings are consistent with other systematic reviews of KT and digital dissemination strategies. For example, a systematic review published in 2012 on the effects of KT on public health identified only 5 included studies and reported outcomes relating to knowledge change and change in practice only [9]. Similarly, a systematic review in 2016 including 21 studies on the effectiveness of digital dissemination of clinical practice guidelines included outcomes such as usability of the technology (perceived usefulness and perceived ease of use) and practice behavior (using the theoretical domains framework including knowledge, skills, beliefs, and motivations), with knowledge and skills being the most frequently reported outcome and limited studies reporting other behavior change outcomes [12].

A 2019 systematic review on KT strategies in the clinical child health setting included 48 studies and reported outcomes relating to health care professionals or patient-reported outcomes [13]. Although the review included some digital TEKT studies, only 9 RCTs had a positive effect on clinician-related or patient outcomes [13]. This recent systematic review highlights the continued paucity of research on digital TEKT broadly. The limited reporting of behavioral and population-level health outcomes and the differences in measures used to report other outcomes highlight the challenges of conducting and synthesizing the effects of KT research. Although a variety of tools have been suggested to be useful in assessing the impact of digital KT strategies, including altmetric scores, measures of engagement and process indicators, and use of consistent evaluation metrics in reporting KT outcomes, would assist in appropriately assessing the effectiveness of digital TEKT and comparing these across trials. Core outcome sets are currently being used in several specific health areas to determine a standardized set of outcomes that should be measured and reported [31]. However, there are currently no core outcome sets developed for KT [32]. To address the issue of inconsistent evaluation outcomes in KT research, it may be necessary to develop KT-specific core outcome sets.

For knowledge outcomes, the findings of this review are broadly comparable with other systematic reviews of the effects of KT interventions in other health professions. For example, a 2012 review of public health KT strategies suggested that KT strategies were effective in improving knowledge outcomes, with 2 of 3 included studies reporting significant improvements in measures of knowledge acquisition [9]. Similarly, a 2016 systematic review found improvements in knowledge following web-based workshops, emails, educational web-based games, and multifaceted KT interventions, but not interventions using websites or computer software [12]. Consistent with the findings of this review, other systematic reviews have also reported mixed effects of KT on measures of behavioral intentions [12]. The findings of the review on other outcomes are difficult to contextualize, given the limited number of trials reporting these outcomes. Collectively these findings suggest that digital TEKT strategies may influence precursors for behavior change, such as knowledge and intention, but are yet to demonstrate impacts on public health policy and community outcomes. This is an important evidence gap for researchers to remedy, as public health policy and community impacts represent the ultimate goal of TEKT interventions. Indeed, such outcomes are required for TEKT strategies to yield improvements in public health decision making. The conduct of rigorous trials of digital TEKT strategies that include policy or community health outcomes, however, may represent a considerable challenge for researchers given the limited resources available to conduct such large trials with long periods of follow-up required for KT to occur [3]. Embedding such trials into public health services, which have an interest in KT for health service improvement, and have existing infrastructure and access to routinely collected data on community health improvement may represent a means of addressing the logistical challenges of undertaking such trials [33].

**Strengths and Limitations**

There are a number of strengths to this review. A comprehensive search strategy was used in consultation with an information specialist, using multiple electronic databases, hand search of reference lists, and gray literature searches. A systematic approach was utilized to review the current literature on digital TEKT in public health, including the use of pairs of reviewers to double-screen studies for inclusion, extract data, and determine the quality of the studies included. However, there were some limitations that must be considered when interpreting
the findings of the review. All but 1 study was assessed as having an overall high risk of bias, particularly due to the measurement of the outcome and selection of the reported results. As most studies had follow-up periods <12 months, it is difficult to determine the effects of the intervention over a longer period of time, which is particularly important when considering behavior and policy change. There was also a high level of heterogeneity due to differing health professional populations, interventions, and outcome measures, making it difficult to draw comparisons between studies and limiting the ability to conduct a meta-analysis. The KT search terms used in this review may have missed relevant KT studies, given the high variability of terms that are used in health to describe KT, a common limitation described in the literature [2,3].

Conclusions
This review addresses an important knowledge gap for digital TEKT in the public health setting and is the first to synthesize the effectiveness of digital TEKT interventions. Although the review has highlighted potential improvements in knowledge using digital TEKT strategies, it remains unclear whether digital TEKT strategies improve other behavioral and population health outcomes. Currently, there are limited studies assessing digital TEKT in the public health setting, with a limited range of outcomes to assess their effectiveness appropriately. As such, the findings of the review provide limited guidance to assist in the development of effective digital TEKT strategies. A recent scoping review conducted in 2020 summarized the most relevant KT frameworks for use by researchers, policy makers, and clinicians in the health care setting [34]. In the absence of sufficient evidence on the effectiveness of TEKT, the use of relevant KT frameworks is suggested to appropriately disseminate research findings to influence evidence-informed health policy and practice decisions.
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Abstract

Background: The prevalence of chronic health conditions in childhood is increasing, and behavioral interventions can support the management of these conditions. Compared with face-to-face treatment, the use of digital interventions may be more cost-effective, appealing, and accessible, but there has been inadequate attention to their use with younger populations (children aged 5-12 years).

Objective: This systematic review aims to (1) identify effective digital interventions, (2) report the characteristics of promising interventions, and (3) describe the user’s experience of the digital intervention.

Methods: A total of 4 databases were searched (Excerpta Medica Database [EMBASE], PsycINFO, Medical Literature Analysis and Retrieval System Online [MEDLINE], and the Cochrane Library) between January 2014 and January 2019. The inclusion criteria for studies were as follows: (1) children aged between 5 and 12 years, (2) interventions for behavior change, (3) randomized controlled trials, (4) digital interventions, and (5) chronic health conditions. Two researchers independently double reviewed papers to assess eligibility, extract data, and assess quality.

Results: Searches run in the databases identified 2643 papers. We identified 17 eligible interventions. The most promising interventions (having a beneficial effect and low risk of bias) were 3 targeting overweight or obesity, using exergaming or social media, and 2 for anxiety, using web-based cognitive behavioral therapy (CBT). Characteristics of promising interventions included gaming features, therapist support, and parental involvement. Most were purely behavioral interventions (rather than CBT or third wave), typically using the behavior change techniques (BCTs) feedback and monitoring, shaping knowledge, repetition and substitution, and reward. Three papers included qualitative data on the user’s experience. We developed the following themes: parental involvement, connection with a health professional is important for engagement, technological affordances and barriers, and child-centered design.

Conclusions: Of the 17 eligible interventions, digital interventions for anxiety and overweight or obesity had the greatest promise. Using qualitative methods during digital intervention development and evaluation may lead to more meaningful, usable, feasible, and engaging interventions, especially for this underresearched younger population. The following characteristics could be considered when developing digital interventions for younger children: involvement of parents, gaming features, additional therapist support, behavioral (rather than cognitive) approaches, and particular BCTs (feedback and monitoring, shaping knowledge, repetition and substitution, and reward). This review suggests a model for improving the conceptualization and reporting of behavioral interventions involving children and parents.
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Introduction

Background
The prevalence of chronic health conditions in childhood is increasing [1,2]. Chronic health conditions are defined as “any physical, emotional, or mental condition that prevented him or her from attending school regularly, doing regular school work, or doing usual childhood activities or that required frequent attention or treatment from a doctor or other health professional, regular use of any medication, or use of special equipment” [3].

Behavioral interventions can support the treatment and management of chronic health conditions and can be effective in improving symptom management, reducing physical disability, and improving mental health [4-6]. These outcomes are particularly important in childhood because they have implications for children across their lifespan [7-13]. Behavioral or behavior change interventions are sets of techniques that aim to change health behaviors [14]. For children with long-term health conditions, these interventions typically focus on adherence to medical treatment, education about the medical condition, and improving aspects of medical care [15]. A specific example is the management of diabetes via behavioral intervention: glycemic control can be improved by encouraging behaviors of blood glucose monitoring, selection of healthy food choices, attendance at routine clinical appointments, and adherence to insulin therapy or other medications [16]. Improving the management of chronic health conditions at an early age can lead to immediate health improvements, but it also lays the foundations for health across the lifespan of the patient [7]. As such, it is important that younger children (and their families) are supported to improve understanding of their condition and develop self-management skills [17].

Digital interventions can deliver behavior change interventions using mobile phones, smartphones, portable computers, desktop computers, the internet, wearable technology, and television [18]. This is an emerging and rapidly developing field of research, and the potential advantages include increased cost-effectiveness, anonymity for users, appeal to younger people, and the ability for recipients to access interventions anywhere and at their own pace [19-22]. There is a growing body of evidence to suggest that digital interventions are potentially effective for adults and adolescents with chronic health conditions; they have beneficial effects on improving knowledge, self-management, self-care, quality of life, medication use, symptom control, and health service utilization [23-30]. However, there are some potential disadvantages that may affect the uptake, attrition, and efficacy of interventions. Some individuals may not be able to access the intervention because of technical issues, illiteracy, or the cost involved in obtaining the devices. Negative attitudes toward technology may also create barriers to use, and this includes concerns about data security. A lack of strong therapeutic relationships may discourage users and reduce engagement and efficacy of interventions. These potential disadvantages [31,32] should be carefully considered when planning and designing digital interventions. Furthermore, there are limitations with the evidence base for digital interventions, with systematic reviews highlighting the need for clearer reporting and higher quality research [23-29].

Despite the increasing availability of digital interventions and a growing body of evidence for adults and adolescents, there has been inadequate attention to designing and delivering these interventions to children. Children have different developmental characteristics and needs, and the developmental stage of children should be considered when designing interventions [33,34]. To the best of our knowledge, there are no systematic reviews that specifically investigate digital interventions for the management of chronic health conditions in children (aged <13 years). Furthermore, reviews investigating digital interventions for young people with chronic health conditions typically do not include children aged below 10 years [35], or, if they do, only a minority of the interventions included in the reviews include children aged below 13 years [15,36-38], recognizing that there are “fewer interventions targeting…the extreme pediatric age ranges of early childhood and emerging adulthood” [16]. The reviews spanning childhood and adolescence note important differences between these age groups. Three separate reviews of internet and computer-based cognitive behavioral therapy (CBT) for mental health problems found different treatment effects for older and younger children. The reviews found some positive effects for adolescents, but concluded that treatment effects were smaller or more uncertain for younger children [36,37,39]. Similarly, a review of electronic health interventions for young people with long-term physical conditions concluded that effectiveness was uncertain at this time, especially in children aged <10 years [15]. One review acknowledged, “we could not take the developmental stage of the patients…into account. As evidence is mounting, this issue should be addressed in future trials” [17].

Therefore, this review aimed to explore digital interventions for the management of chronic health conditions in children aged between 5 and 12 years.

Behavior change interventions are often complex [40], which can pose a challenge when synthesizing the effects of these interventions [41]. Advances in behavioral science have provided taxonomies and coding systems that help identify specific characteristics or active ingredients associated with effective interventions [42]. This includes the behavior change techniques (BCTs) taxonomy [43], which presents 93 discrete BCTs, “observable, replicable and irreducible component of an intervention designed to alter or redirect causal processes that regulate behavior” [43]. In addition to understanding what is being delivered (BCTs), it is important to understand how the content is delivered; this can be categorized using the mode of delivery taxonomy [18]. Identifying the theoretical underpinnings is possible with a coding frame [44]. Using these
BCTs, mode of delivery and theory taxonomies in systematic reviews may result in more optimal evidence syntheses and health care practice recommendations [41].

Objectives
This systematic review aimed to investigate digital interventions for the management of chronic health conditions in children aged between 5 and 12 years. We used an inclusive definition of chronic health conditions that included both physical and mental health. Conceptually, behavioral interventions for physical and mental health conditions are the same; they are designed to change the child’s behavior to improve the clinical outcome. Furthermore, there is a strong overlap between physical and mental conditions; comorbidity of physical and mental health conditions is common [45], and many conditions involve both mental and physical health issues (eg, chronic fatigue syndrome or myalgic encephalomyelitis, pain, and obesity), thus developing integrated approaches toward mental and physical health is increasingly becoming a priority [46]. In this review, we aimed to answer the following questions: (1) Which of these interventions are effective in promoting behavior change for the management of the chronic health condition? (2) What are the characteristics of effective interventions, considering the following: recipients, what is being delivered (BCTs), how this content is being delivered (the mode of delivery), the theoretical basis, and the modality of the intervention? and (3) What are the users’ experiences of the digital intervention?

Methods
Registration
The review was prospectively registered in the Prospective Register of Systematic Reviews (PROSPERO) database.

Search Strategy
We carried out a systematic search of relevant databases: Excerpta Medica Database (EMBASE), PsycINFO, Medical Literature Analysis and Retrieval System Online (MEDLINE), and the Cochrane Library (January 2019). The search strategy included keywords and Medical Subject Headings (MeSH) for (1) children aged between 5 and 12 years, (2) behavior change, (3) randomized controlled trials (RCTs), (4) digital interventions, and (5) chronic health conditions (we used a mixture of generic terms, ie, “Chronic disease,” and also search-specific terms, informed by the most common chronic illness in childhood; Multimedia Appendix 1) [47].

Screening
To be included in this review, studies had to fulfill the following criteria:

1. Include children aged between 5 and 12 years (this review aimed to examine digital interventions for children in the developmental stages of middle childhood).
2. Include children with a chronic health condition, excluding those with developmental delays.
3. Investigate a digital intervention to promote behavior change. Digital interventions included those delivered via internet (static or interactive websites, automated emails, or web-based apps), personal computers (PCs; eg, PC videogames), social media, mobile phones (automated phone calls or short text messages), or smartphones (mobile websites or smartphone apps). These may be stand-alone interventions or guided (eg, therapist supported).
4. Compare the digital intervention with any comparator.
5. Have an RCT study design (RCTs are considered the gold standard for judging the benefits of treatments [48], and including RCTs only allowed us to focus on the interventions most likely to be adopted into clinical care).
6. Published in peer-reviewed journals and available in English.
7. Published between 2014 and January 2019. We chose a 5-year time frame because of the rapid pace of digital interventions [49], indicating that older interventions were not likely to be relevant.

Titles and abstracts (stage 1) and full-text papers (stage 2) were independently double screened against the inclusion and exclusion criteria using the data management platform Rayyan (stage 1) and Covidence (stage 2). AB screened all papers, and CL, LS, and EB were responsible for the independent second screening. Reasons for exclusion were recorded at stage 2. Discrepancies at both stages were discussed and resolved in meetings by the reviewers. Papers were tracked using the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flow diagram [50].

Data Extraction and Synthesis
For data extraction, papers were reviewed independently by 2 researchers and conflicts were resolved in regular meetings (AB reviewed all papers, and CL, LS, and EB were responsible for the independent second review). Two researchers independently coded BCTs (EA and AB, a health psychologist and health psychology trainee, respectively). We extracted information that allowed us to answer the 2 primary research questions, as described in Table 1. If the full text did not contain the information needed, we made 2 attempts to contact the authors by email.

Due to the clinical and methodological heterogeneity, we synthesized data using narrative synthesis [51,52] to answer our research questions. We reported effectiveness based on whether interventions were deemed as very promising, quite promising, possibly promising, nonpromising, or unable to assess effectiveness, determined by change in the outcomes and the quality of the science (Table 1 defines these categories).
Table 1. Data extraction.

<table>
<thead>
<tr>
<th>Data extraction category</th>
<th>Details extracted</th>
</tr>
</thead>
</table>
| Population               | • Age: the age range of the population, at the time of entry into the study. Ages were then grouped by UK school key stage categories [53]:  
  • 5-7 years, corresponding to key stage 1.  
  • 8-11 years, corresponding to key stage 2.  
  • 12 years, corresponding to key stage 3.  
  • Chronic health condition: the chronic health condition that the intervention was designed to target. |
| Overview of intervention | • Overview of aims: the overview of the aims of the RCT.  
  • Overview of intervention: an overview of the digital component of the intervention and, if applicable, other key components.  
  • Overview of comparator: an overview of the comparator arm or arms. |
| Aim 1: effectiveness     | • Overview of promise: promise was based on the beneficial effects of the intervention and the quality of the study (risk of bias). To determine the beneficial effects of the intervention, we looked at the CIs of the mean difference from baseline to follow-up between the intervention and control group, considering the behavioral outcomes and the primary outcome (or outcomes). We developed 5 categories:  
  • Interventions were deemed very promising where there were beneficial effects of the intervention on both the primary outcome and at least one behavior change outcome, and the evidence was judged as having a low risk of bias.  
  • Interventions were deemed quite promising where there were beneficial effects of the intervention on the primary outcome or at least one behavior change outcome (but not both), and the evidence was judged as having a low risk of bias, or some concerns.  
  • Interventions were deemed possibly promising where there were beneficial effects of the intervention on the primary outcome and or behavior change outcome (or outcomes), but the study was deemed to have a high risk of bias.  
  • Interventions were deemed nonpromising where there were no beneficial effects of the interventions on either the primary outcome or behavior change outcomes.  
  • Interventions were put in the category unable to assess effectiveness where there were no effectiveness data available for the primary outcome or behavior change outcomes, for example, if the paper was a pilot or feasibility RCT.  
  • The direction and size of the effect [51] was extracted for behavioral and primary outcomes, and the following was reported:  
    • Summary of the effect of the intervention compared with the control.  
    • Statistic comparing the change in the intervention group and control group from baseline to final follow-up. Where sufficient information was available comprising either SDs and numbers of participants, or SEs, we calculated the net mean difference (difference in mean changes), with 95% CI and P value. Where possible, this was interpreted in the context of the authors’ judgment of clinically significant effects.  
    • If available, we reported the adjusted mean difference (adjusted for baseline measures) as this is the accepted best method.  
  • Outcome measure: all behavioral outcomes were extracted, as exploring the effect of the intervention on behavior change was the primary aim of this review. The primary outcome was also extracted as this is the main determinant of whether the study is considered a success or a failure [54]. For each outcome we extracted:  
    • the behavior and or primary outcome  
    • how this was measured  
    • the final time point.  
  • Adverse events: health interventions carry some risk of harm. Systematic reviews should minimize bias toward favoring an intervention by assessing adverse effects alongside beneficial effects [55]. Data on adverse events associated with the intervention were extracted. |
<table>
<thead>
<tr>
<th>Data extraction category</th>
<th>Details extracted</th>
</tr>
</thead>
</table>
| **Aim 2: characteristics of promising interventions** | - The following data were extracted from very promising, quite promising, and possibly promising interventions:  
  - Recipients: whether the intervention was delivered directly to the child, via a parent-proxy or both.  
  - Intervention techniques: intervention techniques refer to what is being delivered, the content or *active ingredients* of an intervention. The behavior change techniques taxonomy provides a standardized method of classifying intervention content [43]. This taxonomy consists of 93 behavior change techniques, in 16 groupings. We coded interventions using the 16 groupings.  
  - We coded whether each BCT identified was delivered to the parent or the child and whether it featured in the digital or human component.  
  - Digital mode of delivery: intervention mode of delivery refers to how the content is delivered. We categorized mode of delivery, based on elements of the mode of delivery Taxonomy [18]:  
    - *Tailored or generic*: tailored interventions change the content of the text, images, recommendation, messages, etc based on the individual needs of the user.  
    - *Guided or stand-alone*: guided interventions are delivered with some form of support by a professional or coach, either with human contact or electronic means (eg, email or telephone calls).  
    - *Interactive techniques*: these include play, arts, story, and or game-based techniques.  
  - Theoretical basis: whether a named theory of behavior or behavior change was explicitly mentioned in the Abstract, Introduction, or Methods section [44].  
  - Modality: the intervention modality, coded as either a first, second, or third wave intervention. *First wave* interventions are purely behavioral, based on the theory that all behaviors are learned (through classical and operant conditioning) [56], and that maladaptive behaviors can be changed using principles such as reinforcement, modeling, graded tasks and habit formation [43]. *Second wave* refers to cognitive behavioral interventions, based on the principle that thoughts, feelings, physical sensations and actions are interconnected; individuals are supported to identify negative or unhelpful patterns in their cognitions, emotions, behaviors, physical sensations and supported to adopt more adaptive patterns [57]. *Third wave* interventions are characterized by techniques such as metacognition, acceptance, mindfulness, compassion and spirituality [56]. |
| **Aim 3: The users’ experience of the digital intervention** | - Qualitative analysis: two researchers independently reviewed all eligible papers and identified those that included qualitative data about the users’ experience of the digital intervention. Qualitative data were extracted, compared, and summarized into themes. |

*aRCT: randomized controlled trial.

**Quality Assessments**

As all studies in this review were RCTs, the Cochrane risk of bias tool for randomized trials (RoB 2.0) [58] was used to assess the scientific quality of each study. Two researchers reviewed each paper, and the researchers then compared their quality assessment and resolved conflicts (AB reviewed all papers, and ML, LS, and EB were responsible for an independent second review). Following this, each paper was given a score of either low risk of bias, some concerns, or high risk of bias. Where available, we reviewed trial registries and published protocols. If needed, we also requested further information from the authors, including statistical analysis plans.

**Results**

**Literature Search and Selection of Studies**

After deduplication, 2643 papers were identified from the database searches, of which 18 papers were identified as eligible for inclusion. Two of these papers reported on the same intervention; therefore, we identified 17 digital interventions for the management of chronic health conditions in children aged between 5 and 12 years. Figure 1 displays the PRISMA diagram.
Figure 1. PRISMA flow diagram. RCT: randomized controlled trial.

Population Characteristics

The digital interventions targeted a range of chronic health conditions, including overweight or obesity (n=7), anxiety and preoperative anxiety (n=3), cerebral palsy (n=3), attention-deficit/hyperactivity disorder (ADHD; n=1), type 1 diabetes (n=1), asthma (n=1), and social-emotional problems (n=1). All the interventions included children of key stage 2 age (8-11 years), 13 included children of key stage 3 age (12 years), and 9 included children of key stage 1 age (5-7 years).

Aim 1: Which Digital Interventions Are Effective in Promoting Behavior Change for the Management of the Chronic Health Condition?

Table 2 details the characteristics of the population, intervention, and outcome data (Multimedia Appendix 2). This is presented by their potential effectiveness, based on outcomes and quality assessment (Multimedia Appendix 3).

No interventions were identified as very promising.

A total of 5 interventions were identified as quite promising; 3 of these were interventions targeting overweight or obesity. An intervention involving exergaming used Kinect and Xbox with additional components of Fitbit step count monitoring and parent-child telehealth sessions with a fitness coach. Compared with the control group, the intervention group showed an increase of 11.4 min of moderate-to-vigorous physical activity (MVPA) per day (95% CI 2.25-20.55) at 6 months. However, there was no clear evidence of effect on the primary outcome; the reduction in BMI Z-scores was −0.08 (95% CI −0.16 to 0.003) at 6 months, which did not reliably meet the authors’ threshold for change (−0.09). An exergaming plus a family-based pediatric weight management program led to an increase of 8.0 (95% CI 0.5-15.4) min of MVPA per day at 4 months, with the trial powered to detect a change of 4.0 to 4.6 min of MVPA per day (MVPA was the primary and behavior change outcome) [54]. A further trial involved 4 training units (2 face-to-face and 2 via Facebook) plus weekly support through a parental WhatsApp group for 12 weeks. This led to a decrease in BMI Z-scores of 0.14 (95% CI −0.28 to −0.003) at 6 months, with the trial powered to detect a decrease of 0.24 (no behavior change outcome was available). The third and fourth quite promising interventions were both internet-delivered CBT for children with anxiety disorders, both offering completely web-based modules for parents and children in conjunction with web-based therapist contact [60,63,64]. Both led to an improvement in anxiety as assessed by the clinician severity rating, equating to an estimated change of −0.77 (95% CI −1.15 to −0.40) at 3 months [60] and −1.16 (95% CI −1.55 to −0.77) at 10 weeks [63].
Table 2. Data on population, interventions, and effectiveness of behavior change outcomes and primary outcomes, grouped by intervention promise.

<table>
<thead>
<tr>
<th>Categories and reference</th>
<th>Condition: age</th>
<th>Overview of intervention/recipients</th>
<th>Recipients</th>
<th>Behavior change outcome</th>
<th>Primary outcome (if different)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Quite promising</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ahmad et al (2018) [59]</td>
<td>Overweight or obesity; 8-11 years</td>
<td>Digital component: 2 training units delivered weekly via Facebook. Weekly 1-hour sessions using a parents' WhatsApp group that lasted for 12 weeks. In the WhatsApp group, the researchers posted key information and skills, responded to parent queries, and provided feedback on the adiposity progress of the children. Parents were encouraged to interact with the group WhatsApp group; additional component: 2 half-day face-to-face training sessions</td>
<td>Digital component: parent only; face-to-face component: parent and child</td>
<td>Healthy lifestyle behaviors, children’s eating, physical activity, and screen time; effectiveness data not reported</td>
<td>BMI Z-score: the intervention group had a reduced BMI Z-score compared with the control. Net mean difference a = −0.14 (95% CI −0.278 to −0.003; P = .05)</td>
</tr>
<tr>
<td>Jolstedt et al (2018) [60]</td>
<td>Anxiety; 8-12 years</td>
<td>Digital component: ICBT(^{b}). A web-based program with 12 modules delivered over 12 weeks, consisting of texts, films, illustrations, and exercises and focused mainly on exposure therapy. Limited weekly asynchronous support from a clinician to encourage families to engage in the program. Twelve parent-directed modules, covering parental behaviors, which can maintain anxiety and how to best support their child. Parents helped children with the child-directed modules</td>
<td>Digital component: parent and child; face-to-face component: parent and child</td>
<td>None reported</td>
<td>Anxiety (CSR)(^{c}): Participants allocated to ICBT showed improvements on the CSR compared with the control. Net mean difference = 0.79 (95% CI 0.42-1.16; P = .002); the estimated between-group effect size at 12-weeks post-treatment 0.77 (95% CI 0.40-1.15)</td>
</tr>
<tr>
<td>Staiano et al (2018) [61]</td>
<td>Overweight or obesity; 10-12 years</td>
<td>Digital component: participants were provided a Kinect and Xbox 360 gaming console, 4 exergames, and a Fitbit Zip to wear during the 24-week period. Steps per day were wirelessly uploaded and reviewed by the fitness coach; additional component: telehealth, consisting of the child and parent meeting with a fitness coach over video chat, on a weekly basis for the first 6 weeks and biweekly thereafter</td>
<td>Digital component: child only; face-to-face component: parent and child</td>
<td>Physical activity; the intervention showed an increase in MVPA(^{d}) compared with the control group; estimated mean difference 11.4 min of MVPA per day (95% CI 2.25-20.55); Dietary habits: there was no evidence of effect</td>
<td>BMI Z-score: there was no clear evidence of effect</td>
</tr>
<tr>
<td>Trost et al (2018) [62]</td>
<td>Overweight or obesity; 8-12 years</td>
<td>Digital component: participants were provided a game console and motion capture device (Xbox and Kinect; Microsoft Corporation) and 2 active sports games. No explicit advice or goals were given to any study participant regarding the use of their active gaming tool; additional component: a comprehensive family-based pediatric weight management program</td>
<td>Digital component: child only; face-to-face component: parent and child</td>
<td>Physical activity: the intervention group exhibited a greater increase in MVPA compared with the control group. Net mean difference = 8 min of MVPA per day (SE 3.8; 95% CI 0.5-15.4; P = .04)</td>
<td>The primary outcome was physical activity (see the behavioral outcomes column)</td>
</tr>
<tr>
<td>Categories and reference</td>
<td>Condition; age</td>
<td>Overview of intervention/recipients</td>
<td>Recipients</td>
<td>Behavior change outcome</td>
<td>Primary outcome (if different)</td>
</tr>
<tr>
<td>--------------------------</td>
<td>----------------</td>
<td>--------------------------------------</td>
<td>------------</td>
<td>-------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>Vigerland et al (2016) [63] and Vigerland et al (2017) [64]</td>
<td>Anxiety; 8-12 years</td>
<td>Digital component: a treatment platform with 11 modules, including reading material, films, animations, illustrations, and exercises. A combined parent-child intervention. Seven parent-directed modules containing information and instructions on how to help their child. Four child-directed modules. Participants had web-based contact with an assigned psychologist or CBT therapist through written messages and written feedback. Three scheduled telephone calls plus additional telephone calls if needed (to increase motivation or problem solve)</td>
<td>Digital component: parent and child; face-to-face component: parent and child</td>
<td>None reported</td>
<td>Anxiety (CSR): the intervention group had a larger improvement on the CSR. Net mean difference = −1.16 (95% CI −0.77 to −1.55)</td>
</tr>
<tr>
<td><strong>Possibly promising</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bul et al (2016) [65]</td>
<td>ADHD; 8-12 years</td>
<td>Digital component: a serious web-based adventure game (Plan-It Commander) developed by health care professionals, researchers, and game experts in collaboration with parents and children with ADHD. A web-based mission-guided game in which principles of behavior therapy and game-based learning were combined. The missions addressed specific skills addressing time management, planning and organizing, and prosocial behavior. Players could access a closed social community (Space Club) to stimulate prosocial behavior (eg, helping other players and giving compliments); additional component: treatment as usual</td>
<td>Digital component: child only; face-to-face component: N/A</td>
<td>Time management: the intervention arm showed greater improvements in parent-reported time management skills compared with the control arm. Estimated net mean difference of parent-reported time management = 5.98 (95% CI 1.32-10.64) and teacher time management = 5.46 (95% CI 1.71-9.20); planning and organizing skills, social skills: no clear evidence of effect</td>
<td>The 3 primary outcomes were: parent-reported time management, parent-reported planning and organization, and parent-reported social skills (see the behavioral outcomes column)</td>
</tr>
<tr>
<td>Hsieh et al (2018) [66]</td>
<td>Cerebral palsy; 5-10 years</td>
<td>Digital component: a PC gaming platform. The participants stood in front of the platform and viewed a monitor that displayed 1 of a series of simulated tasks, such as hitting ground rats. The gaming platform handle was loaded, 0.5 to 2.5 lb. This PC gaming platform provided trunk movements in 3 directions: horizontal, vertical, and multidirectional trunk movements</td>
<td>Digital component: child only; face-to-face component: child only</td>
<td>None reported</td>
<td>Measures of postural balance: there was clear evidence of effect of the intervention for 2 of the 7 measures</td>
</tr>
<tr>
<td>Categories and reference</td>
<td>Condition; age</td>
<td>Overview of intervention/recipients</td>
<td>Recipients</td>
<td>Behavior change outcome</td>
<td>Primary outcome (if different)</td>
</tr>
<tr>
<td>--------------------------</td>
<td>----------------</td>
<td>-------------------------------------</td>
<td>------------</td>
<td>-------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td><strong>Wantanakorn et al (2018) [67]</strong></td>
<td>Preoperative anxiety; 5-12 years</td>
<td>Digital component: <em>Children-Friendly Hospital</em>, a tablet app for pediatric patients who need bone marrow aspiration procedures. It was used to provide medical information: participants started with the cartoon about the procedure then played matching games and practiced the breathing exercise game to reduce anxiety; additional component: usual bone marrow aspiration procedures.</td>
<td>Digital component: child only; face-to-face component: N/A</td>
<td>N/A</td>
<td>Preoperative anxiety: anxiety was lower in the intervention group versus the control group. Estimated difference means: (-7.71) (95% CI (-14.27) to (-1.15))</td>
</tr>
<tr>
<td><strong>Nonpromising</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Armstrong et al (2017) [68]</strong></td>
<td>Overweight or obesity; 5-12 years</td>
<td>Digital component: daily mobile text messages, based on motivational interviewing, for 12 weeks. Initial texts encouraged parents to set a health behavior goal. In a reply text, the investigators reinforced the most evidence-based goals for BMI reduction (sugar-sweetened beverage reduction, increased physical activity, eating meals at home, and increased vegetable consumption). Subsequent daily texts prompted parents to self-monitor adherence to the goal. Each week for 12 weeks, parents can choose a new goal or continue working on the present goal; additional component: standard care, including monthly lifestyle counseling visits by a physician and dietician.</td>
<td>Digital component: parent only; face-to-face component: parent only</td>
<td>Child nutrition habits, activity habits and screen time: no clear evidence of effect of intervention</td>
<td>BMI Z-score: no clear evidence of effect of intervention</td>
</tr>
<tr>
<td><strong>Christison et al (2016) [69]</strong></td>
<td>Overweight or obesity; 8-12 years</td>
<td>Digital component: The Exergaming for Health Program is a community-based, multifaceted pediatric weight management program including 1 hour of weekly group exergaming; additional component: classroom curriculum.</td>
<td>Digital component: child only; face-to-face component: parent and child</td>
<td>Activity levels, sedentary screen time, and diet: no clear evidence of effect of intervention</td>
<td>BMI Z-score: no clear evidence of effect of intervention</td>
</tr>
<tr>
<td><strong>Sanchez et al (2017) [70]</strong></td>
<td>Social-emotional problems; 7-11 years</td>
<td>Digital component: a single-player story-based digital game that requires children to apply specific social-emotional skills to solve social problems encountered in the game. For example, approaching an individual that appears easy to talk to, joining a group at a game in progress, and approaching small groups that appear less easy to talk to. Within each scenario, the player had to make behavioral choices and individualized feedback to choices was given.</td>
<td>Digital component: child only; face-to-face component: N/A</td>
<td>Bullying perpetration: no clear evidence of effect of intervention</td>
<td>No primary outcome specified</td>
</tr>
</tbody>
</table>

**Unable to assess effectiveness**
<table>
<thead>
<tr>
<th>Categories and reference</th>
<th>Condition; age</th>
<th>Overview of intervention/recipients</th>
<th>Recipients</th>
<th>Behavior change outcome</th>
<th>Primary outcome (if different)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Burckhardt et al (2018) [71]</td>
<td>Type 1 diabetes; 8-12 years</td>
<td>Digital component: the Dexcom G5O Mobile continuous glucose monitoring system transmitted glucose levels via Bluetooth to a mobile device that generated alerts. This information could be shared via the cloud with up to 5 individuals who could remotely monitor the continuous glucose reading in real time along with the possibility to use individualized alerts. Participants were able to see their sensor glucose levels in real time</td>
<td>Digital component: child only; face-to-face component: N/A</td>
<td>Pilot study (n=14)</td>
<td>No primary outcome specified</td>
</tr>
<tr>
<td>Fiks et al (2015) [72]</td>
<td>Asthma; 6-12 years</td>
<td>Digital component: the features of MyAsthma include identification of parents’ concerns and goals for asthma treatment; monthly tracking of symptoms, medication side effects, and progress toward goals; educational content; and access to the child’s asthma care plan. Parents were encouraged with email reminders to complete monthly portal surveys with input from their affected child. In response to these surveys, families and clinicians received guideline-based decision support that directed them to speak to one another if asthma was not well controlled or if there were side effects, or to continue current therapy</td>
<td>Digital component: parent only; face-to-face component: parent only</td>
<td>Only acceptability or feasibility data</td>
<td>Only acceptability or feasibility data</td>
</tr>
<tr>
<td>Hamilton-Shield et al (2014) [73]</td>
<td>Overweight or obesity; 5-11 years</td>
<td>Digital component: Mandolean teaches patients how to eat and recognize satiety. The patient puts a measured portion of food determined by a therapist on the Mandolean (scales and computer), which records and displays, in real-time graphics, the removal of food from the plate as the patient eats. This is compared with a preset eating line and deviation from the training line by eating too quickly or slowly elicits a spoken request from Mandolean to slow down or eat faster. The patient rates their level of satiety, which appears as a dot on screen yielding a development of satiety curve allowing comparison of the development of fullness with a normal fullness curve again preset on screen. Additional component: standard care comprising of dietary and activity advice by trained practice nurses</td>
<td>Digital component: child only; face-to-face component: parent and child</td>
<td>None of the pilot trial’s objectives were met; thus there were no full trial effectiveness results</td>
<td>BMI Z-score: none of the pilot trial’s objectives were met; thus there were no full trial results</td>
</tr>
<tr>
<td>Categories and reference</td>
<td>Condition: age</td>
<td>Overview of intervention/recipients</td>
<td>Recipients</td>
<td>Behavior change outcome</td>
<td>Primary outcome (if different)</td>
</tr>
<tr>
<td>--------------------------</td>
<td>----------------</td>
<td>------------------------------------</td>
<td>------------</td>
<td>------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>Kassee et al (2017) [74]</td>
<td>Cerebral palsy; 7-12 years</td>
<td>Digital component: a Nintendo Wii U system, 1 Wii MotionPlus remote controller, 1 Wii Nunchuck, and the Wii Sports Resort game to be played at home. Games were designed to promote higher upper-limb activity. Participants were instructed to play games using their affected hand for at least 40 min each day, 5 days a week for 6 weeks (30 days); additional component: parents supervised and recorded sessions and were asked to encourage the child to use their spastic hand as much as possible</td>
<td>Digital component: child only; face-to-face component: parent and child</td>
<td>Pilot study (n=6)</td>
<td>Pilot study (n=6)</td>
</tr>
<tr>
<td>Preston et al (2016) [75]</td>
<td>Cerebral palsy; 5-12 years</td>
<td>Digital component: computer-assisted arm rehabilitation gaming used at the child’s home. Parents were asked to encourage their children to use the gaming technology for 30 min a day; additional component: a visit at week 3 to offer encouragement and to check the gaming technology system. Usual follow-up treatment</td>
<td>Digital component: child only; face-to-face component: parent and child</td>
<td>None reported</td>
<td>Pilot study (n=15)</td>
</tr>
<tr>
<td>Price et al (2015) [76]</td>
<td>Overweight or obesity; 6-12 years</td>
<td>Digital component: text messages to parents to reinforce telephone health behavior coaching. Text messages to promote behavioral self-monitoring and skills training, focused on behaviors, including limiting fast food and eating fruits and vegetables in place of high-calorie snacks. At the time of a well child care visit, digital alerts were sent to pediatricians designed to identify children with a BMI ≥95th percentile. These contained information on how to monitor and support the child; additional component: Well child visit</td>
<td>Digital component: parent only; face-to-face component: parent only</td>
<td>Only acceptability or feasibility data</td>
<td>Only acceptability or feasibility data</td>
</tr>
</tbody>
</table>

\( ^a \text{Net mean difference indicates the difference in mean change between the intervention and the control arms of the study.} \)

\( ^b \text{ICBT: internet-delivered cognitive behavioral therapy.} \)

\( ^c \text{CSR: clinician severity rating.} \)

\( ^d \text{MVPA: moderate-to-vigorous physical activity.} \)

\( ^e \text{N/A: not applicable.} \)

\( ^f \text{PC: personal computer.} \)

In all, 3 interventions were identified as possibly promising. A PC game led to improved balance control in children with cerebral palsy on 2 of the 7 measures of balance at 3 months [66]. An internet-based serious game for ADHD led to an improvement in parent- and teacher-rated time management skills at 5 months, but no evidence of improvement on parent- and teacher-rated planning and organization skills or social skills. A tablet app that included an educational animated video, along with games for distraction and to encourage relaxation or breathing exercises for preoperative anxiety [67], led to reduced anxiety scores on the modified Yale Preoperative Anxiety Scale of \(-7.71\) (95% CI \(-14.27\) to \(-1.15\)) immediately after the intervention. Although there was evidence of an effect, these studies were limited in scientific quality. There was a lack of transparency around randomization processes, a combination of nonblinded participants, and the use of self-report measures, and none of these trials were prospectively registered.
Three interventions showed no promise; 2 of these were targeting overweight and obesity. 1 was the exergaming plus classroom curriculum, and the other was motivational interviewing delivered via one-way text messaging [68,69]. Neither led to improvements in behavioral outcomes (screen time, physical activity, and diet) or the primary outcome (BMI Z-scores) at 6 and 3 months, respectively. The other intervention was a video game for social-emotional problems [70], which did not lead to changes in bullying perpetration behavior at 9 weeks.

Six interventions were pilot studies, and they only reported acceptability or feasibility data [72,73,76] or involved small sample sizes (6, 15, and 14) that were not powered to determine effectiveness [71,74,75]. Of these studies, 3 reported that there were no further plans for investigation [72-74] and 1 reported that a larger, fully powered trial was planned for the future [75]. Information on the remaining 2 studies is unknown [71,76].

Adverse events for each study are reported in Table 3. Three studies reported adverse events; these were not severe and or there were similar numbers in the intervention and control arms. Four studies monitored adverse events and reported that no adverse events occurred during the trial. Most studies (n=10) failed to capture adverse events.

### Table 3. Summary of adverse events.

<table>
<thead>
<tr>
<th>References</th>
<th>Details of adverse events</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ahmad et al (2018) [59]</td>
<td>“No adverse events or unintended adverse consequences of the intervention were reported by the participants.”</td>
</tr>
<tr>
<td>Armstrong et al (2017) [68]</td>
<td>“We observed no adverse events associated with participation in the text message intervention.”</td>
</tr>
<tr>
<td>Bul et al (2016) [65]</td>
<td>“There were 10 adverse events that could be related to the intervention... All adverse events were of mild (n=5) or moderate (n=5) severity... Examples of adverse events were pain in the fingers, irritability, and headache. An adverse event was a reason to discontinue the study for only one known participant. This participant did not want to play the game anymore because he could not concentrate during his school activities. Sounds reminded him of the game and this consequently distracted and frustrated him. No serious adverse events were reported.”</td>
</tr>
<tr>
<td>Burckhardt et al (2018) [71]</td>
<td>Did not capture adverse events.</td>
</tr>
<tr>
<td>Christison et al (2016) [69]</td>
<td>Did not capture adverse events.</td>
</tr>
<tr>
<td>Hamilton-Shield et al (2014) [73]</td>
<td>“There were no adverse events regarded as serious, unexpected or suspected to be related to the study treatment”</td>
</tr>
<tr>
<td>Hsieh et al (2018) [66]</td>
<td>Methods: “no adverse effects were expected in participants in the intervention group.” No further details of adverse effects were reported.</td>
</tr>
<tr>
<td>Jolstedt et al (2018) [60]</td>
<td>“No severe adverse events were reported in either group... The number of adverse events was similar between the groups.” Total reported adverse events: ICBT a 17 (26%), ICDP (active control) 16 (25%).</td>
</tr>
<tr>
<td>Kassee et al (2017) [74]</td>
<td>Did not capture adverse events.</td>
</tr>
<tr>
<td>Preston et al (2016) [75]</td>
<td>“No adverse events were reported.”</td>
</tr>
<tr>
<td>Sanchez et al (2017) [70]</td>
<td>Did not capture adverse events.</td>
</tr>
<tr>
<td>Staiano et al (2018) [61]</td>
<td>“Among those randomized to the intervention group, two children reported an injury during gameplay (bruise to the ankle or wrist).” “Two adverse events (bruising) were reported in the GameSquad trial, which is similar to prior exergaming studies reporting minor bruises, hand lacerations and back pain...”</td>
</tr>
<tr>
<td>Vigerland et al (2016) [63]</td>
<td>Did not capture adverse events.</td>
</tr>
<tr>
<td>Vigerland et al (2017) [64]</td>
<td>Did not capture adverse events.</td>
</tr>
</tbody>
</table>

aICBT: internet-delivered cognitive behavioral therapy.

### Aim 2: What Are the Characteristics (Active Ingredients) of Effective Interventions?

We considered the 8 interventions that were classified as promising, quite promising, and possibly promising to represent promising interventions.

### Recipients

A total of 7 of the 8 interventions had a digital component for the child, and all the interventions involved the child in some capacity (either digital or human component). In all, 5 of the 8 interventions involved the parent in some capacity (either digital or human component).

### What Is Being Delivered: BCTs

Table 4 provides the definitions of the BCTs, and Table 5 provides a summary of the BCTs used in promising interventions.

All the promising interventions used more than one BCT. Digital components for the child typically included techniques coded into the following BCT categories: feedback and monitoring,
shaping knowledge, repetition and substitution, and reward and threat (we note that none used threat, but this is the overarching BCT taxonomy category label). Digital components for the parent typically included goals and planning, social support, and natural consequences.

The most promising interventions were for overweight or obesity (3 studies) and anxiety (2 studies). All 3 of the promising overweight or obesity interventions included a face-to-face component for both the parent and the child. Two interventions included a digital component for the child, both using the BCT repetition and substitution. Only 1 intervention had a digital component for the parent.

Both promising anxiety interventions included digital and face-to-face elements, all of which involved both the child and the parent. Both interventions used the following BCTs in the digital component: goals and planning (child and parent components), shaping knowledge (child and parent components), feedback and monitoring (parent component), and associations (child component).

We acknowledge that there may have been more BCTs included in the intervention; however, we were unable to code these as they were not explicitly reported in the paper. Furthermore, it was often unclear as to whether the BCT was delivered to the parent or the child and by what means it was planned to take effect. In some cases, we believe that the BCTs were directed at the parent, with the parent then eliciting behavior change in the child. However, none of the papers addressed this level of complexity; they did not describe this mechanism of change nor did they include a parent behavior change outcome measure.

Table 4. Definitions of behavior change techniques.

<table>
<thead>
<tr>
<th>BCT(^a) categories(^b)</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goals and planning</td>
<td>Includes setting and reviewing goals defined in terms of the behavior (eg, physical activity) or the outcome (eg, weight loss); problem-solving to overcome barriers and or increase facilitators; and detailed action planning of the behavior, considering the context, frequency, duration, and intensity of the behavior</td>
</tr>
<tr>
<td>Feedback and monitoring</td>
<td>Includes observing or recording the behavior or the outcome either by the recipient (self-monitoring) or by others; feedback on the performance of the behavior or the outcome</td>
</tr>
<tr>
<td>Shaping knowledge</td>
<td>Includes advising how to perform the behavior, the factors that reliably predict performance of the behavior, alternatives to unhealthy behaviors, and how to carry out behavioral experiments</td>
</tr>
<tr>
<td>Repetition and substitution</td>
<td>Includes practicing the behavior in a context or at a time when the performance may not be necessary to increase habit and skill; setting easy-to-perform tasks, making them increasingly difficult, but achievable, until the behavior is performed</td>
</tr>
<tr>
<td>Reward and threat</td>
<td>Includes using material (eg, money and vouchers) or social (eg, praise) incentives and rewards for the behavior or outcome; informing that future punishment or removal of reward will be a consequence of performance of an unwanted behavior</td>
</tr>
<tr>
<td>Social support</td>
<td>Includes advising, arranging, or providing social support (eg, from friends, relatives, colleagues, “buddies,” or staff) for practical and or emotional reasons</td>
</tr>
<tr>
<td>Natural consequences</td>
<td>Includes providing information (eg, written, verbal, visual) about the health, social, emotional, or environmental consequences of performing the behavior; using methods to emphasize the consequences</td>
</tr>
<tr>
<td>Associations</td>
<td>Includes introducing environmental or social stimulus to prompt or cue behavior; reducing situations in which unwanted behavior can be rewarded; systematic confrontation with a feared stimulus to reduce the response to a later encounter; and presenting a neutral stimulus jointly with a stimulus that already elicits the behavior repeatedly until the neutral stimulus elicits that behavior</td>
</tr>
</tbody>
</table>

\(^a\)BCT: behavioral change techniques.

\(^b\)The study by Michie et al [43] provides a full description of all BCTs.
### Table 5. Characteristics of promising interventions.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Child recipient–digital component (n=7), n (%)</th>
<th>Child recipient–human component (n=6), n (%)</th>
<th>Parent or caregiver–digital component (n=3), n (%)</th>
<th>Parent or caregiver–human component (n=5), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Digital mode of delivery</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tailored</td>
<td>1 (14)</td>
<td>N/A</td>
<td>1 (33)</td>
<td>N/A</td>
</tr>
<tr>
<td>Guided</td>
<td>5 (71)</td>
<td>N/A</td>
<td>3 (100)</td>
<td>N/A</td>
</tr>
<tr>
<td>Gaming features</td>
<td>5 (71)</td>
<td>N/A</td>
<td>2 (67)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Behavior change technique</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goals and planning</td>
<td>3 (43)</td>
<td>3 (50)</td>
<td>3 (100)</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Feedback and monitoring</td>
<td>4 (57)</td>
<td>4 (67)</td>
<td>0 (0)</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Social support</td>
<td>2 (29)</td>
<td>3 (5)</td>
<td>3 (100)</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Shaping knowledge</td>
<td>4 (57)</td>
<td>3 (50)</td>
<td>1 (33)</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Natural consequences</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (67)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Comparison of behavior</td>
<td>2 (29)</td>
<td>2 (33)</td>
<td>1 (33)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Associations</td>
<td>2 (29)</td>
<td>1 (17)</td>
<td>1 (33)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Repetition and substitution</td>
<td>5 (71)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Comparison of outcomes</td>
<td>0 (0)</td>
<td>1 (17)</td>
<td>1 (33)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Reward and threat</td>
<td>6 (86)</td>
<td>2 (33)</td>
<td>1 (33)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Regulation</td>
<td>1 (14)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Antecedents</td>
<td>1 (14)</td>
<td>2 (33)</td>
<td>1 (33)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Identity</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (33)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Scheduled consequences</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Self-belief</td>
<td>0 (0)</td>
<td>1 (17)</td>
<td>1 (33)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Covert learning</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

b≥50% of interventions using the characteristic.

### How Is the Content Delivered: Mode of Delivery

A total of 5 of the 7 interventions with child digital components used gaming features. All the parent digital components and 5 of the child digital components were guided. In all, 3 digital interventions involving parents and 1 digital intervention for the child were tailored.

### Theoretical Basis

Half of these papers reported the use of theory in the intervention: social cognitive (n=2) and CBT (n=2).

### Modality

A total of 6 of the 8 interventions were first wave (purely behavioral) interventions, and 2 were second wave (cognitive-behavioral) interventions. There were no third wave interventions.

### Aim 3: What Are the Users’ Experience of the Digital Intervention?

Only 3 of the studies included qualitative data on users’ experiences and views of the intervention [68,72,73]. One study evaluated the family experience in a preceding pilot study [77]. A table of the raw qualitative data and themes are available (Multimedia Appendix 4).

### Themes

#### Parental Involvement

Parents talked about the interventions improving their knowledge (“made me more aware”) and shaping their behavior, which in turn led to the child’s behavior change (“it does make me stop him and sit him down and make him eat the breakfast”). Some commented on the problems of parent-led interventions and how a health professional, who is external to the parent-child relationship, is important to encourage the child’s behavior.
change (“I think some kids will listen to their doctor better than their parents”).

**Connection With a Health Professional Is Important for Engagement**

Digital interventions were seen to facilitate convenient communication with a health care professional. There was a desire to share information between parents and clinicians (“It should go back somehow to the paediatrician”) to increase families’ motivation to engage with interventions. The involvement of a health professional was also viewed as important in engaging the child (“I think some kids will listen to their doctor better than their parents”).

**Technological Affordances and Barriers**

Parents commented on the technologies being quick, easy, and possible to integrate into everyday life. However, others commented on practical challenges such as the cost, lack of familiarity, and difficulty to use. Users commented on the fixed nature of the technology, which meant that it was not personalized to their individual preferences or needs (“but I really want to focus on these”) and did not deliver content with ongoing relevance that would maintain engagement over time (“I think enthusiasm’s gone off”).

**Child-Centered Design**

Children commented on some of the interventions being enjoyable (“I like the electronic stuff”). However, in other cases, the material was not understood by the child (“It’s really confusing” and “I don’t know how much [child] actually understands”), it was not acceptable to children (“boring” and “annoying”), and they expressed a wish for features such as personalization in the design.

**Discussion**

**Principal Findings**

To the best of our knowledge, this is the first review to identify effective digital interventions for younger children, report the characteristics of promising interventions, and describe the theoretical basis (social cognitive theory and CBT). Over 60% using third wave approaches; half of the interventions had a theoretical basis (social cognitive theory and CBT). Most were purely behavioral interventions (first wave), with only a quarter using CBT (second wave) and none using third wave approaches; half of the interventions had a theoretical basis (social cognitive theory and CBT).

Only 3 papers used qualitative methods to explore the users’ experience of digital intervention. These studies reported the affordances of digital interventions, including ease of use, integration into daily life, and the ability to enhance communication with a health professional. However, a lack of personalization, technical problems, and cost issues posed challenges to families. The qualitative data indicated how the content (eg, language and concepts) and design could be improved for younger users.

**Strengths and Limitations**

We included a range of chronic health conditions, which enabled us to review a larger number of interventions and identify patterns or commonalities of promising interventions. Spanning health conditions makes these findings relevant to a wide audience of researchers working in the field of digital interventions. We focused on RCTs because they have the strongest study design and are most likely to be adopted in clinical care [78]. This review focused on the outcomes that were most important to our research question (behavioral outcomes) and most important for that particular study (the primary outcome). It was outside the scope of this paper to review all the possible outcomes, such as health status or symptoms of the disease, quality of life, and knowledge.

Guidance was followed on how to report effectiveness in narrative reviews [51]. We extracted a common statistic to show the size and direction of effect, and where possible, we placed results in the context of clinically meaningful change [79]. Strengths of narrative synthesis include richer exploration of more complex questions, exploring both effectiveness (aim 1) and what “might explain differences in direction and size of effect... how and why interventions have or do not have an effect” (aim 2) [51]. We increased the rigor of presenting characteristics of interventions by using established coding systems and taxonomies for BCTs [43], modality [56], mode of delivery [18], ages [53], and population type [80]. We also considered parental and child components separately, which is important for this younger population.

A limitation of this review is that we only included RCTs. Although observational studies and nonrandomized trials could have provided additional information on the characteristics and effectiveness of digital interventions for this population, we excluded these study designs as they have a greater potential for risk of bias [81]. Although we believe that our search strategy (which included the terms “Randomized Controlled Trial,” “Trial,” and “Clinical Study”) was broad enough to identify different RCT designs, it is possible that we may not have identified some designs specifically used in the evaluation of digital interventions, such as micro randomized trials. We also restricted our search to papers published after 2015. We chose this strategy as digital health is a rapidly changing field, and recently conducted studies are likely to be the most relevant. We excluded studies that included our target age group (5-12 years) but also included older and younger children (eg, 5-18 years). Although it is possible that these studies could have been stratified by age, it was not feasible to contact authors to request these stratified data. As expected, the broad scope of this review led to heterogeneity across studies (in terms of population, intervention, and outcome), meaning formal meta-analysis was not possible; therefore, we selected the most appropriate method.
narrative synthesis. Although potential limitations to narrative synthesis include a lack of transparency and reproducibility and being subject to author interpretation [52], we mitigated this by prospectively registering our protocol, with specified outcomes, and following narrative synthesis guidelines [51]. To identify the characteristics of effective interventions, we reviewed both quite promising and possibly promising interventions and acknowledged that the possible promising interventions were of poorer scientific quality. Due to the small number of qualitative studies, we did not conduct full meta-ethnography [82] to synthesize qualitative data, and we did not undertake critical appraisal. However, to increase the transparency of our qualitative summary, we reported the raw data from the papers along with the themes developed by us.

Implications for Developing, Evaluating, and Implementing Digital Interventions for Children With a Chronic Health Condition

Clinical Implications

This review identified promising exergaming and social media interventions for children with obesity or overweight and web-based CBT for children with anxiety. There is potential for these to be implemented in clinical practice with further surveillance, monitoring, and long-term follow-up [40]. These findings are consistent with a previous systematic review that concluded that digital game-based interventions should be considered as methods to promote physical activity among children, but that there is a need for further, high-quality research that provides more sound evidence about clinical practice and health promotion [83]. This study extends a previous meta-analyses investigating digital interventions for children with anxiety, which concluded that the quality of studies was low (lack of blinding, use of subjective outcome measures, waiting list comparison groups, and relatively small samples) and that the effect is uncertain for younger children [36]. Our review updates this work, identifying 2 interventions with promise. These trials had sample sizes of 131 and 93, and both were prospectively registered trials with prespecified primary outcomes; 1 trial used a blinded outcome assessor for the primary outcome and an active control.

Implications for Developing and Evaluating Interventions

This work highlights characteristics that may be beneficial when developing digital interventions for younger populations. The finding that purely behavioral interventions (first wave, not including cognitive components) are common in promising interventions is consistent with developmental theory; children tend to be limited to concrete thought [57]. There were fewer CBT (second wave) interventions, possibly because elements of CBT require abstract thinking, which may be beyond the cognitive abilities of children aged <8 years [57]. Similarly, third wave interventions also include abstract concepts such as metacognition. The lack of third wave approaches may also be explained by the fact that this is a relatively new approach for children. As such, concrete interventions focused on behavioral recommendations may be more appropriate [84]. Caregivers are commonly involved in promising interventions. This is also consistent with developmental theory, which highlights the important role of caregivers in structuring the child’s environment and shaping the child’s behavior [84,85]. Gaming features have been used in many promising interventions. Digital games can be adapted to the developmental level and can effectively engage younger users in medical education and treatment, as they are typically more visually oriented, involve appealing exploration, and are perceived as fun [17]. Consistent with the literature, guided interventions were common in promising interventions and have been identified as a moderating factor that can influence therapeutic outcomes and engagement [86,87].

Guidelines encourage standardized reporting of interventions to ensure transparency and reproducibility [43,88]. On the basis of our findings, we have developed recommendations for increasing the clarity of interventions with parental involvement. Interventions with both a child and a parent recipient have a complex model of behavior change; it is likely that the therapist aims to shape the behavior of the parent, with the expectation that the parent will change the behavior of the child. Studies in this review failed to explicitly differentiate the BCTs used by the therapist for parental behavior change and the behavior techniques used by the parent for child behavior change. Furthermore, none of the studies in this review captured a parental behavior change outcome measure, when this may be on the causal pathway to the child's behavior change. This recommendation is consistent with guidelines on process evaluation; outcome measures should be used to test the causal mechanism of the intervention. Figure 2 illustrates the relationship between therapist, parent, and child, detailing our recommendations for how these interventions could be conceptualized and reported.

The low number of promising interventions demonstrates the need to better understand the perspective of those receiving interventions. Few studies have conducted qualitative research to explore the user’s experiences. Qualitative methods, such as the person-based approach [89], base the development and evaluation of digital interventions on an in-depth understanding of the perspectives of the people who will use the intervention. This can lead to interventions that are more meaningful, usable, feasible, and engaging in improving uptake and adherence and maximizing effectiveness [89].
Figure 2. Conceptualising and reporting interventions involving both the parent/caregiver and the child. BCT: behavior change techniques.

Conclusions

Of the 17 interventions, we only identified 5 with promise (those with a beneficial effect and low risk of bias). Using qualitative methods during digital intervention development and evaluation may lead to more meaningful, usable, feasible, and engaging interventions, especially for this under-researched younger population. Promising interventions were exergaming and social media for obesity or overweight and a web-based CBT platform for anxiety. We identified characteristics that could be considered when developing digital interventions for younger children: involvement of parents, gaming features, additional therapist support, behavioral (rather than cognitive) approaches, and particular BCTs (feedback and monitoring, shaping knowledge, repetition and substitution, and reward). We suggest a model for improving the conceptualization and reporting of behavioral interventions involving children and parents.
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Abstract

Artificial intelligence (AI) is seen as a strategic lever to improve access, quality, and efficiency of care and services and to build learning and value-based health systems. Many studies have examined the technical performance of AI within an experimental context. These studies provide limited insights into the issues that its use in a real-world context of care and services raises. To help decision makers address these issues in a systemic and holistic manner, this viewpoint paper relies on the health technology assessment core model to contrast the expectations of the health sector toward the use of AI with the risks that should be mitigated for its responsible deployment. The analysis adopts the perspective of payers (ie, health system organizations and agencies) because of their central role in regulating, financing, and reimbursing novel technologies. This paper suggests that AI-based systems should be seen as a health system transformation lever, rather than a discrete set of technological devices. Their use could bring significant changes and impacts at several levels: technological, clinical, human and cognitive (patient and clinician), professional and organizational, economic, legal, and ethical. The assessment of AI’s value proposition should thus go beyond technical performance and cost logic by performing a holistic analysis of its value in a real-world context of care and services. To guide AI development, generate knowledge, and draw lessons that can be translated into action, the right political, regulatory, organizational, clinical, and technological conditions for innovation should be created as a first step.
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Introduction

Artificial intelligence (AI) raises many expectations in all sectors of society. There is no universally agreed upon definition of what AI encompasses. Generically, it refers to a branch of informatics that develops systems that—through their ability to learn—imitate the characteristics associated with human intelligence: reasoning, learning, adaptation, self-correction, sensory comprehension, and interaction [1,2].

AI is seen as a strategic lever to improve access, quality, and efficiency of health care and services [3]. For example, by exploiting exhaustive data sets from complex systems, it could contribute to improving clinical decision making (eg, diagnosis, screening, and treatment), service organization (eg, flow optimization, triage, and resource allocation), and patient management and follow-up (eg, drug administration and compliance) [4].

However, research on the application of AI in health focuses primarily on technological performance in experimental contexts or on ethical issues. Although relevant, these studies do not fully address the broader systemic policy questions surrounding their use in a real-world context of care and services. In a recent meta-analysis, Lieu et al [5] concluded that despite a diagnostic performance equivalent to that of health care professionals, the diagnostic applications of AI have not been externally validated in a real-world context of care and services. Poor reporting is also prevalent in studies on AI, which limits the reliable interpretation of results. Thus, before being integrated into clinical routine, AI applications should overcome what is called the AI chasm, that is, the gap between reported performance in laboratory conditions and its performance and impacts in a real-world context of care and services [6]. AI raises issues of different types, but they are, in practice, closely interconnected: economic, professional, organizational, clinical, human, cognitive, legal, ethical, and technological. To date, few scholars have examined these issues in a systemic and holistic manner [7].

In this viewpoint paper, relying on the health technology assessment (HTA) core model [8], which is a methodological framework used to facilitate production and sharing of HTA information [9], we examine, based on our own experience as HTA academics and practitioners and in light of the emerging literature on the subject, issues raised by the use of AI. More specifically, we contrast the expectations specific to the health sector and the risks that should be mitigated for AI to be deployed responsibly. We limit our analysis to AI-based applications for clinical use (eg, diagnostic), some of which would be classified by the US Food and Drug Administration (FDA) as software as a medical device: “software intended to be used for one or more medical purposes that perform these purposes without being part of a hardware medical device” [10]. They are subject to formal regulatory approval [6,11].

In this paper, we offer critical observations and reflections that are informed by our various roles in HTA as health technology governance experts, researchers-evaluators, and/or decision makers. The analysis primarily adopts the perspective of payers (ie, health system organizations and agencies) because of their central role in regulating, funding, and reimbursing technologies [12].

On the basis of the HTA core model, we summarize key challenges posed by AI in a real-world context of care and services, which include (1) technological, (2) clinical, (3) human and cognitive (patient and clinician), (4) professional and organizational, (5) economic, and (6) legal and ethical dimensions (Textbox 1). We provide examples for each of these dimensions and underline how decision makers could approach them in a more systemic and holistic manner.
Textbox 1. Synthesis of some key challenges posed by artificial intelligence.

**Technological**
- Laboratory performance versus a real-world context of care and services
- Data quality and representativeness of the general population or other contexts
- Black box: how and why the decision is made?
- Is artificial intelligence (AI) reliable and free of biases or technical failures?
- How AI would react in situations where input data deviate from initial data?
- Cybersecurity: data and model (algorithm)
- Interoperability: fragmented systems and unstructured data

**Clinical**
- Reproduction of tropism of practice models
- Actual clinical added value in a real-world context of care and services: difficult to distinguish the effect of the AI's decision from the rest of the preventive and/or therapeutic strategy
- The level of accuracy of AI in diagnosis and recommendations (reference standard) in a real-world context of care and services

**Human and cognitive (patients)**
- Evolution of the nature and quality of the clinician-patient relationship
- Loss of human contact: isolation of some people
- Unrealistic expectations in some patients regarding clinical outcomes
- Black box: could be perceived as a restriction on the patient’s right to make a free and informed decision
- AI could be beneficial for one part of the population and not be for others: what is the good target population?

**Human and cognitive (clinicians)**
- How to integrate AI into the electronic health record (EHR) and clinical routine with minimal effort and disruption for clinicians?
- Nonintuitive technologies: weigh-down workflows and burden for clinicians and cognitive overload
- Disruption of interpersonal communication styles (eg, clinician-clinician and clinician-patient)
- AI as clinical mind: challenge of clinician’s decision-making autonomy
- Absolute confidence in AI: technical dependence

**Professional and organizational**
- How will it fit into the patient care and services trajectory?
- How will it be integrated into the clinical-administrative processes and workflows of organizations and health system?
- What changes will result in terms of service organization (eg, waiting time, primary care and specialized services relationships)?
- How will it impact on professional jurisdictions (eg, reserved activities, responsibility, training, new skills, and expertise)?

**Economic**
- Investments required: continuous performance tests, software and data quality tests, infrastructure and equipment upgrades, human expertise, and training
- Clinical tropism and reimbursement/billing biases: costs for patients, clinicians, organizations, and health system
- Need of new financing mechanisms, appropriate remuneration and/or reimbursement models, and insurance models

**Legal and ethical**
- When is AI considered as a decision-making support tool? When is it considered as a decision-making tool?
- What are the limits of technology and their potential legal implications?
- If the AI makes a mistake (eg, black box), who will be held responsible? If the patient is harmed, who will pay for the repairs?
- What would be the consequence if the clinician does not comply with the recommendations of an AI and this leads to an error?
- AI needs access to data from different sources: consent is becoming more complex, as patients will be asked to authorize the use of diversified amounts of data
Technological Dimension

Generalizability and Reproducibility

Studies that focus on technological issues indicate that AI should provide the same level of performance in a real-world context of care and services as that obtained in laboratory conditions. However, this requirement is difficult to achieve [13–16]. The majority of AI applications reported in the literature are not exploitable in clinical practice [17]. AI is often trained with so-called clean (exclusion of poor-quality images) and complete data sets (elimination of imperfect data) [18]. It may not be operational in other contexts where data are incomplete or of poor quality (electronic health record [EHR] with missing data and/or erroneously entered data) [19–21]. This applies to some categories of the patient population (eg, low economic status and psychosocial problems) who receive care and services in a fragmented way in several organizations (institutional wandering) [21–24]. In addition, AI is usually trained on data specific to certain sites (hospital) and patients who are not necessarily representative of the general population. This includes decontextualized data (lack of psychosocial and organizational indicators) and data about disproportionately sick individuals (data enriched by metastases cases, men, and those from a European origin (ethnodiversity)) [23,25–28].

Health organizations and systems produce and manage data in different ways. Variations may exist in clinical protocols (eg, diagnosis, procedures, and vital parameters) and devices (eg, different types of scanners, EHRs, and laboratory devices) on which AI applications are trained and those on which they are expected to operate [29,30]. These variations could affect the AI performance in a real-world context of care and services [31]. For example, an AI application trained on data from 2 hospitals in the United States performed poorly in a third hospital [13,32]. In its decision, the AI application had as observables the image characteristics (magnetic resonance imaging machines specifications), imperceptible to humans, specific to the technological systems of the hospitals where it was trained. The AI solution had adapted to noise rather than to the signal of clinical interest [33]. When used in the third hospital, it was deprived of these expected predictors (noise), which affected its anticipated performance [32]. In the same vein, the use of data from the Framingham Heart Study to predict the risk of cardiovascular events produced biased results, which both overestimated and underestimated risk when AI was used in non-white populations [34,35]. The ability of AI to operate without bias or confounding factors on different devices and protocols remains a major challenge [36,37]. Thus, the fact that an algorithm was trained on large data sets does not mean that its results are generalizable.

Interpretability and Transparency

The interpretability and transparency of AI are important issues. The black box logic makes some AI applications vulnerable and at risk to false discoveries via spurious associations: how is the decision made and on what basis (justification and process description) [24,38,39]. This issue is central because these technologies will be diffused on a large scale. The error of a defective AI could have a greater impact (several patients) than a clinician’s error on a single patient [20,31,40].

Interpretability and transparency are also necessary to identify the origin of errors, biases, or failures that should be prevented and/or avoided in the future [3,21,41]. For example, an AI application could lead to many undesirable impacts related to: (1) poor-quality training data, which could lead to erroneous or biased knowledge (garbage in, garbage out), whereas technology may further amplify how poor data produce poor results (noisy data and missing values); (2) the presence of a technical flaw in the algorithm (code), which could lead to erroneous inferences, even if good-quality data are used; (3) decision-making criteria that may not be universally acceptable; and (4) the emergence of new situations for which AI could not adapt, even with good-quality data and code [21,30,42–45]. For example, the emergence of new treatments or practices may require changes in clinical protocols; however, at present, AI applications are not developed to manage temporal data naturally in a real-world context of care and services. However, diseases and treatments evolve in a nonlinear manner [18,45]. The question thus remains regarding how AI would react, with observable indicators, in situations where input data deviate from initial data (EHRs and real-time monitoring devices), in the medium and long term [45,46].

The risk of cyberattacks is also a major concern. The data could be modified and/or fed by other false or biased data in a way that is difficult to detect [1]. For example, a slight intentional modification of laboratory results in a patient’s EHR resulted in significant changes in the estimates of a well-trained AI of the same patient’s risk of mortality [24]. For AI, the issue is two-fold because it is necessary to ensure the security of the data and that of the model (the algorithm). Interoperability is also a significant issue. The integration of AI in fragmented and noninteroperable information technology systems and organizations could create more problems than it will solve; to deliver its full potential, AI needs integrated and interoperable systems with fluent and optimal data circulation and exchange [17].

Finally, addressing interpretably and transparency in AI could be compromised by intellectual property issues, competitive strategy, and financial advantages that make companies reluctant to disclose their source codes [3].

Clinical Dimension

AI can entrench and disseminate practice models specific to particular contexts (organizations or health systems) and not necessarily accepted or used in others (tropism) [38]. For example, clinicians in some countries stopped using IBM Watson for Oncology because it reflected US specificity in cancer treatment [1,47].
To use AI in their decision making, clinicians should understand how it makes decisions in the first place [38,45,48]. They need the evidence to support a given conclusion to be able to carry out the necessary verifications or even corrections [14]: Why this decision (what information or image—or part of the image—tipped the final decision of the AI)? Why not another option (or choice)? When may I consider that the decision is correct? When should I accept this decision? How can I correct the error when it occurs?

AI should provide clinically added value for the patient. In a real-world context of care and services, much information, decisions, and diagnoses could intersect (eg, symptom assessment, laboratory tests, and radiology). At present, it is difficult to distinguish the effect of an AI-based decision from the overall preventive and/or therapeutic strategy of patient care [49,50].

Another clinical issue is determining the level of accuracy of AI for diagnosis and recommendations. In practice, decisions physicians make could diverge or even contrast each other in many situations. The gold standard is not always easy to define in a process that involves complex judgments [38,51,52]. In this case, should the standard reflect that of the lead clinician (or clinicians) in the organization? Or the one accepted by the majority of clinicians? Or the one reported in similar contexts? Some authors believe that for technologies that aim to provide pragmatic solutions under suboptimal conditions, AI performance should correspond to clinically acceptable practice in a given context and not necessarily to recommended practices [32]. This last point is likely to be problematic, particularly in a context where health systems are trying to overcome the challenge of practice variations to be able to provide equitable and quality services for all citizens.

Human and Cognitive Dimensions

AI could affect the nature and quality of the clinician-patient relationship and their expectations for care and follow-up [53,54]. The loss of human contact could lead to increased isolation of some people (replacement of health care providers) [1]. Some patients may feel able to control and manage their disease, with passive surveillance and/or less contact with the clinician, whereas others may feel overwhelmed by additional responsibilities [55]. AI may also create unrealistic expectations in some patients regarding clinical outcomes, which could have a negative impact on their care and service experience [56]. In addition, some AI-based decisions could be perceived as a restriction on the patient's right to make a free and informed decision [1,53]. Cultural and social aspects could play an important role in how patients will respond to AI and therefore how effective it can prove in practice [57]. Hence, it is important to know on which basis one may define the target population that can benefit from it [58]. In this regard, the question of social acceptability (acceptable risk and public confidence) also needs to be considered, which goes beyond the simple question of the effectiveness and usability of AI [59].

For clinicians, the challenge is to integrate AI into the EHR and clinical routine with minimal effort while respecting their decision-making autonomy [24]. Nonintuitive technologies could encumber workflows and become a burden for clinicians without improving service delivery [30,60]. Otherwise, the ability of AI to combine data from the scientific literature with learning from practice data could generate a repository of clinical practices (clinical mind), which could give AI an unwanted power or authority [35]. In some situations, AI may reduce the clinician's ability to take into account patient values and preferences. In contrast, some clinicians may develop absolute confidence and become dependent on AI, thus relinquishing their responsibility to verify or double-check its decisions [1].

In short, if clinicians feel overloaded and workflows become more complex, AI may be rejected because of self-perceived inefficacy and performance, alert fatigue, cognitive overload, and disruption of interpersonal communication routines [54,61-63].

Professional and Organizational Dimensions

Global appreciation of the added value of AI should take into account the nature and magnitude of the professional and organizational changes required for its use [6]. For example, the FDA has approved an AI application used for diabetic retinopathy screening, which may be used in primary care clinics [11]. As in some countries, the screening procedure is performed by an ophthalmologist (specialist), some questions arise: How will this technology fit into patient care and services trajectory? How will it be integrated into the clinical-administrative processes of organizations and the health system? If used at the primary care level, will general practitioners, nurses, or optometrists be allowed to supervise the AI? If so, under what conditions? What will be the impact on professional jurisdictions (regulated activities, remuneration, and training)? What changes will result in terms of service organization and clinical-administrative workflows (waiting time at primary care level, primary care, and specialized services relationships)?

Thus, AI could lead to a redistribution of work between different professional scopes of practice and highlight the need for other clinical, administrative, and technical skills and expertise. This will require clarifying new rules and processes (clinical and administrative), negotiating and reframing professional jurisdictions, responsibilities, and privileges associated with them and reassessing the number of positions needed and the new skills required to work (with) and/or perform other tasks that accompany its use. This will have to take into consideration how new roles in terms of skills in informatics and data science and the ability to liaise may be introduced within clinical teams [64].

Finally, today, most AI applications are developed to perform a single task or a set of very specific tasks (eg, diagnosing only diabetic retinopathy and macular edema) [65]. They are unusable for other diagnoses for which they are not trained (eg, nondiabetic retinopathy lesions and eye melanoma) and are unable, at least for the moment, to replace a complete clinical examination [66]. Payers will thus be tasked to determine whether AI provides sufficient added value in relation to the nature and magnitude of the clinical, cognitive, professional, and organizational changes it could generate.
Economic Dimension

To adapt an AI to a local environment, considerable investments and expenditures may be necessary. The evolution of AI in a real-world context of care and services, by integrating large amounts of data of various types and sources, requires additional resources to ensure its proper functioning and stability: continuous performance tests, software and data quality tests, infrastructure and equipment upgrades, human expertise, and training [3,67]. However, many health organizations do not have a secure and scalable technological and data infrastructure as well as adequate human resources to ensure proper collection of the data necessary for the training and adaptation of AI to their local population and clinical environment [17]. The literature on AI’s promises as well as innovation policies that support its development downplays the capital-intensive requirements that are required to properly deploy AI, compared with the day-to-day work of managers in organizations.

In health systems where activity-based financing is the basis for funding health organizations, some clinicians tend to enter the highest paying codes for each clinical activity (i.e., the most complex case of an intervention) to increase performance and maximize revenue. An AI application trained on data from these organizations (EHR with invoicing or reimbursement data) could amplify biases inherent in such practices that do not necessarily reflect the actual clinical condition [23,44,68]. The replication and entrenchment at a large scale of these biases could result in significant costs for patients, clinicians, organizations, and the health systems [35].

Similarly, some AI applications may be too cautious, resulting in an increase in requests for unnecessary testing and treatment, leading to overdiagnosis or overprescription [69]. Their recommendations, which are not necessarily associated with improved patient outcomes, could lead to increased costs and expenses for patients and the health system.

Legal and Ethical Dimensions

Many AI technologies are still considered today as decision-making support tools for clinicians. It could then be argued that the legal responsibility for the decision still rests with the clinician. However, with the growing performance of AI, clinicians may be increasingly influenced and may more easily accept AI decisions, even when there is clinical ambiguity. Determining the clinician’s degree of responsibility becomes more complex [30]. The challenge here is to distinguish between several situations: When is it considered a decision-making support tool? When is it considered a decision-making tool? This distinction is key in defining who is legally responsible in the event of an error or a malfunction (professional misconduct) [30,51,70].

For example, if the clinical decision is based on an erroneous clinical recommendation from the AI (delayed or erroneous treatment), who will be held responsible? Is it the technology developer, technology provider, clinician, organization, or do they all share responsibility (and how)? In some jurisdictions, to confirm professional misconduct, it is necessary to prove that the standard of care was not followed. This standard is blurred when AI comes into play [2]. In addition, the likely consequence if the clinician does not comply with the recommendations of an AI and if this leads to an error must be anticipated [2]. It could be argued that the responsibility should rest with the human controller of AI, but such a responsibility becomes difficult to clarify when autonomous technologies are used [57]. In this regard, standards may shift over time: “What happens if medical practice reaches a point where AI becomes part of the standard of care?” Medical insurers and regulators will have to be able to distinguish errors inherent in the tool from those resulting from misuse by the clinician, the organization, or even the patient, an issue exacerbated by the black box of AI [51,71]. To generate a complete picture of the patient, AI will need access to data from different organizations (hospitals and insurers) [45]. The risk of disclosing sensitive information about patients or certain populations is real [45]. For example, some AI applications can reidentify an individual from only three different data sources [25,38,72]. In the same vein, the issue of consent is becoming more complex, as patients will be asked to authorize the use of increasingly large and diversified amounts of data about them: medical records, audio, videos, and socioeconomic data [58]. Problems could arise if the patient only consents to sharing parts of his or her data. Usually, confidentiality means that the clinician can withhold certain information—at the patient’s request (or not)—and avoid entering it into the EHR. Incomplete data make AI less efficient and does not allow patients to benefit from the best possible services. AI may not be fully operational in a real-world context of care and services if specific restrictions on data access and use are applied [38].

Protection and confidentiality requirements imply the obligation to know several things: the origin of the data, how consent was obtained, and authorization to use and/or reuse the data for training and in a real-world context of care and services. As the data may come from different sources and contexts, different conditions and precautions will need to be considered [73]. Regulators will need to determine who owns the data and, in the context of public-private partnerships, who is responsible for its collection, use, transmission to third parties, and under what conditions [17]. As the answers will vary according to the nature of the data, the jurisdictions, and the purpose of use, the task at hand is sizable [73]. Finally, payers will have to recognize that the ethical implications of AI affect, directly or indirectly, all the other dimensions discussed earlier.

Conclusions

The purpose of this viewpoint paper is to provide a structured roadmap of the issues surrounding the integration of AI into health care organizations and systems. To the best of our knowledge, this is one of the few papers that offers a multidimensional and holistic analysis on the subject [7]. It contributes to current knowledge by providing a necessary basis for reflections, exchanges, and knowledge sharing among the various stakeholders concerned with AI in health care.

In light of the issues we identified, it becomes clear that regulatory and decision-making organizations as well as HTA agencies are facing unprecedented complexity: evaluating and approving so-called disruptive technologies, especially AI, requires taking several issues into consideration altogether.
Many studies have reported significant technical performance of AI technologies, but very few have adopted a holistic standpoint that can situate their impacts and associated changes and transformations in health systems. Technical studies are rarely adapted to the complexity surrounding AI applications, as they overlook the context-dependent changes or adjustments the implementation and use of technology requires (variations, clinical and organizational interactions, and interdependencies) [74]. According to the frame problem [62,75], which highlights the difficulty for AI, beyond the specific tasks it masters, to update its set of axioms to capture the context in which it is implemented and used (eg, patient preferences, environment and social support, clinical history, personality/cultural characteristics and values that influence clinical outcomes, and empathy in medicine), the complexity inherent in the use of AI applications in the real-world context of care and services may seem difficult to overcome [62].

For informed decision making, there is a real need for evaluations that address AI as a lever of health system transformation. Given the magnitude of the implications it could have at all levels, the evaluation of AI’s value proposition should go beyond its technical performance and cost logic to incorporate its global value based on a holistic analysis in a real-world context of care and services. In this vein, technology brings value when its use in a real-world context of care and services contributes to the aims of the health system and aligns with the values of society. Global value appreciation could be based on the quintuple aim: (1) better quality and experience of care and services for patients; (2) a better state of health and well-being for the entire population; (3) reducing costs for responsible and sustainable resource management; (4) a better quality of work and satisfaction of health care providers; and (5) equity and inclusion to avoid exacerbating health disparities in the population [76]. From this perspective, further research on the evaluation of AI should no longer be limited to a technological approach, which only demonstrates quality from an engineering point of view and costs—motivated mainly by a logic of short-term savings—but should broaden its horizons to include the dimensions this paper underscored [77,78].

Real-world evaluations could be a major asset in informing AI decision making. In the context of uncertainty, iterative and reflective evaluation approaches should be developed to encourage dialog and collaboration among all relevant stakeholders (eg, payers, health care providers, technology providers, regulators, citizens/patients, academic researchers, and evaluation agencies) [63,78,79]. In addition, an early dialog between these stakeholders is needed to identify the evidence required to inform decision making [63,78]. This approach would also help AI providers to better understand the expectations of the health system [78]. This change implies that HTA should play an active role as a mediator and facilitator of transparent dialog between different stakeholders who are implicated throughout the technology’s life cycle [78,80].

Decision making for innovative technologies is inherently complex, in particular because of visions, perceptions, and objectives that may differ between the stakeholders involved: risk sharing is essential to strive to find a balance between uncertainty and added value [81]. In this regard, “major radical innovations never bring new technologies into the world in a fully developed form” but “appear in a crude and embryonic state with only a few specific uses” [81]. It is their use in a real-world context of care and services, through a process of learning by doing (improving users’ skills) and learning by using (improving users’ knowledge), which makes it possible to appreciate their global value [81]. With the complexity associated with AI, value appreciation becomes even more complex, challenging the traditional methodological foundations that are the basis for decision making about innovative technologies [82]. This also presents a unique opportunity for HTA to evolve and adapt (evaluative framework and contextualized data), particularly in view of the importance of contexts in the appreciation of the value of innovative technologies [83,84]. It is necessary for HTA scholars and practitioners to explore and exploit other avenues, complementary to traditional methods, to collect data and information that can better inform AI-related decisions [85].

Finally, this new context implies mechanisms for continuous collective learning and sharing of lessons. To do so, there is a need for learning and flexible health organizations and systems that are able to adjust and operate under uncertainty. In this regard, creating the political, regulatory, organizational, clinical, and technological conditions necessary for proper innovation is the first step. This requires building trust to ensure stakeholder engagement to guide AI developments, rapidly generate knowledge in a real-world context of care and services, and draw lessons to translate them into action.
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Abstract

There has been an increasing interest in blockchain technology from the health care sector in the last couple of years. The value proposition for using blockchain technology in the health care sector is to share sensitive patient data among health care entities securely and to empower patients. Blockchain technology allows patients to have an active role in developing and updating their own patient data. However, is blockchain technology really the silver bullet it seems to be? With this paper, we aim to understand the benefits and challenges of blockchain technology in the health care sector. We discuss innovation and security implications concerning blockchain technology in health care. Furthermore, we show that there is a need for more use cases to ensure the secure sharing of data within the health care sector. In our opinion, blockchain technology will not solve the issues encountered by the health care sector; in fact, it may raise more issues than it will solve.

(J Med Internet Res 2020;22(7):e17199) doi:10.2196/17199
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Introduction

Beyond its first application as the peer-to-peer payment system Bitcoin, blockchain technology is anticipated to revolutionize industries and sectors [1,2]. The implementation of blockchain technology has been clearly dominant in the financial industry [3], the supply chain industry [4], the payments industry [5,6], and e-commerce [7]. The health care sector can potentially benefit from blockchain technology by making health care information systems patient-centric and facilitating health data–sharing securely and efficiently [8]. A plethora of studies have proposed various potential use cases for using blockchain in health care [8-10]; however, the vast majority of those proposed use cases were not implemented [10]. In their recent literature review, Hasselgren et al [8] analyzed 39 studies on blockchain in health care that proposed solutions that were implemented as proof of concept.

The common use cases that benefit from blockchain-based solutions for a patient-centric health care information system include patient-managed health records, enhanced insurance claim processes, enhanced health care research, and advanced medical records shared among patients and health care providers [11]. Despite the suitability of blockchain solutions for problems and innovation needs in health care information systems, the feasibility of fully implementing those solutions is scarce to moderate [8]. Even if some solutions have proven feasible to implement into practice, they require reductions in data size and operating costs, as well as better protection of personal information to maintain privacy and security [12].

Further, barriers to the feasibility of fully implementing blockchain-enabled patient-centric electronic medical records include interoperability and scalability issues [9]. Interoperability issues manifest in the lack of standards among various blockchain-based solutions [9]. However, proposals have been introduced to address those issues [8]. Due to the high volume of clinical data, scalability issues arise, as blockchain-based solutions have data size limitations [9,13]. Patient engagement seems to be a benefit of blockchain-based solutions in health care; however, it is likely not the case for all types of patients, as not all patients are enthusiastic about managing their own data [9].

Blockchain-based solutions have not been adequately assessed for their compliance to individuals’ rights protected by the General Data Protection Regulation (GDPR) [8,14]. The abovementioned opportunities, barriers, and concerns have implications for patients, health care providers, and researchers.
Furthermore, the legal, security, and privacy implications deserve further exploration. This may lead to some workarounds to make the blockchain architecture GDPR compliant, which have not yet resulted in something concrete [14-16].

Through this viewpoint article, we aim to discuss innovation and security implications that blockchain brings to the health care sector. We did not attempt to conduct a thorough literature review on the topic, as there are already comprehensive literature reviews on blockchain in health care [8-10,14]. Rather, we discuss our viewpoint on the implications of blockchain for the health care sector, with support from the current body of literature.

Thus, we aim to answer our research question: What implications may blockchain technology bring to the health care sector?

First, we present a background on blockchain technology. Second, we discuss implications of innovating with blockchain in health care. Third, we discuss the security implications of blockchain in the health care sector. Fourth, we summarize our discussion, and finally, conclude this paper.

**Background of Blockchain Technology**

Blockchain technology is described as a disruptive innovation that brings opportunities and challenges to various industries and sectors, and it deserves further exploration [17-19]. There is an ongoing debate as to which came first, blockchain or Bitcoin [1,2,20]. Blockchain is the underlying technology with broader capabilities and characteristics. Bitcoin is just an application area for trading that inherits blockchain characteristics [21]. Stuart Haber and W Scott Stornetta invented the notion behind blockchain first, when they proposed a framework for a “timestamping digital document” to calculate hash values that uniquely identify documents and save them in certificates with a timestamp [22]. These documents are linked by a data structure with the hashes of previous records. Nakamoto [2] adopted the framework proposed by Haber and Stornetta, creating the first Bitcoin peer-to-peer payment system based on timestamped blocks of transactions, which are chained using the hash values of previous blocks. Bitcoin then became commonly known as a means for trading with cryptocurrency [23].

Swan [13] defined blockchain as a decentralized transparent ledger with transaction records. Blockchain contains a set of data blocks, each of which contains data on multiple transactions (ie, transactions list, timestamp, nonce, hashes of the transactions and their root hash or block hash, and the hash of the previous block). As more blocks are added to the chain, the distributed ledger becomes a complete transaction history book [24]. Before adding the new transactions to the ledger, the consensus mechanism is applied by multiple participants to validate the transaction and the block. Transactions reside in the block for a specified time until the consensus process is done. Then, the block of transactions is stored in the ledger, where the information cannot be changed [24]. If the hash of a block is modified, the block is no longer valid [25], which makes subsequent blocks invalid as well, and this will require verifying the block after recalculating its hash and the hashes of subsequent blocks [26].

There are two basic deployment forms of blockchain; these are public permissionless and private permissioned blockchains [1,27]. Public permissionless blockchains are open and decentralized, where anyone can join and leave the network as reader and writer at any time (eg, Bitcoin). The network has no central authority to monitor it and no one owns and controls the network. Private permissioned blockchains only authorize a limited set of readers and writers (eg, Hyperledger). The network has a central authority that assigns the right to individuals to read and write operations.

Several definitions of blockchain mainly refer to the characteristics of public permissionless blockchains, such as absolute immutability, anonymity, decentralization in running the consensus mechanism, and openness [1,21,26]. The definitions do not provide a description of private permissioned blockchains, which are managed by a central trusted authority that controls the consensus process, in which the identities of participants are predefined and access permissions are restricted [28].

Blockchain technology is claimed to be an “accelerating force of innovation” that promises a wide range of benefits [17]. However, the claims about blockchains being tamperproof and offering strong security are challenged by a long list of security threats [29]. Blockchains are claimed to be immutable and unable to be hacked, but this has been proven invalid [30,31]. Furthermore, blockchains are energy-consuming, which entails considerable costs (eg, network performance problems) [25,32]. This poses a concern about whether the benefits and promises brought by blockchain can be taken for granted or whether they will become a threat to the ambitions for innovation and better security. Consequently, practice and academia still have questions to address regarding benefits and risks that arise from blockchains, including whether blockchain is a radical or incremental innovation in nature [17].

**Innovation and Security Implications of Blockchain in Health Care**

**Innovation and Security Needs**

Whether blockchain is a blessing or a curse, in terms of innovation and security, it is a matter of what it adds to a no-blockchain situation. It can add information technology (IT) or business costs or complexity [33]. An ever-present challenge for any industry or sector is the balance between implementing modern IT solutions and keeping information assets safe from security threats. Blockchain technology emerged with the promise to address this challenge; it enables innovation by implementing a modern decentralized information infrastructure [17,19,34].

The health care sector has a long history of heavy regulation and bureaucratic inefficiency that has decelerated its innovation advantage compared to other industries. The information assets in health care, including medical records, electronic health records, and patient data, have a high risk of being accessed by unauthorized third parties, which poses a concern about whether the benefits and promises brought by blockchain can be taken for granted or whether they will become a threat to the ambitions for innovation and better security. Consequently, practice and academia still have questions to address regarding benefits and risks that arise from blockchains, including whether blockchain is a radical or incremental innovation in nature [17].

Swan [13] defined blockchain as a decentralized transparent ledger with transaction records. Blockchain contains a set of data blocks, each of which contains data on multiple transactions (ie, transactions list, timestamp, nonce, hashes of the transactions and their root hash or block hash, and the hash of the previous block). As more blocks are added to the chain, the distributed ledger becomes a complete transaction history book [24]. Before adding the new transactions to the ledger, the consensus mechanism is applied by multiple participants to validate the transaction and the block. Transactions reside in the block for a specified time until the consensus process is done. Then, the block of transactions is stored in the ledger, where the information cannot be changed [24]. If the hash of a block is modified, the block is no longer valid [25], which makes subsequent blocks invalid as well, and this will require verifying the block after recalculating its hash and the hashes of subsequent blocks [26].

There are two basic deployment forms of blockchain; these are public permissionless and private permissioned blockchains [1,27]. Public permissionless blockchains are open and decentralized, where anyone can join and leave the network as reader and writer at any time (eg, Bitcoin). The network has no central authority to monitor it and no one owns and controls the network. Private permissioned blockchains only authorize a limited set of readers and writers (eg, Hyperledger). The network has a central authority that assigns the right to individuals to read and write operations.

Several definitions of blockchain mainly refer to the characteristics of public permissionless blockchains, such as absolute immutability, anonymity, decentralization in running the consensus mechanism, and openness [1,21,26]. The definitions do not provide a description of private permissioned blockchains, which are managed by a central trusted authority that controls the consensus process, in which the identities of participants are predefined and access permissions are restricted [28].

Blockchain technology is claimed to be an “accelerating force of innovation” that promises a wide range of benefits [17]. However, the claims about blockchains being tamperproof and offering strong security are challenged by a long list of security threats [29]. Blockchains are claimed to be immutable and unable to be hacked, but this has been proven invalid [30,31]. Furthermore, blockchains are energy-consuming, which entails considerable costs (eg, network performance problems) [25,32]. This poses a concern about whether the benefits and promises brought by blockchain can be taken for granted or whether they will become a threat to the ambitions for innovation and better security. Consequently, practice and academia still have questions to address regarding benefits and risks that arise from blockchains, including whether blockchain is a radical or incremental innovation in nature [17].

Swan [13] defined blockchain as a decentralized transparent ledger with transaction records. Blockchain contains a set of data blocks, each of which contains data on multiple transactions (ie, transactions list, timestamp, nonce, hashes of the transactions and their root hash or block hash, and the hash of the previous block). As more blocks are added to the chain, the distributed ledger becomes a complete transaction history book [24]. Before adding the new transactions to the ledger, the consensus mechanism is applied by multiple participants to validate the transaction and the block. Transactions reside in the block for a specified time until the consensus process is done. Then, the block of transactions is stored in the ledger, where the information cannot be changed [24]. If the hash of a block is modified, the block is no longer valid [25], which makes subsequent blocks invalid as well, and this will require verifying the block after recalculating its hash and the hashes of subsequent blocks [26].

There are two basic deployment forms of blockchain; these are public permissionless and private permissioned blockchains [1,27]. Public permissionless blockchains are open and decentralized, where anyone can join and leave the network as reader and writer at any time (eg, Bitcoin). The network has no central authority to monitor it and no one owns and controls the network. Private permissioned blockchains only authorize a limited set of readers and writers (eg, Hyperledger). The network has a central authority that assigns the right to individuals to read and write operations.

Several definitions of blockchain mainly refer to the characteristics of public permissionless blockchains, such as absolute immutability, anonymity, decentralization in running the consensus mechanism, and openness [1,21,26]. The definitions do not provide a description of private permissioned blockchains, which are managed by a central trusted authority that controls the consensus process, in which the identities of participants are predefined and access permissions are restricted [28].

Blockchain technology is claimed to be an “accelerating force of innovation” that promises a wide range of benefits [17]. However, the claims about blockchains being tamperproof and offering strong security are challenged by a long list of security threats [29]. Blockchains are claimed to be immutable and unable to be hacked, but this has been proven invalid [30,31]. Furthermore, blockchains are energy-consuming, which entails considerable costs (eg, network performance problems) [25,32]. This poses a concern about whether the benefits and promises brought by blockchain can be taken for granted or whether they will become a threat to the ambitions for innovation and better security. Consequently, practice and academia still have questions to address regarding benefits and risks that arise from blockchains, including whether blockchain is a radical or incremental innovation in nature [17].
and sensitive patient data in the cyber world [35]. However, there are more experiments of proposed blockchain solutions than full implementations in the health care sector [36,39,40].

**Implications of Innovating With Blockchain in Health Care**

Blockchain is a disruptive innovation that can leverage health care information systems’ abilities to improve patient care; however, this has considerable regulatory, financial, and operational implications [41,42]. Private permissioned blockchains are a proper option for the health care sector to deal with sensitive patient data [8,27]. This type of blockchain deployment has beneficial implications for the use of blockchain in health care. The use cases suggested by researchers for blockchain in health care include patient-managed medical records, improved insurance claim processes, accelerated medical research with the use of shared anonymous patient data, and an advanced health data ledger maintaining clinical transaction logs, pharmaceutical supply chains, and consent recording [8,11,43,44].

The exploration of blockchain’s compliance with GDPR is scarce despite its importance [8]. Private permissioned blockchains have implications for GDPR due to the central authority controlling the network and access to personal data [45]. In the case of using patient data to support health care researchers [11], a pseudonymization technique is required to protect patients’ sensitive data [16], which may pose a risk of reidentification (ie, linking the pseudonym code or metadata to the patient’s health data), raising a conflict with GDPR [45]. This requires a careful consideration of the use case and the design of the blockchain-based health information system [46].

Blockchains are immutable; therefore, it is not possible to delete a block. Thus, blockchain does not comply with the requirement under GDPR that stipulates that data subjects have the right to request for their data to be erased, including health sensitive data [9,47]. A proposed workaround is to store the patient data off-chain and have the pseudonym codes stored on-chain [16,47]. However, this implies that the pseudonym code and any transaction records on the patient data that are stored on-chain would still be existent even after deleting the patient data that were stored off-chain [47]. To reverse the immutability of blockchain, a proof-of-concept prototype for a “forgetting blockchain” was proposed to delete old data from private permissioned blockchains; however, the prototype still has limitations to address [15].

Beck and Müller-Bloch [19] argued that blockchain is a radical innovation that outdates the conventional distributed systems approach with a different architecture and characteristics [19,48]. Thus, radical innovations are difficult to implement and they bring more complex challenges, which require organizational readiness and the updating of old organizational knowledge and IT infrastructure [49]. This has financial implications for using blockchain technology in the health care sector; despite the fact that it has the potential to improve the quality of medical services, it may create financial uncertainties [41]. The top challenges facing the adoption of blockchain in health care include computational overhead, lack of interoperability and standardization, privacy concerns, and the uncertainty about who is responsible for the cost of technology implementation and who profits from it [14,50]. Barriers to adopting blockchain in the health care sector include immaturity of the technology itself, insufficient skills to understand and implement it, lack of buy-in, and lack of clear return on investment [51]. The lack of buy-in goes back to the unfamiliarity of blockchain, the negative attitudes of medical doctors toward the use of blockchain [52], and the fact that not all the patients are interested in managing their health records [9].

Beck and Müller-Bloch [19] suggested that in order to manage a radical innovation with blockchain, 3 competencies are needed to realize its benefits: discovery, incubation, and acceleration. Discovery refers to recognizing and articulating the blockchain opportunities and building research communities. Incubation involves designing blockchain use cases and experimenting with them (ie, proof of concept). Acceleration involves proposing the blockchain implementation and investing in the implementation of a full-functioning blockchain logic and infrastructure. The proof of concept of blockchain technologies strives to replicate real-world conditions in order to evaluate the feasibility of blockchain in health care and address its challenges [8,12]. Even though the required improvements are tested and have provided successful results, they come at the expense of other important aspects in the health information system. A proof of concept for a blockchain-based patient-centric information exchange between patients and providers has provided promising results; however, the real-world implementation is expected to provide different results [53]. Using blockchain to improve health data exchange and patient engagement can come at the expense of performance due to the dynamic regeneration of smart contracts. Additionally, the experimentation files will never be at the same size as the actual patient data [53]. Data size is considered to be one of the important considerations for the feasibility of blockchain solutions for health care [12].

Approaches to implement blockchain in the health care sector can be evolutionary or revolutionary. The evolutionary approach involves integrating blockchain with legacy electronic health records systems, which can compromise the availability of patient information and cause the relaxing of security countermeasures [14]. The revolutionary approach is a bottom-up approach that aims at building the entire health care information system as a blockchain-enabled system and then migrating to it [14]. Both approaches create uncertainties around the cost of implementing or integrating blockchain-based solutions for health care and provide unclear returns on investment. It has been claimed that implementing blockchain-based solutions negatively affects the financial metrics in the short term but pays off in the long term [41]. Reducing operating costs is an important consideration to test the feasibility of blockchain solutions [12].

With blockchain technology, transactions are processed and verified by an automated programmable logic with predefined rules, which reduces transaction costs (ie, effort and time spent on bureaucracy) [17,54]. The consensus mechanism of blockchain ensures the integrity of the data, but calculating the hashes for a single block in the chain is time-consuming and energy-consuming [13,25,32]. Consequently, complex or
computation-intensive systems are not the best use cases for blockchain [18]. For health care information systems, performance, real-time communication, coordination, data sharing, and medical service availability are critical in life-threatening situations [55].

Some of the major challenges with the current health information systems are interoperability, integration complexities, and the inability of current legacy systems to communicate directly and share health records [40,56,57]. However, the use of blockchain in health care is found to have interoperability challenges, and blockchain, as a radical innovation, brings integration and implementation complexities [9,10,19]. Even though there are proof-of-concept suggestions and experiments to improve the interoperability, the challenges still exist [8]. This implies an unclear difference between no-blockchain and blockchain situations.

**Security Implications of Blockchain in Health Care**

It is claimed that private permissioned blockchain deployment brings the most benefits for health care applications [8,9]; however, it brings security risks at the same time [11,41]. Private permissioned blockchains are limited to trusted and predefined participants, and a central authority manages the rights to read and write operations of the blockchain [27]. This feature provides more control by ensuring that only authorized participants can perform read or write operations on the patient data [9]. This has positive implications for the confidentiality and integrity of the data. Additionally, the immutability enables tracking of patient-generated data for medical research purposes, transactions on insurance claim processes to detect fraud, and pharmaceutical supply chains for quality assurance [11,41]. Private permissioned blockchain can also enable the availability of audit trails and progress traceability.

In the case of using patient-generated health data for research purposes, smart contracts enable patients to give consent and permission for researchers to access their health data [58]. However, data integrity can be compromised, as the patient data entry point, which is the patient’s device, can be used to impersonate the patient [59]. Sharing patient health data with researchers poses a threat to the privacy of the patient; even if the data are pseudonymized, there is a risk of reidentification [60]. However, the attempts to enhance patient privacy in blockchain environments and design blockchain features for privacy are still in the pilot phase, and there is no guarantee they will preserve privacy [60,61].

Private permissioned blockchains are most prone to a 51% attack [21]. This happens when the central trustworthy node is compromised by the attacker; since the validation of the transactions is centralized, the attacker gains the authority to control the computational power of the network, causing a transaction to happen twice. Hence, the integrity of the transaction data is affected and the resources of the network are exhausted. This has negative implications on the integrity of the data and service availability, which are critical for health care applications [11].

Private permissioned blockchains have limitations in saving patient data with transaction data for the purpose of preventing distributed denial-of-service (DDoS) attacks [12]. This represents an obstacle, as the volume of patient health data is growing over time [12]. Addressing the data size limitation in private blockchain would need to accommodate the increasing volume of patient data, exposing the network to DDoS attacks [12]. Additionally, validating a block of a large data size consumes much power and entails further operational costs [12]. In either case, the service availability, which is critical for health care services, would be compromised.

The security of patient health data with blockchain technology is still in its proof-of-concept phase, and security and privacy are not fully guaranteed so far. The attempts to address security and privacy of blockchain in health care appear to be at the expense of other important features of blockchain technology itself or the needs of the health care sector [62].

**Discussion of the Implications**

In this viewpoint paper, we have examined the various innovation and security implications of using blockchain technology in the health care sector. Based on that, we revisit our research question: What implications may blockchain technology bring to the health care sector?

Blockchain technology is not new; however, exploring the feasibility of blockchain applications for the health care sector is in its infancy. The current state of innovating with blockchain in health care is in the proof-of-concept phase [8,58]. Blockchain is a technological innovation that brings benefits and challenges [42]. The health care sector is expected to benefit from blockchain in terms of empowering patients and increasing immutability and traceability [11,41,58]. The needs of the health care sector include sharing vast amounts of patient health data across involved entities (ie, interoperability), regulatory compliance (eg, GDPR), data confidentiality, data integrity, privacy, and data and service availability. The feasibility of using blockchain in health care is dependent on the capability of storing and processing vast amounts of patient health data, ensuring privacy, and reducing operating costs [12,46]. Customizing private permissioned blockchain solutions to fit the needs of the health care sector may result in manipulating the characteristics of blockchain technology [15] or manipulating the needs of the health care sector [12,46]. This is a known trade-off approach happening in the proof-of-concept attempts to apply blockchain solutions in health care [62]. This trade-off involves compromising between two desirable but incompatible features. For instance, complying with GDPR requirements involves manipulating the immutability of blockchain. Additionally, the block size limitation in blockchain is intended to reduce performance overhead and prevent DDoS attacks. However, this compromises the scalability needed to accommodate the vast amount of patient health data [12], and manipulating the size of patient health data is difficult. On the other hand, if the blockchain is designed to process large data, it will cause extra operating costs due to the performance overhead, and it will expose the network to DDoS attacks.

We see the need to distinguish between the benefits and challenges that are unique to blockchain and those that are common across other technological innovations. For example,
interoperability is not a challenge specific to blockchain per se; rather, it is a common challenge when adopting any technological innovation.

Based on the topics and views debated in this paper, we summarize the implications of blockchain for health care in terms of both the patients and the health care providers (see Table 1).

Table 1. Blockchain implications for the health care sector.

<table>
<thead>
<tr>
<th>Group</th>
<th>Benefits</th>
<th>Challenges</th>
</tr>
</thead>
</table>
| Patients                   | • Patients are empowered with self-sovereignty through self-managing personal patient-generated health data  
                           | • The identity of the patients is anonymized                                                                         | • Some patients may not be interested in self-managing their health data          |
| Health care providers      | • Providing a decentralized database with identical copies of the same complete health information, which is made accessible to all parties in the health care chain  
                           | • Facilitating collaboration and data sharing                                                                         | • Interoperability is a challenge, and complex systems are not the best use cases for blockchain |
|                            | • Claimed immutability of a transaction’s history                                                                 | • DDoS\(^a\) attacks are likely to happen and affect the availability of the patient health data |
|                            |                                                                      | • A 51% attack, specific to blockchain, affects the integrity of transactions’ data and consumes the network resources |
|                            |                                                                      | • Compliance issues with GDPR\(^b\)                                                                                  |
|                            |                                                                      | • Blockchain can be resource consuming when all entities in the chain have to approve a large-sized data block |

\(^{a}\)DDoS: distributed denial-of-service.  
\(^{b}\)GDPR: General Data Protection Regulation.

We argue that blockchain technology is surrounded by a controversy between marketing hype and realistic criticism. The marketing hype has manifested in the claim that blockchain is immune to common security attacks that threaten data confidentiality, integrity, and availability. Meanwhile, there are realistic criticisms that show that blockchains are hackable in many ways [21]. A comprehensive list of security threats in blockchain and their causes has already been rendered [29]. This serves as an incentive for research on security improvements for blockchain in general as well as in health care [14,21].

In terms of medical research, there is potential for using blockchain technology. It is possible to store participants’ informed consent to ensure a more transparent, traceable, and tamperproof research method for medical research [63].

This work has implications for further research. Health care researchers can benefit from anonymized health data, which can be shared and aggregated to generate new insights into improving patient health or health care services while maintaining the privacy of patients. Further research is needed to increase awareness about blockchain and to clear the misconceptions and the hype around it. More context-specific use cases need to be designed to avoid generic arguments about blockchain’s applicability across sectors. Future research efforts can aid health care providers in developing the required competencies to innovate with blockchain (ie, discovery, incubation, and acceleration) [19].

Conclusion

Throughout this paper, we have presented and discussed various views on blockchain technology and the positive and negative issues related to it. Blockchain technology is regarded as a promising technology for securely sharing health data. However, it is not clear if blockchain is really the solution to all the issues regarding highly sensitive data.

Throughout this work, we have highlighted the myths and important challenges concerning blockchain technology. Further, we have questioned the applicability of blockchain technology to the health care sector. Governments may want to examine feasible scenarios in which to use blockchain in the health care sector as well as the challenges associated with the traditionalism of such a sector and the immaturity of blockchain. This requires a careful consideration of the trade-offs that may be made when designing and implementing blockchain solutions for health care.

In this paper, we identified blockchain technology’s positive and negative implications for patients and health care providers, which opens up unlimited opportunities for future research to delve into.
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Abstract

This paper reports on the reflection of the lead researcher, a 48-year-old patient with cystic fibrosis (CF), and aims to portray his real-life experience of a 10-month action design research (ADR) project. Playing a dual role, as both a patient and researcher, the lead researcher reflects deeply on his ADR experience with particular emphasis on the problem formulation stage of creating a simple yet impactful checklist to aid memory recall of CF patients or caregivers during a medical appointment. Using Driscoll’s model of reflection, a real-life unsanitized ADR experience is carefully imparted via a series of 4 vignettes, including 4 key learnings, which highlight the connection between a meticulous considered approach to problem formulation and truly effective outcomes. By providing this rich account of problem formulation within ADR, it is hoped that this reflection will help researchers to better understand the complexity of problem formulation in design-oriented research; to avoid making assumptions and becoming fixated on solutions; and to move instead to an end point where several possible ways of examining a problem have been considered, explored, and understood—an end point where successful end results are reached through grit and determination. This paper advocates for the inclusion and portrayal of the actual realities or ups and downs of this dynamic and evolving stage of ADR, capturing the often-tacit knowledge of problem formulation and begetting a sense of realism and humanity to ADR serving as knowledge contributions in their own right. The lead researcher is the patient and researcher in this ADR project. This is my story!

\textit{(J Med Internet Res 2020;22(7):e16916)} doi:10.2196/16916
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Introduction

It is a windy Saturday afternoon in February 2020, and I am busy packing up a box of checklist booklets that I designed to aid the memory recall or information retrieval of patients with cystic fibrosis (CF) and their caregivers during their medical appointments. The box is on its way to the Royal London Children’s Hospital, Whitechapel, London, for distribution to caregivers of patients with CF. Caregivers know the reality of having a sick child in a medical appointment, the stress of trying to remember medical history, and the difficulty of trying to recall afterward what took place within a medical appointment. I tape up the box carefully, making sure it is secure for its journey ahead.

A journey that would not have come to pass had I not been invited to present my action design research (ADR) study at the International CF Clinical Conference held in Killarney, Ireland, on January 30, 2020. Out of that, came the dispatching of the checklist booklet to Spain, Sweden, Israel, and Australia. There is no doubt that the checklist booklet is beginning to travel far and wide. Earlier, in January 2019, the booklet was distributed by Cystic Fibrosis Ireland to every patient or caregiver within the Republic of Ireland (1300 patients with CF). Afterward, in April 2019, it was shipped to the Czech Cystic Fibrosis Association and Austria for review.

Moreover, in October 2019, I was invited to present my research on the booklet to over 100 clinicians at a \textit{Hot Topics in CF} conference held in Birmingham, England. Nevertheless, the real
impact of the checklist booklet is best depicted by the mother of a 7-year-old child with CF:

We just wanted to say we received our medical appointment check list today, and we just wanted to say THANK YOU so much, we love it and it’s going to be incredibly handy for us, although it’s just a book to our little boy now, in a few years he’ll know how great and simple it is as well.

As I contemplate the same, a warm feeling envelops me, I feel I am beginning to make a difference, a difference to people like me.

The box is ready to go, a thought enters my mind, So was my ADR journey easy, the answer is definitely no. Did it take determination and patience? Yes, for sure! And did I sometimes think of giving up? Did it test me to my limits? I would have to say yes on both accounts. So how do I account for the success of the checklist booklet? Earlier I mentioned determination; I was unyielding in my quest to understand the problem, the problem that I and others like me experience every time we are in a medical appointment. To help you understand, however, I need to take you on a voyage, a voyage of reflection. It is only by coming on this journey that you will come to comprehend the end point, where through grit and determination, success can be achieved.

“Humans have always reflected on experiences and feelings” [1]. According to Boud et al [2] reflection is “an important human activity in which people recapture their experience, think about it, mull it over and evaluate it.” As a researcher, I felt an obligation to share my unsanitized lived experience of problem formulation in ADR, not only as a practitioner but also through the eyes of a patient researcher living with a chronic illness.

To this end, I found that a reflection would be the most appropriate instrument to aid me with the mental process of trying to structure or restructure [3] my real-life experience of problem formulation, to put together or capture the existing knowledge or insights [3] from the project that I lived through over a 10-month period. I hope that the insights imparted herein may serve not only as insightful to ADR practitioners in their problem formulation endeavors but also to highlight the importance of this stage of ADR in achieving successful outcomes. Moreover, I hope that any patients reading my reflection may be inspired to enter the stimulating world of research, making real-world impacts within their own patient communities, as I have strived to do in mine.

The paper is structured as follows. First, I present a very brief background on ADR, the methodology that I used in my research exploration, going somewhat deeper on the problem formulation stage of the methodology (the focus of my reflection). Next, I endeavor to set the scene, giving the reader a deep candid sense of the patient researcher behind the reflection, followed by a very brief section on why a reflection was the correct tool for my deliberations, and the rationale behind the model of reflection I selected. I subsequently organize my reflection through a series of 4 vignettes, which are used to explain the lessons that I learned from my experience of problem formulation within ADR and how crucial this was to the effects my research is having now. Finally, I bring my musings to a close in the concluding remarks section of the paper.

Background

Action Design Research

Design science research (DSR) accentuates a construction-oriented interpretation of information systems (IS) research, which at its core lies the design and build of innovative information technology (IT) artifacts and which is deemed appropriate when research aims to produce artifacts that address so called wicked problems or ill-structured problems [4]. Although this approach provides IS researchers with the ability to go beyond mere elucidation, toward research that spawns design knowledge relevant to practitioners [4], it still fails to “fully recognize the role of organizational context in shaping the design as well as shaping the deployed artefact” [5].

In their seminal paper, Sein et al [5] proposed a variant of DSR (Figure 1), which is called action design research (ADR), and clearly acknowledged IT artifacts as “shaped by the interests, values, and assumptions of a wide variety” [6] of stakeholders at the same time retaining the essence of design research. ADR targets the creation of innovative artifacts in an organizational context but at the same time produces knowledge contributions from the intervention while tackling a problematic situation [4,7]. Sein and Rossi [8] argue that the “embedding of the context in the design through intervention in an organisation, a single-entry point (problem-centered), and, inductive epistemology, is the characteristics of ADR that validate knowledge claims of emergent knowledge co-produced with practice.”

ADR differs from other design approaches in so far as it draws on DSR, which centers on the utility of an artifact, and action research, which primarily focuses on learning from an environment, believing that “[t]he only way to produce conditions of practice is to move to practice” [9]. Moreover, at the core of ADR is an inquiry with rigorous evaluation, which is highly iterative in nature, consisting of nested loops [8], where each iteration concludes with a consideration of the artifact. This evaluation acts as the impetus for thorough reflection and learning, which then feeds back into problem formulation, thereby challenging “organizational participants’ existing ideas and assumptions about the artefact’s specific use context in order to create and improve the design” [5]. It is these very characteristics that make ADR so successful as a methodology.

It comes as no surprise, therefore, that ADR has been used very effectively in a wide array of research projects, and "because of its ever-expanding applications, the ADR concepts and process model continue to grow and evolve to meet the demands of new and challenging environments" [10], including those within the health domain. For example, the successful solution by Bretschneider et al [11] helps to leverage the innovative idea potential of patients better than traditional communication forums.
As a pragmatist who is “more interested in utility and usefulness than in an abstract notion of truth” [12], I deemed ADR as a suitable methodology for my research endeavors as it is grounded in and grounds research from practice, academia, and empirical data. Its primary focus is on learning from designing an artifact or intervention within an environment. This is important as it was imperative that the solution that I created worked within the complex environment of the medical appointment. My reflections later on in this paper reveal my experience of ADR as a patient and researcher and serve to contribute to the recent open and engaging discussions regarding problem formulation in ADR, consistent with the original authors’ contention, who contend that ADR “is still an open endeavor” [13]. First, let us delve into the problem formulation stage of ADR in greater depth.

### Problem Formulation

In 1998, Berthon et al [14] stated that problem formulation was the least researched of problem-solving activities. In 2018, Mullarkey and Hevner [10] reported on the challenges they had regarding problem formulation in ADR, consistent with the original authors’ contention, who contend that ADR “is still an open endeavor” [13]. First, let us delve into the problem formulation stage of ADR in greater depth.

**What Is Problem Formulation?**

Simply put, problem formulation is the sum of problem ID (perception), problem definition (conceptualization), and problem structuring (instrumental reasoning). “The first requirement with any complex problem is to try and understand it as a totality. How has it arisen, and why? Where is it going and what route is it taking? Is it changing its nature or structure as it develops?” [15]. The problem formulation stage in ADR (Textbox 1 presents the tasks in the stage) identifies and conceptualizes (using both divergent and convergent metacognitive processes) a research opportunity based on existing theories and technologies [4], where the research activity is said to be problem inspired [16,17].

How important is the problem formulation stage of ADR? The value of a suitable definition has been established empirically [18]: “The more of the context of a problem that a scientist can comprehend, the greater are his chances of finding a truly adequate solution” [19]. Mintzberg et al [20] argue that problem formulation is “probably the single most important routine, since it determines in large part, however implicitly, the subsequent course of action.” However, Mitroff et al [21] maintained that problem forming and defining are as critical, if not more so than, problem solving. This is probably not surprising as our understanding of a problem greatly influences our selection of solutions [22] and helps avoid type III errors, solving the wrong problem [23].
Why Is Problem Formulation So Challenging?
According to Mitroff and Featheringham [24], one of the most important challenges of the problem-solving activity is solving the wrong problem by adapting a formulation that is either too narrow or inappropriate. So, one may well ask why problem formulation is so challenging? In Textbox 2, I have tried to encapsulate some of the key challenges to problem formulation that have been reported in literature.

How Might Problem Formulation Be Done Better?
In their ADR process model, Mullarkey and Hevner [10] argued that every iteration should go through problem formulation and that reflection and learning should also be executed in every cycle—mainly as it informs the problem formulation for the next ADR iteration. They also included a fourth ADR stage evolution, as a means to address the very temporal and evolving nature of both the artifact and the problem environment.

Sein and Rossi [8] agreed that these modifications were a valuable addition to their initial model (which did not go into details) in terms of making it more transparent and accessible to researchers; they do however point out that this was intentional “because in launching a new method of doing DSR, we wanted to keep it at a broad enough level of abstraction to allow the actual application of the method to emerge in use.”.

Textbox 1. Tasks in the problem formulation stage of action design research [5].

- Identify and conceptualize the research opportunity
- Formulate initial research questions
- Cast the problem as an instance of a class of problems
- Identify contributing theoretical bases and prior technology advances
- Secure long-term organizational commitment
- Set up roles and responsibilities

Textbox 2. The challenges of problem formulation.

- Problems, by their very nature, are complex and ill-structured [25-27].
- “In real life there is not a single, static, well-defined problem, but a constantly changing problem.” [28]
- “The capacity of the human mind for formulating and solving complex problems is very small compared with the size of the problems whose solution is required.” [29]
- Stakeholders may have conflicting interpretations of a problem resulting from different life experiences, competencies, goals, and values [23].
- Human biases: “fixated on these unwarranted assumptions, and this fixation interferes with the insight needed to solve the problem” [30].
- People often are too quick to move on to evaluative stages of problem solving rather than gaining a complete understanding of the problem [31].
- “We may be too ready to re-use features of known existing designs, rather than to explore the problem and generate new design features.” [32]
- People often only identify the most obvious symptoms, or those to which they are most sensitive, resulting in the problem being described inappropriately [24,27].
- Most companies are not adequately thorough in actually defining the problems they are trying to solve [33].
- “Problem formulation” has been shown to be highly dependent on the mode of problem presentation [34-36].
- Changing problem presentation modes has considerable effects on mental model formation [34], where Simon and Hayes found that “innocent changes in language had major effects on problem formulation.” [37]

When several stakeholders are affected by a problem, all viewpoints must be taken into consideration for a solution to be deemed successful [23]. After declaring the problematic gap, it is advisable to specify evidence supporting the presence of that gap. Indeed, Brody [38] raises the question, should problem statements include an “as evidenced by” clause? Moreover, Mitroff et al [21] advocated the use of assumptonal analysis to question any assumptions, projections, and explanations lying beneath the problematic statement, whereas Lyles and Mitroff [25] also proposed that alternative views of the problem be sought to improve problem formulation.

The use of conceptual processing and mental models is also encouraged in DSR literature [39,40] to assist the problem formulation stage. Interestingly, Lesgold [41] discovered that experts expended additional time deciding an appropriate mental model of a problem than did novices. This may be explained because “what we understand and how we understand a situation depends on the information we bring to a given situation, and the longer we think about the situation the more its cognitive representation changes. It may be assumed that cognitive elaboration activates more schemata” [42] and hence enriched problem formulation.

Like any good story, it is important to first set the scene, facilitating an appreciation for key contextual elements of the story that I feel are important to comprehend, and so, we now move to the next section, that is, the research setting.
Research Setting

It is 11:27 AM, it is a pleasant day outside, the sun is shining, summer shows visible signs of its arrival in the garden outside, with many perfumes and aromas creating an exciting olfactory feast. It seems appropriate that I start this paper on this date, May 25, 2019, as it is my sister Jane’s 50th birthday, and she was one of the key motivators and sources of inspiration for my research journey. Unfortunately, I cannot celebrate this special occasion with her as she passed away with CF on July 29, 1997. I feel an intense sense of sadness mixed with emotions of happiness as the memories of her sail across the horizon of my memory.

I have witnessed the effect that her passing has had on my family. I have seen the agony and the physical effects that the death of my sister has had on my dear parents. I will never forget that day. I will never forget the life-support machine flat-lining, the tears, the pain in that intensive care unit; it will live with me forever. The experience of her end has left an indelible mark on me not only because of the pain of her passing but also as I have CF myself. I have also lived through the hardship that one endures with CF. I have faced the dark shadows that come into a room when gasping for breath, where one’s mortality becomes all too real.

After my sister’s death, I had a choice; to let this disease define me and become a bitter, negative person who craved self-pity or to embrace the positive aspects that the disease had carved out or sculpted into my heart and mind. You might ask what do I mean by positive? I mean the appreciation for life, for family, for fun, and for being able to breathe. I mean the ability to empathize with others and to be compassionate to another person’s suffering. I wanted to make a difference, to give something back, as others have given to me, which has resulted in my own good health. I wanted to help others with CF who are going on their own difficult journey, a passage that has many dark and difficult days.

Although I admit that living with CF is not always easy, I have always been a fighter, I had to be! I would not give into myself or my condition, I love life too much. Life has so much to offer, alas many take their lives for granted. Moreover, I think when you are faced with the very serious question of your mortality at a young age, you learn to be truly grateful for the gift of life. That is the real reward of a chronic condition, and it became the match that ignited the fight and passions within me.

My research activity occurred in 3 iterative ADR cycles. Each iteration comprised rigorous naturalistic evaluation, involving subjective ex post interviews between myself and the evaluation team (7 adult patients with CF and 11 caregivers of children with CF), regarding their use of the artifact within their real-life medical appointments. In these evaluation interviews, I used qualitative metrics evaluating completeness, usability, robustness, and impact (Multimedia Appendix 1) [43], which helped shape our sensemaking process.

In tandem with this, I also sought expert opinions from clinicians on their appraisal of the checklist design and its subsequent use by patients with CF and their caregivers. These activities were followed up with learnings, reflections, and frequently additional consultation with the literature, followed by conformity by the design team on the design enhancements to be executed in any subsequent iteration, incorporating the intervention strategy of the same.

I now visit the next section of the paper, starting with the model of reflection I opted for, and the reflection (through 4 vignettes) on problem formulation within my ADR journey and its significance to efficacious outcomes.
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In 1988, Gibbs [44] argued that it was "not sufficient simply to have an experience in order to learn; without reflecting upon this experience it may quickly be forgotten, or its learning potential lost. It is from the feelings and thoughts emerging from this reflection that generalisations or concepts can be generated. And it is generalisations that allow new situations to be tackled effectively." After all, "we learn from reflection on experience. Reliving of an experience leads to making connections between information and feelings produced by the experience" [45].

Many of the seminal works on reflections or reflecting served as the initial stepping stone of my reflection in this paper. Although many models exist as possible viewpoints from which one might reflect, I opted to use Driscoll’s What? Model of reflection [46] (Figure 3), as I felt it resonated with me the most as an instrument to steer my reflection through the often-murky waters of my inner self.
Furthermore, as a reflection can be very personal and tacit in nature, it can be quite a challenging exercise or experience in and of itself. For example, it can take considerable time and may be painful and may even create a crisis of confidence [47]. That being said, it “offers distinctively grounded opportunities to pursue the connections between biography and social structure” [48]. Moreover, “reflection allows us to draw conclusions about our past experiences and develop new insights that we can apply to our future activities” [49].

Therefore, I felt it important to select the correct lens for me, one that would facilitate the recapture of my real-world experience rather than curtail or hinder the narration of my ADR journey as a patient and researcher. I reflect (using a series of 4 vignettes and Driscoll’s model) on an aspect of my ADR journey that I feel quite passionate about, that of the problem formulation stage of ADR, and of course its value to the fruitful outcomes of my study. I have also added a lesson learned in each vignette; this is merely to reinforce the key message I wish you, the reader, to take away from my meanderings.

Although my ADR journey is still ongoing, the paper-based checklist aspect of the project, the majority of which took place over a 10-month period (from September 2016 to April 2017), culminating in the creation of a checklist booklet in January 2019, is for now complete. It is this period that I wish to reflect upon, a reflection on action or a reflection through review as described by Schon [50], the process of review to inform learning [50].

However, it is also important at this juncture to accentuate how and where these vignettes and learnings arose in the context of the overall ADR project. To this end, I include a simple diagram (Figure 4) that depicts the vignettes and learning in the context of the emergent, cyclical nature of the ADR project and its eventual outcomes. Although this reflection focuses on the problem formulation stage of ADR, it is critical to never lose sight of the fact that this stage moved in tandem with the other key stages of ADR.

These stages of ADR are akin to dancers performing the Tango, moving together in a closed embrace, individually and yet as one, influencing each other, each receptive to the other’s movements, shaping and being shaped by each other, all to a combination of an on-and-off-beat rhythm. It is in this spirit that I wish the reader to embark with me on my ADR journey. Although I try to minimize the use of any references, where I have used them, it is merely to enforce or enrich the musing of my ADR journey. And so, we move to my first vignette.
Vignette 1: Tragic Thursday—September 2016

What Happened?

It was September 8, 2016. I was giving a presentation to my class on my efforts to date. I stood there like a proud peacock, chest out, boldly claiming the problem statement to be as follows:

There is currently no Patient Electronic Medical Records (PEMR) System that caters for the needs of CF patients or caregivers.

Therefore, patients with CF and their caregivers needed an app to manage their medical data. What is more, my design team and I were going to deliver it. We had created a number of wire-frames for each screen of the app, and here I was presenting them, “at long last CF patients and caregivers would no longer struggle in their medical appointments when asked by physicians about their medical histories” I said. Moreover, “when they leave the medical appointment, they will not struggle to remember the information imparted to them by the physician, it will sit on their phones and tablets and eventually in the cloud.”

And then it came, “I’m not convinced, I don’t think they will use it, I don’t think you have a handle on this yet” my innovation lecturer said. It was like he had pulled the rug from under me; I stood there shocked! The conversation that ensued between me and the lecturer (I am embarrassed to say) got somewhat heated to remember the information imparted to them by the physician, it will sit on their phones and tablets and eventually in the cloud.”

And then it came, “I’m not convinced, I don’t think they will use it, I don’t think you have a handle on this yet” my innovation lecturer said. It was like he had pulled the rug from under me; I stood there shocked! The conversation that ensued between me and the lecturer (I am embarrassed to say) got somewhat heated to remember the information imparted to them by the physician, it will sit on their phones and tablets and eventually in the cloud.”

I returned home; the day had not gone as planned; I was very frustrated and quite upset; I had been publicly challenged regarding my solution and indeed the problem I thought I was trying to solve. I was now sitting in the kitchen with my head in my hands; I was not in a good place. Why was I having such difficulties with the problem formulation stage of ADR? My wife and child came into the kitchen and knew by my demeanor that all was not well. “What happened, did the presentation not go well?” she asked. “No, it was awful” I replied. “Let’s talk later” she said with a quick glance at our little boy.

Later on, that evening, I proceeded to give her all the gory details of what had happened. However, I did not realize my little boy (of 7.5 years) was listening as he had left the kitchen and had gone upstairs to his bedroom before the regurgitation of my day. However, as you know, children occasionally have a happy knack of overhearing or eavesdropping on discussions that they should not be privy to. This, despite our best efforts to protect them from the trivialities of adult conversations, and so, after ascertaining the gist of what had happened to me, he enters the kitchen with the swagger of a man who was going to expound some wonderful insight, and says “Daddy wouldn’t you think that after all the trips to the doctor that you have had, that you would understand what happens at a medical appointment?” I was left dumbstruck. I now refer back to that particular day as tragic Thursday, and yet on reflection, there was nothing tragic about it, in fact, the complete opposite is true; from that day onward, my eyes were going to be opened! I was going to realize the importance of this day as a turning point in my research.

So What?

I refer to the earlier event merely to illustrate my toil within the problem formulation stage of ADR. Although Sein et al [5] outline this as the first stage in ADR, they, unfortunately, do not refer to how one might or should go about problem formulation. I, probably like many others before me, ran into the solution space, convinced that I understood the problem that needed to be solved. I really thought after the presentation on
tragic Thursday that I was the issue and that I may not be the patient or researcher for the job in hand. So, was it just me?

Well, yes and no. Let me clarify; as the earlier background section on problem formulation exemplifies, there is a lot more to problem formulation than one might initially think. Unsurprisingly, as we saw, we humans are not always logical in how we approach problems. We hold many biases and repeatedly make suppositions becoming fixated on unjustifiable assumptions [30]. These faults within humans often run counter to the successes that we strive to achieve and to the challenges that we strive to overcome.

Furthermore, solution fixation often results, leading to adverse consequences, precluding or hindering in-depth questioning or interrogation of problems, and prematurely freezing a problem space before it can fully form. I think the most unfortunate negative effect of poor problem formulation is on the divergent exploration of the creative possibility in design. I was an exemplar of this behavior, as a patient living with CF for 48 years, with countless visits to physicians, I thought I knew the problem inside out. As far as I was concerned, I had conducted an initial survey of 305 patients with respiratory illnesses and their parents back in 2015, and 77.9% (280/359) said they had difficulty in remembering their medical history. Furthermore, over 95% of them said they would use a secure app if one existed. I had taken offense to being challenged. I remember thinking, what the hell does he know? My ego had thwarted my ability to hear and appreciate the very sound advice that was actually being imparted to me.

Thankfully, I am not a stubborn fellow, and sense prevailed. I have since become a lot humbler and more open to criticism. I suppose, as a patient who has faced the question of my mortality at a very young age, I have become somewhat resilient, accustomed to picking myself up, dusting myself down (this often involves giving myself a good telling off, including the words—“stop feeling sorry for yourself, remember why and who you are doing this for”) and getting on with it. After all, someone had to resolve the issue, and if not me, then who?

Moreover, had tragic Thursday not happened, I would be sitting here on this Saturday afternoon in February 2020 (like many others before me) with a failed app. I most definitely would not be boxing up a solution for departure to the Royal London Children’s Hospital, London. A solution that, in the coming weeks ahead, will grace the laps of caregivers all over southeast England, within their real-world medical appointments.

Now What?

As we established earlier, I was not alone in my thoughts and tribulations regarding problem formulation. Mullarkey and Hevner [10] and others had also reported complications with this stage of ADR. My challenge then was to be mindful of the real need for an in-depth implicit problem analysis and to understand and define the information problem that patients with CF and their caregivers face during their medical appointment in tandem with a solution/s to ameliorate the same. My next design workshop was calling.

My first lesson learnt (L1) was as follows: If we wish to achieve successful outcomes, problem formulation requires a conscientious focus on problem comprehension, avoiding solution fixation and other assumptions.

Vignette 2: So, What Is the Problem Again?

—September 2016

What Happened?

I was sitting in the car in mid-September 2016. I was on my way to a workshop, looking forward to working with my design team, I was excited but also extremely nervous, it was only a week ago that my ship (I call the patient innovator) had taken a flurry of shots across the bow and nearly sunk, joining all the other vessels who had failed to survive on the wicked high seas in the world of innovation.

Many thoughts had been incubating in my head since tragic Thursday. My metacognitive processes were working furiously; my thoughts were a mix of emotions and ideas; to anyone brave enough to look inside my head, it would look really messy, like my room when I was a kid. I replayed the many medical appointments that I had attended in my mind, in tandem with all the literature that I had read in the area since autumn 2014. Although I had identified a problem or anomaly in the medical appointment, the issue that I now endeavored to solve was to understand and define the problem that patients with CF and their caregivers face during their medical appointment and delineate it in a way that made sense to me and others. Suddenly, a memory popped into my mind, vis-à-vis the time I endeavored to explain the issue to my darling wife for ≥10 min, after which she turned around and said, so, “what’s the problem again?” Moreover, I needed to be able to classify and represent the problem in a way/s that would assist my design team and I to see how we might best deal with it.

I was struggling; my experiences as a patient with CF alone were not sufficient to articulate and solve the problem. I felt as if my mind was constantly being polluted by irrelevant details and assumptions. I could feel my heart beating faster; questions flooded my mind; how was I going to structure or represent the problem? How broad was the problem? What were the constraints? What knowledge was needed to understand and solve it, and what gaps existed in my or our current knowledge base? What external and social factors would come into play? What strategy would we adapt? What did success look like? It was going to be a thought-provoking, challenging workshop!

So What?

Let us be honest; we all face problems of one kind or another every day of our lives. A 1-year-old may face the problem of how to stand unaided, or how to escape from their cot, the Alcatraz of their world. On the other hand, teenagers face the challenge of living in the evolving world of social media, acceptance, bullying, and so on. Problems come in all forms, some are simple, some are quite complex in nature, and others have an undeniably wicked composition.

Although there is a myriad of difficulties within the medical appointment, I needed clarity regarding the specific enigma (or part thereof) that I was going to focus on. I needed to avoid or at least be aware of the symptoms that were polluting and confusing the situation I was trying to remedy. Those related
to other problems and yet overlapped with mine; otherwise, my ability to make sense of the issue with my design team was going to be a long, arduous process, one which would most likely end in failure. My design team and I needed to find an appropriate representation of the problem we had identified within the medical appointment, one that would give us insight/s to an appropriate solution pathway. Although my experience was beneficial and useful, it was only one CF patients’ voyage and nothing more; there were many more patients with CF and their caregivers that also had their story to tell, stories that would enrich our comprehension of the problem space. However, how should I go about gathering such insights?

The problem I found with the ADR methodology is twofold; first, it appears to hold a rather technocentric view of innovation; by this, I mean it does not seem to take into account the often-idiiosyncratic nature of humans. This is evident in the lack of guidance on how we might or should come to truly understand the people behind a problem. For example, Who has the problem? Why is it a problem? What do they think? What really matters to them? What do they feel as they toil within a problem space? and so on. The ability to garner such fundamental human insights is crucial to disentangling, understanding, and defining a problem. Second, not enough emphasis seems to be placed on the problem formulation stage of ADR. It is almost portrayed as if problem formulation is a straightforward process, when in reality, the opposite is often true; it is frequently wicked and ill-defined.

**Now What?**

Arlin [51] argues that for a problem to be real, there needs to be a felt need to eradicate any impediments to an objective. Considering these words further, they conjure or evoke thoughts of sentiment, of emotions, the very essence of what makes us human. Therefore, to pursue ADR within the context of the social environment of the medical appointment, I also needed a deeply human-centered mindset, an approach that was profoundly human in and of itself. Unfortunately, I found ADR wanting in this regard.

In contrast, design thinking focuses on a user’s experiences and the emotions that are encapsulated in such events. Design thinking is a human-centered design methodology that “relies on our ability to be intuitive, to recognize patterns, to construct ideas that have emotional meaning as well as functionality, to express ourselves in media other than words or symbols” [52]. As one might imagine, some of the core principles of design thinking are empathy with users and discipline of prototyping.

Emotions are an integral part of what makes us human. Therefore, my design team and I began a series of design thinking workshops, beginning with a number of design thinking tools, from personas (Multimedia Appendix 2) to empathy maps (Multimedia Appendix 3) and journey maps (Multimedia Appendices 4 and 5). This meant spending a great deal of time with fellow patients with CF and their caregivers discussing the many facets of living with CF; their experiences (building on mine) within the medical appointment, and capturing their reality of being a patient with CF or having a child with CF, which are unique perspectives that were both profound and deeply insightful and often times quite moving. Empathy became the key to helping define the problem, but why empathy?

Many different interpretations of empathy exist from sharing the feelings of others and comprehending the emotions of others [53-56] to feeling what another experiences and the ability to appreciate the views of others [57]. Although we shared a medical condition, our life journeys are our own, unique, molding us, and shaping us into individuals. I came to understand the experiences of other patients with CF and their caregivers, assisting me to feel what they felt. I came to comprehend the stress they experienced living with CF, something that they (and I) have learned to manage daily. I heard of their experiences of holding a conversation with physicians while being short of breath, described by an adult patient with CF:

"I was gasping for air, and trying to remember stuff for the doctor.

A young mother of a child with CF explained to me what it was like trying to list the medications that her child was on at a particular medical appointment:

"My 5-year-old child was really sick with a chest infection, she was crying due to the pain in her lungs, it was impossible to concentrate, it felt like I had 500 things going through my head, I was so stressed. I remember thinking, what if I make a mistake? What if I leave something out? I felt so guilty and helpless at that moment."

Although insightful, I confess that, at times, I found this aspect of the project very difficult from a personal perspective. However, I learned to manage my own feeling quite quickly, forcing myself to compartmentalize my thoughts and feelings when and as required. I knew that this was critical if I wished to succeed and avoid floundering on the rocks in the sea of my own internal thoughts and emotions.

Nevertheless, it is important to note that it was through this appreciation of the problem through the senses and experiences reported by other patients and caregivers that we (my design team and I) would come to realize that a technocentric approach to the problem was not an appropriate starting point. It was only by really listening to what the patients and caregivers were telling us that we came to grasp what we were really dealing with. They were not, in fact, talking about apps or technology at all; they were complaining about their needs regarding their information and their frustrations regarding access to their medical history when and as required. A patient explained:

"If I’m away traveling, I need to have my medical information at hand in case I get sick. I can’t walk into a doctor who knows nothing about me or my condition. This happened to me before and I was put on the wrong treatment. It was very upsetting; I could have died."

My design team and I eventually settled on the following new problem statement: “CF patients and caregivers are not having their information needs adequately addressed within their medical appointments.”
Interestingly, renowned cardiologist Eric Topol [58] argued that “patients exist in a world of insufficient data, insufficient time, insufficient context.” In line with the principles of design thinking, we decided to engage in prototyping (paper-based prototyping) in the form of a checklist to aid in our comprehension of initial interest and actual usage by users of our solution. The prototype was designed for patients with CF and their caregivers to fill out before and during the physician’s appointment. Prototyping (conceived by Alberto Savoia [59]) also made sense as it enabled the smallest investment of time and money possible, while still facilitating the capture of distinctive insights from users of the checklist within the context of the medical appointment. The checklist prototype was also prudent as a precursor to any digital solution that we may eventually embark on. It also steered me clear of falling in love with any early solutions. I wished to avoid another tragic Thursday. Checklist iteration 1 was designed and released at the end of September 2016 (Multimedia Appendix 6) [43] with evaluations conducted at the end of October and through November 2016 (Multimedia Appendix 1) [43]. Interestingly, even at this early stage, the checklist demonstrated positive outcomes, with 81% of participants reporting better memory recall as a result of using the checklist.

My second lesson learnt (L2) was as follows: Problem formulation requires in-depth human-centric exploration—scrutinizing a problem thoroughly through the senses of those who experience it, understanding how it affects them, and culminating in the articulation of an accurate problem definition and more positive solution outcomes.

**Vignette 3: Teaching an Old Dog New Tricks—May 2017**

**What Happened?**

It was a beautiful morning in May 2017 and I was out walking my dog, Suzy, down in the local forest not far from home. There was a very light breeze, the trees gently swayed to the dawn chorus of bird acoustics, a melody of song and calls. I had recently completed iteration 3 [43] (Figures 5 and 6) of the checklist, and thankfully, the evaluations were very positive (Multimedia Appendix 1) [43], with the artifact having major impacts within the CF community. Here, patients and caregivers reported reduced stress and increased empowerment as a result of having their medical information with them during their medical appointments and, of course, afterward. The checklist really appeared to work, but why was it working so well?

What had we done that seemed to be tipping the results in our favor? Our enhanced understanding of the problem definitely seemed to be manifesting itself in the delivery of an improved solution? However, I had this innate feeling that I was missing something, that we still had not achieved an absolute sense of why the checklist was so impactful? I was bothered.

I proceeded down the forest path toward this small brook in which my dog was playing. She was play acting with a stick, when much to her dismay she dropped it, and it disappeared into some sort of small drain. I watched her with as much a sense of curiosity as amusement, as she endeavored to retrieve her prized possession. She approached the drain from one angle, then another, and then back again. This all went on for a number of minutes, it was clear from her expression that she was engaging the very limits of her cognitive abilities, as she tried to make sense of the predicament. Eventually, she managed to work it out, after several failed attempts doing it one way, she suddenly approached the problem differently, in a simpler fashion, she had her stick again!

My mind wandered back to my own thoughts, was there other ways that I should be tackling or viewing the information challenges that patients with CF and their caregivers were experiencing as well? Surely there were additional ways from which I could view the problem and solution, possibilities yet to be considered, ways that may come to enlighten me as to why the checklist was begetting such light into the often dark setting of the medical appointment with regard to memory recall. I was convinced that there was more to learn and more to understand, and yet, every time I tried to think about it, I found myself back where I started. It was like a neural impasse, as if the mental pathways in my mind were predetermined, immovable objects, defeating my abilities to explore new possibilities and new ways of thinking. I grew frustrated; my mind was tiring. I kicked a stone into the brook, “if only we had a more advanced memory, akin to some sort of futuristic form of Artificial Intelligence then there wouldn’t be this stupid problem” I thought. And then just like my dog a few moments earlier, a new thought entered my mind, “If we had perfect memories, we would not need a solution.”

The problem I thought was not really information needs as much as the limitations of human memory, arguably defective, often resulting in an inability to remember, a failure to recall memories on demand, and a malfunction of our biological information retrieval system. Inadequate memory recall was the real problem, it had been there under my nose all the time, and yet I failed to see it, until now, months later.
Figure 5. Version 3, part 1, of the checklist.
Figure 6. Version 3, part 2, of the checklist.

So What?
The abovementioned vignette reminds me of the American inventor and engineer Charles Kettering when he declared that “a problem well stated is a problem half-solved” [60]. So, what exactly did Kettering mean here? Do we take from his statement that once a problem is stated, we are halfway to a solution? Or does he infer something more arcane, that even with a well-stated problem, there is abundant knowledge yet to be unearthed, comprehended, and considered, regarding how and why solutions perform as they do within their intended environments? Having traveled through my ADR experience, I think he may well have intended for us to appreciate both in combination and individually.

In May 2017, I really realized and appreciated the richness of looking at a problem through multiple lenses. I was also amazed at how static my cognitive frameworks or schemas were. Moreover, I was amazed at how long I had stayed in these
cognitive states, unable to move, paralyzed if you will, this
despite numerous evaluation interviews with patients and
caregivers and workshops with my design team. Why had it
taken so long for the older mental model to be replaced and
augmented with a new one that would enhance my explanatory
power? Was it the assumptions I was making while trying to
make sense of the complex environment of the medical
appointment? Had I become locked in on a particular mental
representation of what I perceived was the sweet spot of the
issue?

I mentioned earlier that “what we understand and how we
understand a situation depends on the information we bring to
a given situation, and the longer we think about the situation
the more its cognitive representation changes. It may be assumed
that cognitive elaboration activates more schemata” [42]. I was
fascinated by this and yet cautious, what other points of view
had I not considered? In spite of these contemplations, I decided
that I would refrain from tormenting myself and spoiling this
moment in the process.

I had no doubt that as I continued on my voyage, I would
discover new ways of thinking of framing my understanding.
However, a sense of balance and perspective is required; one
must avoid entering a state of analysis paralysis. As the
esteemed English writer Samuel Johnson once said, “nothing
will ever be attempted if all possible objections must first be
overcome.” I would take each enlightenment as it came,
relishing the cognitive challenge that each schema would bring.

More than one account of a complex system is achievable, where
altered portrayals will break the system down in diverse forms,
and changed descriptions may also have altered levels of
intricacy. I was both relieved and excited that I had discovered
a new viewpoint from which to perch my telescope of inquiry.
Moreover, I felt an augmented confidence ignite within me, the
cause of which was twofold; first, I now felt more assured
regarding my grasp of the actual problem, and second, I sensed
more confidence in my appreciation as to why the checklist was
functioning so well for patients with CF and their caregivers.

**Now What?**

I relayed my thoughts to my design team, and we came up with
a new problem statement: The challenges of memory recall or
information retrieval that CF patients and caregivers have or
experience within the medical appointment are not well
understood or solved.

This made a lot more sense to all of us, and so taking a people,
process, technology, and data view, we created a model (Figure
7) to depict our new representation or understanding of the
problem, including the roles of memory recall or information
retrieval within 2 key information stages of the medical
appointment. I have also expanded on each of these people,
process, technology, and data concepts as they pertain to the
medical appointment in Table 1. The usefulness of Figure 7 and
Table 1 is twofold: first, to depict my interpretation of the
problem, and second, to highlight the advancement of my
comprehension of the various interacting or moving components
within the problem space.

Moreover, I came to realize why the checklist was so effective,
it was in effect acting as a tool aiding the long-term declarative
memory of the patient and caregiver during their medical
appointments. From another perspective, one could say that it
achieved this by actually relying less on the patients or
caregivers’ own memory and more on the checklist within the
appointment. Patients and caregivers now came prepared with
the information required within the elicitation phase of the
medical appointment already written down in front of them.

**Figure 7.** People, process, technology, and data.
Moreover, they had a placeholder to capture key information within the appointment as well.

Table 1. People, process, technology, and data model concepts.

<table>
<thead>
<tr>
<th>Concept</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reference</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Concept</strong></td>
<td></td>
</tr>
<tr>
<td><strong>People</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Physician</strong></td>
<td>[61]</td>
</tr>
<tr>
<td>The purpose of the medical appointment is to “make the diagnosis.”</td>
<td></td>
</tr>
<tr>
<td>The consequences of poor memory recall or information retrieval are: On the quality of information imparted to a physician, the ability to make an effective diagnosis and treatment decisions, and impacts on patient outcomes.</td>
<td></td>
</tr>
<tr>
<td>Clinician satisfaction</td>
<td>[62]</td>
</tr>
<tr>
<td><strong>Patient or caregiver</strong></td>
<td>[63]</td>
</tr>
<tr>
<td>Research shows “that memory for medical history, like other forms of autobiographical memory, is likely to be flawed, incomplete and erroneous.”</td>
<td></td>
</tr>
<tr>
<td><strong>Process</strong></td>
<td></td>
</tr>
<tr>
<td><strong>The elicitation phase</strong></td>
<td>[64]</td>
</tr>
<tr>
<td>Physician and patient or caregiver participate in a bidirectional conversation regarding the patient’s medical history, current well-being, current medication, and so on.</td>
<td></td>
</tr>
<tr>
<td>Furnishes the physician with 60%-80% of the data required to make a diagnosis.</td>
<td>[65-67]</td>
</tr>
<tr>
<td><strong>The elucidation phase</strong></td>
<td>[68]</td>
</tr>
<tr>
<td>Physicians communicate diagnoses, clinical options, and self-care plans, in tandem with overall advice regarding the management of a medical condition/s.</td>
<td></td>
</tr>
<tr>
<td>This phase directly impacts patient adherence and other self-managing activities, such as regime change.</td>
<td>[69]</td>
</tr>
<tr>
<td><strong>Technology</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Checklist</strong></td>
<td>[70]</td>
</tr>
<tr>
<td>Defined as “a formal list used to identify, schedule, compare, or verify a group of elements or...used as a visual or oral aid that enables the user to overcome the limitations of human memory.”</td>
<td></td>
</tr>
<tr>
<td><strong>Data</strong></td>
<td>[62]</td>
</tr>
<tr>
<td>Medical history data includes the following: medical appointments, symptoms, illness episodes, encounters with other clinicians, medical therapies and medications.</td>
<td></td>
</tr>
</tbody>
</table>

Hence, they would not need to rely on memory when they left the medical encounter either. They had it all in the checklist and could refer back to it as required, even when traveling, if they happened to get ill. It probably comes as no surprise then why patients or caregivers were reporting such impacts on stress and empowerment. Additionally, I really came to fathom the potency of precise problem formulation vis-à-vis its impacts on actual outcomes. However, as one might expect, as I delved deeper into the area of memory recall during the medical appointment, I realized there was a lot more to this puzzle than I first envisaged or ever imagined on that beautiful summer morning in May 2017.

My third lesson learnt (L3) was as follows: In the problem formulation stage of ADR, we must challenge ourselves to look at a problem from different perspectives and from alternative disciplines. If we have not found or considered alternative viewpoints, we may fail to understand a problem well enough, affecting the most appropriate articulation of the problem definition, and the successful design of a solution or comprehension of why a solution functions as it does.

Vignette 4: Breaking It Down—May 2018

**What Happened?**

It was a warm, humid day on May 25, 2018; the sky was cloud-flecked; and the various bird songs bestowed a pleasing accompaniment to the day. I was on my way to a symposium in my university to give a presentation on my research. I was nervous; my stomach was making noises, clamoring’s that I hoped were inaudible to the various scholars gathered in the room. I imagined that none would be too fond of hearing such clamoring ascend from my abdomen.

I hoped they would, however, be very interested in hearing how the checklist we had designed, built, and evaluated, functioned so well within the environment of the CF medical appointment. Moreover, following a 9-month rigorous systematic literature review of memory recall within medical appointments, I sought to impart where my comprehension of the problem had advanced to and why carrying out such an activity was fundamental to unlocking the additional knowledge I required in the problem formulation stage of our ADR project.
So What?

I had decided to conduct a meticulous literature review for 2 reasons. First, I wanted to understand why the checklist was functioning so well in the medical appointment. Second, I wanted to see if I was overlooking anything, for example, was defining the problem as memory recall or information retrieval of patients with CF and their caregivers within the medical appointment comprehensive or deep enough? I found that the answers to both questions were, in fact, deeply intertwined.

In the first instance, I came to understand that human declarative long-term memory was analogous to many complex systems consisting of components, in this case different memory types: episodic memory, autobiographical memory, and prospective memory (Multimedia Appendix 7 [71-77]). The components themselves are often simple (or can at least in this instance can be viewed as such) and interact with each other through various routes possible among components, mediated in distinct circumstances.

So why was the checklist functioning so well in medical appointments? Henry Ford is noted for saying, “Nothing is particularly hard if you divide it into small jobs.” Breaking down memory recall or information retrieval into its components, studying the physician and patient narratives (supplied by consenting patients and caregivers from real medical appointments), and assigning declarative memory components to each sentence or group of sentences allowed me to unearth a more profound comprehension of the complexities of dialogues within the medical appointment and the variety of long-term declarative memory components used therein. I also came to truly appreciate the pressures that memory recall places on the patient and caregiver, such as recalling a particular episode (episodic memory), time period/s (autobiographical memory), or remembering to report symptoms at an appointment (prospective memory) or a combination of declarative memory types. In addition, I found that the checklist design actually maps to aid the declarative long-term memory component drawn upon by the patient or caregiver during the medical appointment. This deeper, more comprehensive level of understanding of memory recall or information retrieval, breaking it down into its components, afforded me far deeper knowledge from which to view, examine, and indeed make sense of the problem I endeavored to solve, and of course as already put forward, why the checklist functioned so well for patients with CF and their caregivers within the complexities of the medical appointment.

Second, although a single checklist simplifies the capture of information at a particular medical appointment and, thus, aids the episodic memory of the patient or caregiver regarding that specific event, I came to understand that from an autobiographical memory perspective, the checklist was still somewhat inadequate. I wanted to support the autobiographical memory of patients and their caregivers in the best way possible, and, although theoretically, one could file away a single printed checklist in a folder after each medical appointment, I decided that this would not suffice. Patients and caregivers have enough going on in their lives without trying to find another workaround. Being a patient myself, I was sick to death of always having to settle for second rate solutions, solutions that I would later try and adapt to my own needs. On several occasions, I remember thinking, why is it that no one can get this stuff right? Are we (patients) that hard to understand, are our needs that difficult? Or is it that no one really gives genuine thought when designing products for us? I could not be a hypocrite; I had to improve the checklist, no workarounds!

Now What?

First, my design team and I came up with a new problem statement: The challenges of memory recall information retrieval (and its components) that CF patients and caregivers have or experience within the medical appointment are not well understood or solved.

Second, after iteration 3, and my comprehension of long-term declarative memory components, we decided to create a professional, physically robust booklet (Figure 8), with a little help from a professional graphic designer (a friend of mine; Multimedia Appendix 8 shows the final checklist). A booklet containing 28 checklist items, unshackles the patient or caregiver from having to do any workarounds, including any printing. At once, a repository of medical discourse is created, where 28 medical appointments checklists are held together, not only facilitating the episodic and prospective memory of patients and their caregivers but also acting as an autobiographical memory of a specific time span. Searching for a previous appointment/s was now simple and straightforward.

Many may argue that this further exploration was a step too far, unnecessary, and indeed prohibitive for many researchers and organizations in terms of cost, and so on. Although I appreciate these sentiments, I would not agree. If you really care about the user’s experience (and you should) and you want to deliver quality impactful solutions, you must be willing to go the whole nine yards. In fact, I believe this is the only way to accomplish truly successful outcomes. To do anything else is to cheat yourself, your organization, and, most importantly, the user from what might have been.

Had I not gone deeper, the checklist as a booklet would never have come to pass. Granted, I would have a checklist (as a single page); however, I cannot say I would be confident that a patient or caregiver would continue to go to the trouble of printing a checklist before every appointment, and then file it away afterward. One must appreciate that patients with chronic diseases and their caregivers are busy trying to lead as normal a life as possible, and they often have very complex and time-consuming treatment schedules. Hence, asking what may seem a simple task can, unfortunately, often be the straw that breaks the camel’s back for a patient or caregiver and hence lead to unused or underused solutions. By having a deeper grasp of the problem, I was able to put this knowledge to good use, advancing to a more robust solution. This, I believe, is why so many are now requesting the checklist booklet.
Additionally, when I explain the rationale behind the workings of the checklist booklet to those with the CF community, including clinicians, I can see that they are really intrigued, and if I may be so bold as to say, excited by the solution. This has of late manifested itself in a large amount of dialogue within the community, much of which I am only now becoming aware of, as it has translated into invitations to various clinical conferences, and international requests to see the checklist booklet, and of course boxes of checklist booklets being taped up on a Saturday afternoon. Checklist booklets that will soon find their way into the hands of patients with CF and their caregivers far and wide.

My final and fourth lesson learnt (L4) was as follows: Going deeper in the problem formulation stage of ADR will help to explain observed phenomena, highlight shortcomings in a solution, and enrich problem definitions, resulting in a truly comprehensive understanding of a problem domain and the delivery of truly successful impactful solutions.

Concluding Remarks

Unfortunately, that a small amount is appreciated vis-à-vis how problems are formulated in ADR seems as true today as it was six decades ago. In many of the ADR papers that I have read, there appears to be a very quick shift in focus to the subsequent stages of the methodology, with little mention or focus on the problem formulation stage. Moreover, problem formulation is seldom mentioned again in manuscripts. This is despite the iterative nature of ADR (Figure 1), where after reflecting and learning, the researcher/s refer back to the problem formulation stage to ascertain whether or not a problem definition has changed or evolved. This is, of course, not to say that the stages that follow the problem formulation stage are not important, quite the contrary, they are also fundamental to an ADR project. Hence, I have included the same again in Figure 9, which, unlike Figure 4 earlier, now includes the lessons learned (as concepts) from each vignette extracted from my ADR journey. You will note in Figure 9 that our impactful outcomes are only attained at the culmination of our journey through iterations of ADR and problem formulation exploration and determination.

The question that I still contemplate is, why further regard is not given to this crucial stage of ADR? In my researcher story overlaid on an ADR story, I have bought to bear (through my series of vignettes) how difficult this stage of ADR actually is. I have also tried to portray what can go wrong without a conscientious focus on problem comprehension. Moreover, I have highlighted how beneficial time spent in this stage of ADR is, in terms of research impacts and results. Surely, I am not alone in my struggles as a researcher in problem formulation?

As I have already stated, but wish to emphasize once more, it is fundamental to empathize or understand the people behind a problem, what they experience, what they are feeling, and what and how they think, if you wish to deliver truly impactful solutions and sought-after outcomes. Indeed, Southard [78] was the first to articulate the significance of empathy in the physician and patient therapeutic relationship and its role in assisting diagnostic (problem formulation within the medical appointment) outcomes. To do otherwise is to deny our humanity, blocking the very comprehension we require to address the often-difficult problems we encounter, as we go about our lives on a daily basis, navigating the many complex systems within which we live.

Figure 8. The checklist booklet.
In vignette 3, I contended that we challenge ourselves to look at a problem from different perspectives, to be more open to other disciplines, and to be prepared to “repeatedly change our point of view, our way of looking at the problem. We have to shift our position again and again” [79]. This augmented comprehension not only facilitates a more appropriate articulation of a problem but should also liberate insights into why a solution functions the way it does within a particular environment.

However, as illustrated in L4, we must also be willing to probe and dissect these new viewpoints further, atomizing them down into components and concepts, facilitating deeper insights into phenomena, deepening our problem definitions, and thereby enabling a truly inclusive augmented comprehension of a problem. Additionally, such curiosity draws our attention to inadequacies in our solution/s, such as the checklist before it being in booklet form, where it really failed to address autobiographical memory. Through this knowledge, we further enhanced the checklist. Without delving deeper, this would not have happened.

The checklist produced evolved and was shaped, not only by the environment into which it is placed but also by my mind, which also underwent a type of metamorphosis, as empirical findings and knowledge waltzed together to the beat of my heart and the passions and conviction that expounded from within. Time and time again on this ADR project, I felt like I was on a journey of self-discovery, with many twists and turns, good days and bad days, days that taught me some valuable lessons, experiences that sometimes had a real sting to them, but will not be forgotten.

None of it was, of course, in vain; quite the contrary, I know I have made a real difference and continue to change the lives of many patients with CF and their caregivers during their medical appointments. I could not ask for a better outcome in my research endeavors. As pointed out earlier, I put this down to both grit and determination, especially as I have shown, within the problem formulation stage of my research. Therefore, fundamental to ADR success is the continuous revisiting of problem formulation after each iteration of an artefact, it is only by doing same that we can hope to gain a truly augmented understanding of a problem, and become more confident in designing and in our solution designs. I hope what I have discovered and aimed to impart here proves useful and insightful to those who brave the high seas of problem formulation in ADR, helping them to avoid some of the fatuous mistakes that I have made while on this chapter of my ADR voyage. Aiding them reach their intended research destination in one piece, confident that they too, have delivered impactful solutions through an augmentation of problem comprehension.

In tandem with the above viewpoints, I would advocate for the inclusion and portrayal of the actual realities of this stage (as I have endeavored to accomplish in this reflection) to be included and explored by researchers and practitioners. I feel that the insights garnered regarding same would not only bring a sense of realism and humanity to research (a component that I feel is often missing), they would also generate contributions to knowledge in and of themselves, the how to or how I or we navigated challenges encountered in research.

I miss my dear sister, but I choose to honor her memory by doing something that I know would bring a warm smile to her
face. I will be honest at this moment I have no idea where my researcher voyage will eventually take me, but it feels so right. Like a faint whispering in my ear that gets louder each day, like a fog lifting, giving a clearer aspect to the road ahead. My heart quickens as my quest becomes clearer.
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Abstract

Background: Although helping people living with HIV manage their antiretroviral therapy is a core competency of HIV nursing care, no educational intervention has sought to strengthen this competency. Thus, we codeveloped a simulation of a virtual patient (VP) having difficulty adhering to treatment to foster the relational skills that nurses require in such situations.

Objective: This viewpoint paper aims to describe the codevelopment process and the content of VP simulation, as well as the challenges encountered and the strategies used to overcome them.

Methods: We use a collaborative and iterative approach to develop the simulation based on qualitative evidence, theoretical approaches (strengths-based nursing, motivational interviewing [MI], and adult learning theories), and expert recommendations. We carried out 2 main phases: (1) planning the simulation development and (2) designing the simulation content, sequence, and format. We created the script as if we were writing a choose-your-own-adventure book. All relational skills (behavior change counseling techniques derived from MI) were integrated into a nurse-patient dialogue. The logic of the simulation is as follows: if the nurse uses techniques consistent with MI (eg, open-ended questions, summarizing), a dialogue is opened up with the VP. If the nurse uses relational skills inconsistent with MI (eg, providing advice without asking for permission), the VP will react accordingly (eg, defensively). Learners have opportunities to assess and reflect on their interventions with the help of quizzes and feedback loops.

Results: Two main challenges are discussed. The most salient challenge was related to the second phase of the VP simulation development. The first was to start the project with divergent conceptions of how to approach the VP simulation—the simulation company’s perspective of a procedural-type approach versus the clinical team’s vision of a narrative approach. As a broad strategy, we came to a mutual understanding to develop a narrative-type VP simulation. It meshed with our conception of a nurse-patient relationship, the values of strengths-based nursing (a collaborative nurse-patient relationship), and the MI’s counseling style. The
Introduction

The Role of Simulation in Continuing Professional Development

Professional expectations and social accountability require nurses to pursue continuing professional development (CPD) to reinforce and maintain their competencies, so they can provide evidence-based care and ensure patient safety [1,2]. CPD is typically offered through interactive and/or didactic educational meetings such as conferences, workshops, seminars, lectures, and courses [3]. However, many of these approaches require time, money, and human resources, which are often limited in health care environments [4,5]. There is a need to develop accessible and innovative ways to strengthen nurses’ learning and expertise while considering resource availability and workplace realities. The use of virtual patient (VP) simulation, a digital learning modality, is one way to address these challenges and is increasingly used in contemporary nursing education [6].

Virtual Patient Simulation and Education for Health Professionals

VP simulation is an interactive computer simulation that depicts real-world scenarios with the goals of training, education, and assessment [7] for health care professionals. A VP enables learning in a nonjudgmental, ethical, and safe environment [4,8-10] as learners acquire knowledge and develop skills by learning from their mistakes, without harming patients [11]. The use of VP simulation in health professional education is growing exponentially, considering the number of reviews published in the field [6,12-15]. Although the populations included in these reviews are mainly undergraduate and postgraduate students and health care providers in medicine, nursing, and other disciplines, we found only 1 integrative review focusing exclusively on web-based simulation in nursing programs [6]. Thus, it is relevant to explore the use of VP simulation as a means of supporting CPD for nurses.

On the basis of the needs identified by nurses providing HIV care in a qualitative study [16], we developed a VP simulation aimed at improving the nurses’ relational skills consistent with motivational interviewing (MI) [17] in situations of antiretroviral therapy nonadherence. MI is a person-centered, collaborative communication style that seeks to elicit people’s motivation and commitment to change. A systematic review conducted by Shingleton and Pafai [18], which included 41 studies, aimed to characterize the use of technology-delivered MI interventions and their efficacy at changing various health-related behaviors among several populations. One of the authors’ recommendations was to provide details, for instance, in methodological papers, on how the relational (eg, empathy) and technical (eg, confidence rulers) components of MI are translated into a technology-delivered intervention.

Insufficient Guidance for Developing a Specific Type of Educational Intervention

Several approaches exist to develop interventions aimed at improving health [19] and supporting behavioral change by health care professionals [20]. Relative to a taxonomy of eight approaches to intervention development [19], we locate ours as a specific type of intervention and behavior [21] because of the following elements: its modality (VP simulation), the action to be performed (adoption of relational skills consistent with MI), the actors performing the action (nurses and, more broadly, all health care professionals), the target behavior (medication adherence), and the recipients of this action (patients who are living with HIV or not). Developing such a specific intervention was challenging, given that we faced a scarcity of operational and practical guidelines for doing so, particularly with regard to creating and translating the relational skills into preprogrammed schemes of communication between the virtual nurse and VP. Although we strongly believe in the value of development frameworks [19,20] to broadly inform intervention development, these frameworks are not intended to offer the extensive and practical description needed to guide the creative process of translating relational skills into an intervention-specific VP simulation. Furthermore, while the evaluation of interventions is well known to be a core research activity, the interventions themselves and their methods remain poorly described in the literature. Cheng et al [10,22] supported the importance of providing a detailed description of the development process of simulation.

Relevance of This Viewpoint Paper

This viewpoint paper attempts to fill the gaps cited earlier. In addition, this study may be helpful to VP simulation developers, educators responsible for CPD, and health care professionals wanting to undertake such an endeavor. At the same time, as our paper ensures transparency in reporting the development methods, the components of the VP simulation (including its content), and the lessons learned, it provides insights into an approach to codeveloping a theory-informed VP simulation aimed at improving nurses’ relational skills with patients. This viewpoint paper provides practical cues on how to deliver and...
translate MI through technology into preprogrammed nurse-patient dialogues.

Scope, Aim, and Objectives
This viewpoint paper is an opportunity to make explicit the tacit knowledge that comes from our personal experience in codeveloping a VP simulation, supported by theoretical approaches and the literature. The specific objectives are to describe (1) the entire codevelopment process of a VP simulation, including its guiding principles, its content, and features and (2) the challenges encountered and the strategies used to overcome them.

Methods

Codeveloping a Virtual Patient Simulation and Its Content
In this section, we describe the methods and processes involved in 2 main phases: (1) planning the VP simulation development and (2) designing the content, sequence, and format of the VP simulation. We also identify the deliverables (or outputs) of each phase and subphase, such as the qualitative evidence of the needs assessment, the composition of an interprofessional team, the clinical content, and the graphical presentation of the VP simulation. We used a collaborative and creative approach to codeveloping the VP simulation. The term codevelop is preferred because 2 nurses worked together to produce the clinical content from scratch, along with the project manager of the VP simulation team, and with the support of a larger interprofessional team. Some models [23,24] and standards of best practice in simulation [25] inspired and broadly informed the general codevelopment processes. Although being very useful, especially in the planning phase, these models did not provide operational guidance for the design phase, particularly with regard to creating the full conversational script of the nurse-patient consultation rooted in relational skills. Therefore, describing this process of codevelopment was a retrospective exercise: it was not preplanned but was rather emergent.

The processes are presented in a linear manner to facilitate understanding. However, in reality, they were conducted concurrently, and some in a preordered sequence (the planning phase was done before the design phase). We used field notes, meeting summaries, and debriefing sessions with team members to keep track of important decisions throughout the project. In this paper, sentences or groups of words in italics are used to emphasize important guiding principles or key elements surrounding the codevelopment of the VP simulation.

Phase 1: Planning the Virtual Patient Simulation Development
There are 4 subphases related to the planning phase: (1.1) assessing training needs; (1.2) selecting theoretical approaches to inform the VP simulation development; (1.3) negotiating a detailed partnership contract between the research institution, the researcher, and the VP simulation company; and (1.4) assembling an interprofessional team.

I.1. Assessing Training Needs by Understanding HIV Nursing Practice and Its Challenges
To gain insight into HIV nursing practice and the challenges nurses face when providing antiretroviral-related care, a qualitative study [16] was conducted, identifying 3 challenges. The first was performing nursing roles at the interface of social and biomedical boundaries: nurses sometimes felt unequipped to perform their social role. The second challenge was the lack of alignment in the expectations of nurses and patients regarding antiretroviral therapy adherence. The third focused on dealing with the sociopolitical determinants affecting access to health care resources and services.

From these results, one challenge was chosen and prioritized because it targeted a clinical behavior amenable to change within the nurse-patient relationship and offered room for practice improvement and change: the misalignment between the expectations of nurses and patients regarding medication adherence. Some nurses had an optimistic attitude toward antiretroviral therapy; they encouraged patients to take their medication while expecting an outcome of adherence that was not achieved. Nurses felt powerless in such situations of nonadherence, as though they had failed in their role. One of the strategies used by nurses to overcome this challenge was to use the MI [17] approach. This challenge was then transformed into a learning opportunity and thus appeared feasible for translation into a simulated clinical situation.

I.2. Selecting Theoretical Approaches to Inform Virtual Patient Simulation Development
We selected 3 theoretical approaches to lay the groundwork for the VP simulation, each serving a different purpose. First, strengths-based nursing (SBN) was chosen as a philosophy and value-driven approach [26] to clarify the goals and mission of nursing overall. It offers a lens through which to view the roles of nurses and patients, the focus of nursing care, and the nature of the nurse-patient relationship. The assumptions and values underlying SBN guided the conceptualization of the core of the simulation to be a collaborative partnership within the nurse-patient relationship. Second, while SBN allows for a broad conception of the role of nurses, MI is the approach used to design the virtual nurse’s key actions in the simulation. MI was used to inform the creation of the VP simulation content (ie, the nurse-patient dialogue, quizzes, and feedback). The use of MI aimed to operationalize content creation. Third, considering the learner-centered vision of the VP simulation, the principles of adult learning theories were identified to support the learning processes and activities. SBN and adult learning theories were used for the basic structure of the VP simulation.

Strengths-Based Nursing Approach
SBN is grounded in the principles of person and family-centered care, empowerment, relational care, and innate health and healing. Collaborative partnership, one value underlying SBN, meshes with our conception of the nurse-patient relationship. The term collaborative partnership refers to power, to the way it is distributed, and how it is shared with the person/family to give them a voice in achieving their goals [26]. In this approach,
goals are set by the nurse and patient together, each bringing their own experience, knowledge, and competencies to the relationship [27]. Under a facilitator role, the nurse provides guidance to help patients find their own solutions. The recognition of the patient’s strength is a key element in this collaborative relationship.

In Textbox 1, we present the criteria underlying the collaborative partnership adapted from SBN [28], showing how this form of the nurse-patient relationship can guide nursing practice based on different assumptions, principles, and values. The purpose here is to raise awareness and reflect on how nursing activities and actions can potentially be influenced or shaped by broad conceptions of the nurse-patient relationship, whether these conceptions are known or unknown, conscious or unconscious, implicit or explicit.

Textbox 1. Collaborative partnership within the nurse-patient relationship; strengths-based care.

| Focus | The person’s capacity to be well, have a high quality of life, and experience it in a meaningful manner |
| Role of the nurse | The nurse is a facilitator. Encourages people to share their perspectives and expertise, participate in shared decision-making processes, develop their autonomy, and use their strengths and resources |
| Role of the person (includes patient/client and the family) | Acts as an active partner who plays an important role in setting goals and in looking for solutions that best match the person |
| Nature of the relationship | It is reciprocal and mutual, more symmetrical, with continuous negotiation of goals, roles, and responsibilities. Both partners give and receive and gain and grow |
| Goal setting | Goals are jointly set |
| Evaluation | Nurse and person share in the joint assessment of progress in reaching mutually determined goals |
| Expected outcome | The problem may or may not be solved, but the person’s skills for managing current or future problems are reinforced. Joint responsibility is accepted for the outcomes |

Motivational Interviewing

The SBN approach and MI share common roots and a core value: collaborative partnership. The person-centered communication style characterizing MI [17] can be established only in a relationship where these 4 values are present: partnership, acceptance, evocation, and compassion. In MI, collaborative partnership is about honoring and respecting the person’s autonomy and seeking to understand the person’s internal frame of reference.

In addition to these values, the VP simulation is based on a number of elements related to MI. First, the VP simulation is divided into 4 processes: (1) engaging, (2) focusing, (3) evoking, and (4) planning (see definitions given in Textbox 2).
Textbox 2. Definitions of the 4 motivational interviewing processes that are the building blocks of the virtual patient simulation.

1. **Engaging:** “Engaging is the process of establishing a mutually trusting and respectful helping relationship” [17]. Engaging in the relationship can be very brief at times, as is the case in the consultation between Mr Wilson and the nurse who have known each other for a long time. At other times, engaging can be very long. However, in all cases, it goes beyond stock greetings or courtesy. Engaging must be manifest throughout the therapeutic relationship. It is about the development of a working alliance [17].

2. **Focusing:** Focusing serves to pinpoint the goal to be achieved to set and maintain a direction. To this end, nurses clarify the following with patients:
   - Their values and goals
   - The nature of the desired change
   - The importance patients attribute to the change

3. **Evoking:** “Evoking involves eliciting the client’s own motivation for change” [17]. At this stage, nurses guide patients in exploring their motivation, while simultaneously evoking hope and confidence. To this end, nurses:
   - Explore with patients their perceptions (ambivalence) about change
   - Mobilize relational skills to elicit change talk (a discourse in favor of changing the patient’s health-related behavior such as medication adherence)
   - Mobilize relational skills to respond to sustain talk (a patient’s discourse in favor of the status quo)

4. **Planning:** A clear plan drawn up by the patient and guided by the nurse is conducive to engagement toward change and success in affecting change. To this end, nurses:
   - Recognize signs or cues indicating that patients are ready to take action (ie, increased change talk or decreased sustain talk)
   - Avoid slipping (back) into a directing counseling style by drawing up the plan for the patients
   - Make a transition from evoking to planning (eg, “Where does this get you?” “What do you intend to do about it?” and “Let’s imagine for a moment that you decide to change: How might you go about it?”)
   - Mobilize their relational skills and their practical knowledge to clarify the plan
   - Guide patients in anticipating obstacles and solutions to these

Second, the VP simulation is based on relational skills that are essential to the proficient practice of MI (Multimedia Appendix 1) by creating optimal conditions for relational engagement with patients: asking open-ended questions, using reflective listening, summarizing, affirming the patients’ strengths, providing information and advice, evoking a hypothetical change, eliciting and scaling change talk, setting patient-determined goals, and arriving at a plan. These relational skills are called behavior change counseling techniques because they are active ingredients that allow providers to initiate or maintain health behavior changes [29-31]. Third, traps or roadblocks (eg, expert and blame traps, a directing counseling style) are also part of the VP simulation (Multimedia Appendix 2). These are interventions, advice, or relational skills inconsistent with MI that are delivered by nurses with the best of intentions to help their patients but are likely to cause relational disengagement and to shut down dialogue with them.

Several reasons justify the use of MI to inform the VP simulation. First, some nurses from the previous work used it in their current practice and found it effective, whereas others clearly expressed the need for training in it [16]. Second, MI training is promising for improving the relational skills of health care professionals working in HIV care [32] and has proven effective in enhancing medication adherence [33-35]. Third, MI is commonly used as a behavioral change counseling approach in nursing, as highlighted in a systematic review conducted by Fontaine et al [30]. This means that some nurses may be familiar with it and associate this approach with prior knowledge and experience.

**Adult Learning Theories**

Simulation is rooted in certain principles of adult learning theories [36] that describe how adults learn and gain an understanding of clinical expertise. In our case, [37,38] is created by the interaction of nurses with the VP simulation environment. The learners, or nurses (these terms will be used interchangeably), will be actively involved in the simulated experience by practicing and testing relational skills with the VP. They will have opportunities to assess their interventions and reflect on them with the help of quizzes and feedback loops (these will be explained later on). We sought to create a transformative learning experience [39]. Transformative learning capitalizes on the learners’ prior experiences and their interpretation of a situation to build a new way of thinking and then act differently by using critical reflection [36,40]. Feedback is a powerful and effective mechanism to support adult learning and was integrated throughout the VP simulation [41].

In sum, SBN and adult learning theories contributed structuring elements with regard to the goal of the nurse-patient relationship and learning processes. MI informed the integration of concrete communication techniques in the fine content of the VP simulation.
1.3. Negotiating a Detailed Partnership Contract Between the Research Institution, the Researcher, and the Virtual Patient Simulation Company

The coming together of the research team and a representative of the VP simulation company (SimforHealth) was an important aspect of this project. The research team was composed of experts in clinical content, and the company had expertise in digital training for healthcare providers [42]. A person with extensive experience at the research institution was in charge of negotiating the terms of the contract between the researcher (JC) and the company. These terms were financial considerations, accountability and commitments, mandate duration and timeline, confidentiality duties, intellectual property, and platform use licenses.

1.4. Assembling an Interprofessional Team

An interprofessional team was formed, comprising experts from a VP simulation team and clinical, research, and community-based settings. The VP simulation team was composed of a project manager, a pedagogical engineer, a two-dimensional (2D) design professional, 3D graphic designers, and a software engineer. The clinical, research, and community team members included nurses (clinical nurse specialists, a head nurse, researchers, and student researchers, including one with experience using MI with people living with HIV), an infectious disease specialist, the director of an HIV community-based organization, a woman living with HIV, and researchers with extensive experience in developing and evaluating web-based interventions to improve antiretroviral therapy adherence and in health technology assessment.

Furthermore, 2 members of the team (GR and JP) cocreated the clinical content of the VP simulation and worked in close collaboration with the project manager of the VP simulation team. These 3 people made up the working committee. The other team members played a consultative role, providing input on the clinical content and graphical components (eg, the VP, the nurse’s office).

Phase 2: Designing the Content, Sequence, and Format of the Virtual Patient Simulation

This second phase includes the following subphases: (2.1) setting the learning objectives and cocreating the clinical content; (2.2) recording the nurse and patient voice-overs; (2.3) designing and validating the 2D learning environment; and (2.4) integrating 3 modes of fidelity to ensure learner engagement and immersion in the VP simulation.

To provide an exhaustive description of the content, sequence, and format of the VP simulation and of how we can translate MI through technology, we have provided detailed information on the following in Multimedia Appendices 1 to 5: the relational skills that are or are not consistent with MI, the key elements of the VP simulation, an excerpt of the writing template, and the table of contents of the glossary. In Multimedia Appendix 3, we offer a comprehensive description of all the key elements (eg, simulation designs such as quizzes and feedback points, learner orientation, exposure, participant groups) constituting the VP simulation, which was adapted from Cheng et al [10,22] and Peddle et al [43].

2.1. Setting the Learning Objective and Cocreating Clinical Content

The learning objectives evolved throughout the clinical codevelopment of the VP simulation and are listed in Multimedia Appendix 3. Cocreating the clinical content involved more than just the wording of the script for the nurse-patient dialogue. It was a creative process that took into account the assumptions, nursing philosophy, and values embedded in the simulated situation (ie, SBN)—the active ingredients of MI and the learners’ roles (adult learning theories).

The clinical content as a whole was made up of the following: a prebriefing video featuring the nursing student-researcher and its corresponding text; the simulated clinical situation, also referred to as the “virtual nurse-patient consultation,” which includes the patient’s electronic record (also named patient’s file); a glossary; quizzes and feedback loops; and labels (green and red visual cues).

Key simulation design elements and features, including prebriefing, repetitive practice, MI techniques, quizzes, feedback, labels, and fidelity, were included to optimize interactivity, foster nurses’ engagement with and immersion in the training, and to promote their active and transformative learning.

Prebriefing

The simulation-based experience with a prebriefing is considered the best practice in simulation [25]. In our case, the goal of the prebriefing, provided via video and text, was to offer basic information about MI so that all learners could begin the simulated nurse-patient consultation with the same standardized information. It also aimed to set boundaries about the scope of the simulation to help nurses manage their expectations. For instance, some nurses might otherwise have thought that the simulation’s goals were to acquire or deepen knowledge of antiretroviral therapy, or that prior experience with people living with HIV was needed (neither of which were the case). The prebriefing was also an opportunity to establish a fiction contract, which refers to a kind of commitment in which nurses are invited to act as though the simulation is real, although acknowledging its limitations [44,45]. Multimedia Appendices 6 and 7 show excerpts of the prebriefing video and a demonstration of the VP simulation.

Patient Electronic Record

The content of the patient’s electronic record was cocreated with the interprofessional team members for 2 reasons: (1) to ensure the credibility and validity of the patient’s medical history and (2) to ensure the fidelity with real patient record rubrics in HIV outpatient clinics. The purpose of the patient’s consultation is presented in the patient’s record and is summarized in Textbox 3. The different rubrics of the patient’s electronic record (eg, clinical notes, HIV, and medication history) are illustrated in Figure 1.
Textbox 3. Purpose of consultation.

The story is about Mr Wilson, a 50-year-old man living with HIV since 2011. He generally takes his medication regularly. His viral load was undetectable for 6 years (which is a sign of antiretroviral therapy adherence). Mr Wilson changed his treatment 1 year ago. He was very busy at work, and his routine changed, so it was difficult to take the medication as prescribed. Now, his viral load is over 1000 copies/ml, indicating that the antiretroviral therapy is not as effective (the target is to achieve an undetectable viral load, that is, below 40 copies/ml). What is going on?

Figure 1. Patient's electronic file rubrics.

Full Script of Nurse-Patient Consultation

We created the script as if we were writing a choose-your-own-adventure book. We started by writing the green pathway, that is, the whole storyline in which the script is based on relational skills that are consistent with MI. Afterward, we identified strategic places in the script to incorporate traps or roadblocks—the red pathways. These crossroads between the green and red pathways are introduced by quizzes in which learners must select an intervention. When a red pathway is chosen, a short interaction inconsistent with MI shows learners how some types of communicational traps used by nurses generate negative reactions in the patient’s speech. At the end of the interaction, the red pathway stops, written feedback is given to the learners, and they can go back to the crossroads to make a different choice. When the green pathway is chosen, the script (ie, nurse-patient dialogue) becomes automated until the next crossroads. We had to carefully select the strategic places within the script to insert the crossroads. Thus, the arborescence that supports the whole script is made up of the green and red pathways, including quizzes and feedback loops.

All these relational skills, whether they are consistent with MI (eg, open-ended questions) or not (eg, providing advice without asking for permission), were integrated into a nurse-patient dialogue in which learners had to choose between the interventions that generate openness in the patient’s speech and those that can shut down communication. This scenario provides learners with safe, constructive, positive, and nonjudgmental spaces that allow for transformative learning and self-reflective practice [36].

The main stages in writing, validating, and producing (ie, filming, voice-over recording) the overall content and testing it on the platform are summarized in Textbox 4. Steps 1 to 4 are more general and account for how we created a script for nurse-patient consultation.

In our various attempts to write the script, we developed multiple versions of a writing template. This was a work in progress throughout. The final template (Multimedia Appendix 4) includes the nurse-patient dialogue (script), quizzes, feedback, labels, guidelines for the VP simulation team regarding the branching, and notes for the actors who would record the voice-overs. This template was a tool that allowed us to write the script in the manner of a choose-your-own-adventure book.

A total of 14 quizzes, including multiple-choice and open-ended questions, are part of the VP simulation. Most were formulated to allow learners to select the most appropriate intervention, depending on the script’s progress and the patient’s speech. Each quiz is supported by synchronous written feedback focusing on the rationale for the good or bad answer selected based on their consistency with or without MI (Multimedia Appendices 1 and 2).

Visual cues, called green and red labels, were introduced during the nurse-patient consultation to qualify their speech (eg,
open-ended questions, defensive attitude) and in the written feedback. These labels correspond to theoretical MI techniques and provide feedback. The introduction of visual cues into the automated dialogue allows learners to grasp the rationale for the virtual nurse’s communication skills and to observe the patient’s reaction while limiting the number of pathways (green and red) to be scripted.

**Textbox 4.** Main stages in writing, producing, and validating the overall content and making it accessible as a virtual patient simulation platform.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Writing the green pathways, meaning the overall storyline between the nurse and patient that is consistent with motivational interviewing, by using behavior change counseling techniques (Multimedia Appendix 1), and structured according to its 4 processes: (1) engaging, (2) focusing, (3) evoking, and (4) planning (Textbox 2). <strong>Note:</strong> The script of the nurse-patient dialogue was first written in a linear way to open up onto the patient’s experience. At this stage, no crossroads (red pathways) were part of the script.</td>
</tr>
<tr>
<td>2.</td>
<td>Validating the green pathway with the interprofessional team</td>
</tr>
<tr>
<td>3.</td>
<td>Identifying strategic places along the green pathway where traps or roadblocks could be integrated and then writing the red pathways (Multimedia Appendix 2). This step included the creation of quizzes and feedback</td>
</tr>
<tr>
<td>4.</td>
<td>Creating visual cues that we called green and red labels to engage the learner observing the preprogrammed dialogue. These labels were integrated into strategic places in the script (eg, when the nurse uses a directing counseling style)</td>
</tr>
<tr>
<td>5.</td>
<td>Producing the content of the patient’s electronic record, the glossary, and the prebriefing (video and text)</td>
</tr>
<tr>
<td>6.</td>
<td>Validating the whole clinical content with members of the interprofessional team</td>
</tr>
<tr>
<td>7.</td>
<td>Culturally adapting the script (nurse-patient dialogue). Originally, it was written in French from Quebec (Canada). The text was adapted to international French</td>
</tr>
<tr>
<td>8.</td>
<td>Recording of the nurse’s and the patient’s speech by professional actors and filming the prebriefing video</td>
</tr>
<tr>
<td>9.</td>
<td>Integrating all the content in the MedicActiV platform [42]</td>
</tr>
<tr>
<td>10.</td>
<td>Performing functionality tests and validating the content within the platform</td>
</tr>
<tr>
<td>11.</td>
<td>Validating the virtual patient simulation with a small group of nurses</td>
</tr>
<tr>
<td>12.</td>
<td>Launching the French version</td>
</tr>
<tr>
<td>13.</td>
<td>Translating the virtual patient simulation to English and revising the content in close collaboration with an anglophone nurse who was an expert in motivational interviewing and a member of the Motivational Interviewing Network of Trainers. <strong>Note:</strong> Steps 9 to 13 were repeated for the English version.</td>
</tr>
</tbody>
</table>

**Glossary**

A web-based glossary is available within the VP simulation as supplementary educational material to complement the content of the nurse-patient consultation. It covers theoretical concepts, definitions, and applications. The main topics covered in the glossary are presented in Multimedia Appendix 5.

### 2.2. Recording the Nurse and Patient Voice-Overs With French- and English-Speaking Actors

The project manager of the VP simulation team was responsible for preselecting French- and English-speaking actors and assisting them during the recording of the nurse and patient voice-overs.

*It is important to add stage directions in the writing template, alongside the speech of the nurse and patient, so that the actors can respect the tone of voice and the ambience/vibe in the virtual nurse-patient relationship, consistent with MI.*

The nurse’s mode of communication had to be respectful, calm, warm, and welcoming, without becoming caricatured, especially in the red pathways. That way, the learners could not guess or deduce the right answer merely from the character’s tone of voice or an intervention that is obviously inadequate. As for the patient, if he was feeling worried, the actor had to convey this in his performance.

### 2.3. Designing and Validating the 2D Learning Environment

At the same time, as the clinical content was being written, the VP simulation team was working on designing the graphical elements of the 2D learning environment. **Figure 2** shows a mock-up of the virtual office, including both nurse and patient, and **Figure 3** shows the patient only.

These mock-ups allowed us to obtain the team members’ opinions of the graphical designs before selecting the final 2D learning environment. It was important to display a chart of antiretroviral therapy on the wall to represent a real-life artifact. Decisions about the virtual nurse and patient had to then be made. For example, would we see the nurse on-screen (third-person view) or not (first-person)? What would the HIV-positive man look like? How would the desk be positioned in the virtual office (ie, between the nurse and patient or on the side)? Ultimately, the first-person view was preferred, where the nurse is not visible on-screen, but we hear her voice and see her speech. In this way, only the VP is visible. The desk was placed on the side to avoid creating distance between the nurse and patient. **Figure 4** shows the final design of the virtual nurse’s office and the patient (Mr Wilson).

Some features were created to fit with this project, such as the green and red labels, and the interfaces to support synchronous feedback. Furthermore, SimforHealth developed a specific content and dialogue management module (questions/answers)
to meet the clinical team’s needs. This module made it possible to speed up the content creation (full script of the nurse-patient consultation) and facilitated content integration into the VP simulation.

All the regular 3D content was created using 3Ds Studio Max (Autodesk), the leading 3D digital content creation solution (Figure 5). Figure 6 shows examples of the wireframes used in the creation of the 3D content. Wireframes are illustrations of the proposed VP simulation components and “assist in visual communication and design of the structure, functionality, learner interface, and positioning of an application” [24].

Figure 2. Mock-up of the virtual office including nurse and patient.

Figure 3. Mock-up of the virtual patient.
MedicActiV Platform

The MedicActiV platform [42] was designed to support digital training for health care providers and was used to host the simulated nursing scenario. The simulated scenario is a self-directed learning approach that is accessible via a computer or tablet. It is a 2D visual interface (Figure 4) with 3D content and is considered nonimmersive virtual reality [46]. The 2D elements include a graphical user interface, such as colors, icons, and text-based interfaces. The 3D elements are the dynamic objects created to have volume, such as the VP and the nurse’s office (Figure 6). MedicActiV is a software as a service solution that provides a library of virtual clinical cases. Thanks to the authoring tool, developers (eg, researchers, educators, health care providers) can easily create their own clinical case to share it with other users on the platform. The trainer can set up the training sessions’ parameters (eg, date, time, duration) and, immediately after any session, is able to retrieve several key performance indicators (eg, time, errors). Most of the clinical cases are available on multiple devices and operating systems.
(eg, Windows, macOS, iOS, Android). However, our clinical case with the HIV-positive VP was not available to everyone because it was embedded in a research process, and thus, was available only to a small sample of research participants, namely, the nurses.

Figure 6. 3D Virtual patient.

2.4. Ensuring Fidelity to Ensure Learner Engagement and Immersion Throughout the VP Simulation

One important feature to include in any simulation, be it virtual or not, is the concept of fidelity, also known as realism or authenticity [47]. Fidelity is about the learner’s perceptions of how well a simulation represents or reproduces reality [44] and offers them a realistic learning opportunity [15]. In this context, 3 modes of fidelity represent the ways humans think about reality: (1) physical; (2) conceptual (or semantic); and (3) emotional and experiential (or phenomenal) [44,45,48]. These modes can influence the learner’s engagement with and immersion into the simulation as well as their learning process [15,44,48]

The physical mode can be described by the physical properties of the VP (eg, movements, appearance) and of the nurse’s office, including objects and artifacts in that environment. The voice-over acting for the nurse and patient (eg, voice tone, vocabulary) are other elements of fidelity that were taken into account. The conceptual or semantic mode relates to concepts and their relationships, for example, theories, meaning, or information that are presented via various means (eg, text, voice-overs). It also involves the if/then relationship. In our simulated situation, it is globally represented by the following logic: if the nurse uses behavior change counseling techniques (communication skills) consistent with MI, this will open up a dialogue with the VP. If the nurse uses relational skills inconsistent with MI, then the VP will react accordingly (eg, defensively). Finally, the emotional and experiential mode refers to the learner’s emotions, feelings, and beliefs relating to their holistic experience of participating in the simulation. In Table 1, we present strategies used to ensure that the VP simulation had the characteristic of fidelity.
### Discussion

#### Challenges and Strategies

Thus far, we have described VP simulation development methods and the deliverables of each phase and subphase, including the theory-informed content. We now discuss the main challenges and strategies used to overcome them.

The most salient challenges and strategies are discussed in this section. The second phase (ie, designing the content, sequence, and format of the VP simulation) was the most challenging because of the difficulty in determining realistic clinical content in a virtual learning environment. We had to preserve the philosophy and values of SBN and the collaborative partnership that shaped the nurse-patient relationship. We were also concerned with translating relational skills informed by MI within the simulated nurse-patient dialogue while ensuring that the functionalities of the VP platform could support the content. We also had to find a balance between a nursing-driven approach and a technology-driven approach while optimizing the learning experience.

#### Challenge 1: Starting the Project With Divergent Conceptions of Virtual Patient Simulation Approaches

At the beginning of the project, the VP simulation team suggested a generic template that could help structure and organize the clinical content into pre-established categories consistent with virtual simulators already developed by the company. However, the 2 clinical inventors (GR and JP) felt that such a template would not be helpful because it reflected a problem-solving [47,49] or procedural [6] simulation approach. This is appropriate for teaching, for instance, clinical reasoning or diagnosis. To perform these tasks, learners must, for example, collect data and make diagnoses and treatment decisions based on their anamneses. In such simulations, learners are given a set of information from which they must draw conclusions (eg, in patient-facing problems with adherence to antiretroviral therapy, the nurse’s identification of solutions drives the direction of the VP simulation script). However, this approach did not mesh with a collaborative partnership as a form of the nurse-patient relationship, and thus with the nature of relational skills that are consistent with a narrative approach to simulation [47,49]. The ways of seeing the approach to the

---

**Table 1.** Strategies used to ensure 3 modes of fidelity throughout the virtual patient simulation.

<table>
<thead>
<tr>
<th>Modes of fidelity</th>
<th>Strategies used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical fidelity</td>
<td>Giving cues to the VP for their design of the VP:</td>
</tr>
<tr>
<td></td>
<td>- Taking a picture of a real nurse’s office for the representation of the virtual nurse’s office</td>
</tr>
<tr>
<td></td>
<td>- Adding objects that represent reality (eg, chart of antiretroviral therapy on the wall)</td>
</tr>
<tr>
<td></td>
<td>Getting charts from real patient records to use the same vocabulary in the VP’s electronic record</td>
</tr>
<tr>
<td></td>
<td>Designing the VP with human features (eg, facial expression and body movements) based on past experiences of the VP simulation team</td>
</tr>
<tr>
<td></td>
<td>Using real voice-overs for both patient and nurse:</td>
</tr>
<tr>
<td></td>
<td>- Preselecting some French- and English-speaking actors, listening to their audio tracks and choosing the ones that best fit the spirit of the simulation</td>
</tr>
<tr>
<td></td>
<td>- Providing descriptive cues in the script besides the nurse’s and patient’s speech, so that the actors can respect the tone of voice and ambiance and vibe in the nurse-patient virtual relationship, consistent with SBN and MI</td>
</tr>
<tr>
<td>Conceptual fidelity</td>
<td>Co-designing the clinical content with a nurse having expertise in HIV care and MI to ensure that the simulation reflects the nursing practice and the validity of the theory injected in preprogrammed interactions</td>
</tr>
<tr>
<td></td>
<td>Meeting a clinical nurse specialist who is an expert in HIV care to discuss real-life situations of people living with HIV having difficulty taking their medication to identify nursing actions, in partnership with physicians and pharmacists, in nonadherence situations</td>
</tr>
<tr>
<td></td>
<td>Validating the content with health care professionals</td>
</tr>
<tr>
<td></td>
<td>Working with pedagogical engineering to make sure that good educational practices are met</td>
</tr>
<tr>
<td>Emotional and experiential fidelity</td>
<td>Promoting a positive learning experience and relatedness by creating messages that value and respect nurses’ competencies and current practice. In doing so, clinical content inventors must themselves be consistent with the MI values in their way of translating the educational content to the simulation</td>
</tr>
<tr>
<td></td>
<td>Creating opportunities for reflection on action (virtual practice) by incorporating quizzes and feedback that represent what nurses do in their current practice</td>
</tr>
<tr>
<td></td>
<td>Establishing a fiction contract with nurses [44,48]. The following message in the prebriefing video is intended to create such a contract: &quot;The relational aspect of the practice of caring cannot be simulated to perfection. Needless to say, human beings are not preprogrammed to respond to a nurse this way or that. I invite you, then, to immerse yourself in this virtual simulation as if it were real and to pay attention to the interactions between Mr. Wilson and the nurse&quot;.</td>
</tr>
</tbody>
</table>

---

*aVP: virtual patient.  
bSBN: strengths-based nursing.  
cMI: motivational interviewing.*
VP simulation diverged between the simulation team (who perceived it as a procedural one) and the clinical team (who perceived it as a narrative one).

The narrative approach, also called *situational simulation*, [6] is generally found in a personal storyline that progresses over time around a logic of cause and effect and that involves a decision-making process that yields different *outcomes* (or effects). The script is anchored in a strengths-based approach, consistent with MI, in which the virtual nurse’s role is that of a facilitator, using relational skills to open up the dialogue with the patient (e.g., where a patient is facing problems with adherence to antiretroviral therapy, the identification of solutions by the patient drives the direction of the VP simulation script). At the time we started the VP simulation project, it would have been helpful to rely on the paper of Peddle et al [43] because it describes the development of VP to support undergraduate nursing students in learning nontechnical skills such as communication. The authors give an overview of the narrative approach and the *choose-your-own-adventure* game structure used to design the VP simulation.

**Strategies: Getting a Mutual Understanding of the VP Simulation Approach That is Aligned With the Philosophy and Values of a Collaborative Nurse-Patient Relationship**

We first consulted some virtual clinical cases on the MedicActiV platform to familiarize ourselves with the possibilities and limitations of the virtual learning environment and to understand how it works. It helped to understand how the VP simulation team perceived the simulated clinical situations and then pinpointed the differences between our different VP simulation approaches (procedural vs narrative). We collaborated closely with the project manager of the VP simulation team from the outset of the project. It was essential to make sure that the narrative approach, the SBN, the relational skills informed by MI, the principles of adult learning theories, and the functionalities of the simulation platform all meshed together. Holding regular meetings with the working committee allowed us to gain a better understanding of each other’s roles, responsibilities, and evolving perspectives on the VP simulation.

**Challenge 2: Struggling With the Complexity of Designing Realistic Relational Skills Into Preprogrammed and Simulated Nurse-Patient Dialogue While Preserving an Immersive Learning Experience**

This challenge was three-fold: (1) translating complex actions (uptake of relational skills) within fully automated and preprogrammed nurse-patient dialogue, (2) having insufficient guidance in integrating such skills in this form of virtual simulation, and (3) designing the proper immersive and realistic 2D learning environment.

Writing the scripts with high-quality motivational responses is not just about wording. It is about creating a natural flow of interactions that involves great sensitivity and attention to verbal and nonverbal aspects of communication while respecting values such as empathy, collaborative partnership, acceptance, affirmation, and so on. Such an endeavor is easier to put into action spontaneously in real-time interactions. This challenge is well summarized by Villaume et al [50]: “While the processes and skills of MI are theoretically understandable, using them in individual utterances requires a considerable adjustment of vocabulary, grammar, emotional tone, and rhetorical strategy. Trying to work through these adjustments in real time with a standardized patient is difficult.”

Adding to the complexity of the actions to be performed is the lack of guidance on how to create and translate preprogrammed interpersonal nurse-patient interactions. It is easy to become quickly overwhelmed by the multiplicity of alternative scenarios and the growing decision tree (arborescence) if we do not limit the number of points at which learners can make choices and the number of options they have.

At the same time, as we were writing the script, SimforHealth had to design immersive and realistic nurse-patient interactions in a virtual learning environment, which was challenging. The decision tree is a kind of backbone for the nursing content, but it needs to be enhanced with graphic design, such as representing the *real appearance* of the VP’s digital facial expression and behavior. This is key to achieving a better commitment from the learners.

**Strategies: Creating a Collaborative and Work-in-Progress Writing Template**

It is certain that we cannot make the nature of relational skills less complex, be they consistent with MI or not. However, the VP simulation’s clinical inventors, as educators, were accountable for being skilled with using MI to be able to transfer theoretical knowledge in an understandable way within the VP simulation and allow for an optimal learning experience. The quality of the VP simulation depends partly on the inventors’ expertise. In the working committee, the *codevelopment* involved knowledge transfer and an opportunity for discussion between these 2 members, given that one (JP) has expertise in MI whereas the other (GR) was new to this theory.

We had to build up our own method and find our own guidance to develop the VP simulation. The writing journey required a high level of creativity and inductivism. The flow of the storyline evolved over time, with a concern for making connections with theory and practice, so that nurses would benefit from a constructive and positive learning experience. In doing so, teamwork was the most important success element. To begin with, the 2 members of the working committee (GR and JP) worked in close collaboration to write the content for the nurse-patient consultation. We created a *writing template* (Multimedia Appendix 4) that evolved over time and represented a guide for both the clinical and the VP team. We wrote the script as a *choose-your-own-adventure* book, that is, by starting to write the green pathway, and then adding the red pathways. In addition, the role of learners’ emotions and feelings was taken into account. *From our perspective, the conception of the clinical content (scenario) had to depict the nursing practice (i.e., what nurses actually do) without falling into stereotypes or judgments. The clinical content inventors themselves had to be consistent with MI principles and values in their way of translating the educational content to the simulation. Learners had to recognize themselves in the whole scenario (including traps and roadblocks) to be engaged with and immersed in the*
learning experience (fidelity). This principle is comparable to what Yardley et al [51] call “promotion of a learner’s positive experience and relatedness.”

**Strengths of VP Simulation**

We believe our VP simulation has a long life span because the action of adopting relational skills consistent with MI is stable, and does not need regular updates, as it would if the simulation focused on pharmacological treatment, where scientific breakthroughs occur frequently. Behavioral change counseling techniques (eg, asking open-ended questions, summarizing) are timeless. Another strength is that communication is a transversal skill used by all nurses, from novice to expert, and by all other health care professionals. Relational skills are then applicable independently of the health care professionals’ roles, the context of practice or level of experience, and of the population they care for. Focusing on this clinical behavior is a good avenue to ensure the adaptability, sustainability, and efficiency of this VP simulation. We ensured the integrity and quality control [52] of the MI intervention by relying on original work by the authors on MI [17] and by involving nurses who are experts in this approach: one nurse was involved in the design of the French content and a certified trainer in MI revised the English version. Furthermore, the involvement of a patient-partner added value at the early stage of the project, adding insight into the credibility and fidelity of the storyline and the graphic design of the VP simulation. It is a theory-informed intervention, and thus, we are confident in the quality of the clinical content and its potential to induce a practice change.

**Conclusions**

The knowledge gained from our experience of VP simulation codevelopment has the potential to optimize the development process of other VP simulations, particularly those using a narrative approach. VP simulation is the only means to support learning; it is not the technology per se that generates learning [53]. Many elements were put together to create favorable conditions for generating a positive learning experience. We strongly believe that the duration of the codevelopment process can be shorter if developers have a clear idea of the theories to use to structure the VP simulation (eg, SBN, MI, adult learning theories) and if they know which approach fits (eg, narrative, problem-based) with their perspective of the clinical behavior or action to address. This paper offers concrete examples of how to translate behavior change counseling techniques derived from MI into an asynchronous and preprogrammed nurse-patient dialogue. The inductive approach used in codeveloping the content of the VP simulation was a transformative learning experience for the working committee.

With a view to professional development, nurses will have the opportunity to try this VP simulation, informed by experiential, theoretical, and empirical knowledge, and thereby help evaluate it. The standardized nature of the intervention is a strength of this approach that could be helpful for evaluation purposes. If the nurses’ relational competencies are enhanced, then the quality of the therapeutic relationship between nurse and patient may benefit and, ultimately, this can have positive repercussions on the health of people living with HIV.
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Abstract
Due to the coronavirus disease (COVID-19) pandemic, medical schools have paused traditional clerkships, eliminating direct patient encounters from medical students’ education for the immediate future. Telemedicine offers opportunities in a variety of specialties that can augment student education during this time. The projected growth of telemedicine necessitates that students learn new skills to be effective providers. In this viewpoint, we delineate specific telehealth opportunities that teach core competencies for patient care, while also teaching telemedicine-specific skills. Schools can further augment student education through a variety of telemedicine initiatives across multiple medical fields. The explosion of telemedicine programs due to the pandemic can be a catalyst for schools to integrate telemedicine into their current curricula. The depth and variety of telemedicine opportunities allow schools to continue providing high-quality medical education while maintaining social distancing policies.

Medical Education on Hold
On March 23, 2020, the Association of American Medical Colleges (AAMC) issued guidance on medical student involvement during the coronavirus disease (COVID-19) pandemic, recommending that medical students not participate in direct patient care, unless there is a critical workforce need, and only on a voluntary basis [1]. The COVID-19 pandemic has generated unprecedented stress for our national health care system. Consequently, it has created practical and logistical challenges for the learning environment that can have a lasting impact on medical education [2]. The widely varying predictions, regarding how long the pandemic will continue, raise questions as to when and how traditional clerkships will resume. In light of this, academic centers must consider new measures to continue their mission of training future physicians. There are potential technological solutions to the current challenge of clinical education during a time of social distancing.

The cornerstone of medical education is patient care. While direct patient care has been appropriately limited at most schools, the lessons learned from these critical patient interactions cannot be fully replaced by readings, lectures, case studies, or online modules. Certainly, direct in-person care has important educational value to the medical student. Although not an exact replacement for in-person care, institutions have a unique opportunity to bridge this current gap in clinical education with telemedicine. This viewpoint contributes to the ongoing discussion by offering specific guidance on how schools can incorporate medical students into the massive expansion of telehealth initiatives during and beyond the COVID-19 pandemic.

The Expansion of Telemedicine
In recent years, telemedicine has grown exponentially. Telemedicine applications have expanded from phone triage and ambulatory electronic visits (e-visits) to include mental health visits, virtual specialty consultations, and remote patient monitoring for chronic conditions.
health, postsurgical operation follow-ups, and specialty consults [3]. In support of the efforts to socially distance medical care during the COVID-19 crisis, health systems across the United States are ramping up their telehealth programs [4]. As both patients and providers grow more accustomed to these virtual interfaces during the pandemic, many will likely choose to continue using telemedicine going forward [5]. Even before the pandemic, the telemedicine market was predicted to grow from $38.3 billion in 2018 to $130.5 billion by 2025 [3]. Therefore, while telemedicine has seen an acute spike in response to the pandemic, it is anticipated that it will continue to be an important vehicle for health care.

**A Unique Skillset for the Telemedicine Provider**

With the imminent growth of telemedicine, teaching providers this unique skillset is essential for the success of future telemedicine programs. Practitioners who have not used telemedicine may find it difficult to translate their traditional interview and physical exam skills to the virtual sphere [6]. Furthermore, technical challenges are cited as one of the most common reasons for failure to implement telemedicine by providers [7]. These barriers are compounded by patient discomfort, possible technological illiteracy, and the stress associated with adapting to a new environment or system [6]. Additionally, a computer screen or phone makes for more detached patient interactions and distant provider–patient relationships [6]. When providers do not have the relevant skills, it becomes harder to concurrently adopt new technologies and maintain high-quality patient care. One study has found that trainees inexperienced with telemedicine struggled with gaining detailed histories or providing appropriate next steps—jumping straight to requesting unnecessary in-person visits [8]. A systematic review has found that courses have been successful in teaching telemedicine skills through dedicated curricula [9]. With the proper resources, these skills can be taught and therefore should become a key component of contemporary medical school curricula.

**Telemedicine Curriculum Considerations**

Education is critical to the future success of telemedicine implementation. Integration of telemedicine into undergraduate medical education allows for all future physicians to have access to this type of training. The American Medical Association (AMA) has similarly articulated the value of telemedicine curricula in medical schools and residency programs [10]. In addition, the United States Medical Licensing Exam incorporates telephone encounters into its Step 2 Clinical Skills exam [11]. Multiple curricular resources already exist that have identified core competencies for telemedicine for physicians [6,12]. Other health professions have even initiated discussions around establishing competencies associated with virtual care [13].

There are a number of suggested skills associated with optimal telemedicine care. These include but are not limited to the following: communication, physical examination, professionalism, and technological literacy. Communication skills include clear enunciation and the minimization of body motions, gestures, and colloquial speech [12]. These measures help to account for clarity that may otherwise be lost through online platforms [6]. Unique physical exam techniques that can be learned involve functional physical exams [6], application of remote monitoring devices [12], and collaboration with on-site providers. Virtual evaluations can extend to include home assessments, such as in-home mobility barriers [6]. Training for professionalism in a virtual domain can cover education on privacy concerns, electronic prescribing (e-prescribing), and reporting of practices [6,12]. Trainees should also learn technological skills such as screen sharing to discuss diagnostic findings [6], assessing for technological literacy [6], and coaching patients through the use of virtual health platforms [12].

Some programs have already started to institute courses to teach these telemedicine communication and evaluation skills. Among the most common curricular elements includes standardized patients [8,9]. However, creating simulations, training standardized patients, and implementing new technology may prove to be insurmountable barriers for medical schools in the current setting. Instead of recreating new technology solely for medical students, schools can engage students in clinical care through the same telemedicine technology that hospital systems are currently employing. Already, a select number of schools successfully expose students to telemedicine during traditional clinical rotations [9]. With the acute expansion of telemedicine, more schools could provide enriching telemedicine opportunities for their students.

**Envisioning Remote Clinical Education During COVID-19**

Telemedicine curricula could mimic traditional curricula that medical educators already employ with minimal adjustments, allowing for the continuation of clinical education during the pandemic. Students can easily access and get involved with telemedicine initiatives through technological platforms. For example, some electronic health record (EHR) platforms already integrate third-party platforms that would allow three-person calls [14]. Other options could be to implement Health Insurance Portability and Accountability Act (HIPAA)–compliant group-video options [15], or a three-way call led by the student. Third-party platforms often require institution licenses; however, with the dramatic growth in the last month, many of these platforms have become more readily available and have expanded their services [15]. Future access may require advocacy from medical schools for student licenses, or for clinician educators to share licenses with their students.

Educatings students through telehealth initiatives could parallel a majority of the 13 Core Entrustable Professional Activities for entering residency (EPAs) (Table 1). These EPAs were created by the AAMC to provide medical schools with curricular guidelines to ensure a uniform set of skills for all medical school graduates [16]. We identified several curricular activities for schools to integrate now and during the transition back to regular clerkships.

http://www.jmir.org/2020/7/e19667/
Table 1. Telemedicine curricular activities that align with each of the Association of American Medical Colleges’ Core Entrustable Professional Activities (EPAs) [16].

<table>
<thead>
<tr>
<th>EPA</th>
<th>Telemedicine curricular activity</th>
</tr>
</thead>
</table>
| EPA 1: Gather a history and perform a physical exam | • Clinical e-visit\(^a\)  
• Virtual consult |
| EPA 2: Prioritize a differential diagnosis | • Clinical e-visit  
• Virtual consult  
• Pathology/radiology cases |
| EPA 3: Diagnostic and screening tests | • Clinical e-visit  
• Virtual consult  
• Pathology/radiology cases |
| EPA 4: Enter and discuss orders and prescriptions | • Clinical e-visit  
• Virtual consult |
| EPA 5: Document a clinical encounter | • Clinical e-visit  
• Virtual consult  
• Pathology/radiology cases |
| EPA 6: Provide an oral presentation of a clinical encounter | • Clinical e-visit  
• Virtual consult  
• Pathology/radiology cases  
• Student-led patient education project |
| EPA 7: Clinical questions to advance patient care | • Post e-visit reflection  
• Virtual journal clubs  
• Student-led inquiry projects |
| EPA 8: Give or receive a patient hand-off | • Virtual standardized patients and Objective Structured Clinical Examinations [8,9] |
| EPA 9: Collaborates as a member of an interprofessional team | • Interdisciplinary rounds  
• Teleconsults [4]  
• Tumor board [17]  
• Group discussions with other health-professional schools |
| EPA 10: Recognize urgent or emergent situations | • Clinical e-visit  
• Telestroke team [18]  
• Teletrauma team [19]  
• COVID-19 call centers, forward triage response team [4] |
| EPA 11: Obtain informed consent for tests and/or procedures | • Clinical e-visits in surgery, surgical subspecialties, obstetrics and gynecology, etc [20] |
| EPA 12: General procedures of a physician | • Online procedure courses, augmented and virtual reality simulations, including CPR\(^b\) training and ultrasound techniques [20]  
• Participation in live-streamed surgical theaters [20] |
| EPA 13: Identify system failures and contribute to culture of safety and improvement | • Post e-visit reflection  
• Quality improvement training  
• Student reflections |

\(^a\)e-visit: electronic visit.  
\(^b\)CPR: cardiopulmonary resuscitation.

By integrating multiple EPAs, a single e-visit could provide students exposure to skills that they will employ throughout their careers. A telemedicine student visit could be similar to most other ambulatory student clinic visits. To ease patient burden and reduce confusion, ideally the patient, the medical student, and the physician would all be present concurrently at the e-visit. The attending could observe the student lead as much of the visit as possible, with a seamless transition when the attending takes lead of the conversation. Using telehealth technology, students could gather a history and perform a virtual physical exam (EPA 1), focusing on communication skills, rapport building, and functional physical exam maneuvers. Students could summarize their findings (EPA 6) to both the patient and attending in patient-friendly language. Depending...
on the comfort level of the patient, the physician could lead the student through a discussion of the possible diagnoses (EPA 2), potential diagnostic tests (EPA 3), or orders (EPA 4). This style would mimic “family-centered rounds,” providing the student the opportunity to think through an assessment and plan with direct patient input. Alternatively, the physician and student could discuss the clinical reasoning and key academic concepts after the patient’s call. Following the visit, the medical student would then document the encounter (EPA 5). To augment these visits, medical students could research topics inspired by patient cases (EPA 7) and discuss the impacts of telemedicine on health care (EPA 13). These examples show how the e-visit can provide in-depth, high-quality education. A single e-visit can provide the opportunity to teach medical students invaluable skills that they would otherwise not be able to obtain from reading case studies.

With the expansion of novel telemedicine applications into more fields, including procedural fields, students can continue to learn foundational knowledge through engagement in telemedicine even beyond the stereotypical telemedicine visit. In fact, involvement in virtual opportunities exist for all EPAs (Table 1), thus making telemedicine a powerful supplement to the traditional inpatient and outpatient clinical curriculum. In surgery and obstetrics and gynecology, students could assist with pre- and postoperative e-visits (EPA 11) [20]. Students can become educators for patients, by researching a topic such as diabetes nutrition strategies (EPA 7) and then leading a group virtual session with patients (EPA 6). Within the context of inpatient encounters, the aforementioned outpatient recommendations can be further adapted to the inpatient setting. For example, students could participate in virtual consults by talking to admitted patients via a tablet or other similar equipment following the above format (EPAs 1-6). In pathology and radiology, screen-sharing technologies could allow students to become involved in review of slides and imaging remotely (EPAs 2 and 3). Unique experiences such as opportunities to triage urgent cases may exist for hospitals that have telestroke [18] or teletrauma teams (EPA 10) [19,20], or to participate in virtual interdisciplinary rounds (EPA 9) [17]. Students could benefit from participating in as few as one opportunity to augment their online learning. Furthermore, with so many clinicians going online, the use of telemedicine in education is not dependent on a single department. With telemedicine opportunities now available in almost every field, students have the opportunity to learn a variety of skills in multiple specialties. Even if students are to return to the clinical setting soon, traditional clerkships may look different for them. For example, some students may have continued needs for self-quarantining while others may return to the hospital. For students in hospitals, there will likely still be patients admitted for COVID-19. In this context, telemedicine may provide a way to resume medical student education while maintaining a safe environment. For example, students can participate in consults or rounds without stepping into patient rooms through the use of tablets [4,5]. In fact, this is already a strategy for our institution’s burn center during multidisciplinary rounds. As previously stated, even as clerkships return and social distancing measures are relaxed, the high use of telemedicine will likely persist. Therefore, students could continue to participate in these e-visits during their clerkships. The vast array of telemedicine initiatives can be utilized to augment traditional clerkships, providing students with broader access to diverse learning opportunities.

Concluding Thoughts

As telemedicine is further implemented, clinical skills unique to remote care have become necessary. The rapid adoption of telemedicine due to the COVID-19 outbreak can serve as an opportunity to augment medical education curricula and to continue to provide medical students with critical educational opportunities when in-person encounters are limited. If hospital systems are already building and expanding videoconferencing and e-visit tools for providers, why not include students as well?
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Abstract

Physicians, nurses, and other health care providers initiated the #GetMePPE movement on Twitter to spread awareness of the shortage of personal protective equipment (PPE) during the coronavirus disease (COVID-19) pandemic. Dwindling supplies, such as face masks, gowns and goggles, and inadequate production to meet increasing demand have placed health care workers and patients at risk. The momentum of the #GetMePPE Twitter hashtag resulted in the creation of a petition to urge public officials to address the PPE shortage through increased funding and production. Simultaneously, the GetUsPPE.org website was launched through the collaboration of physicians and software engineers to develop a digital platform for the donation, request, and distribution of multi-modal sources of PPE. GetUsPPE.org and #GetMePPE were merged in an attempt to combine public engagement and advocacy on social media with the coordination of PPE donation and distribution. Within 10 days, over 1800 hospitals and PPE suppliers were registered in a database that enabled the rapid coordination and distribution of scarce and in-demand materials. One month after its launch, the organization had distributed hundreds of thousands of PPE items and had built a database of over 6000 PPE requesters. The call for action on social media and the rapid development of this digital tool created a productive channel for the public to contribute to the health care response to COVID-19 in meaningful ways. #GetMePPE and GetUsPPE.org were able to mobilize individuals and organizations outside of the health care system to address the unmet needs of the medical community. The success of GetUsPPE.org demonstrates the potential of digital tools as a platform for larger health care institutions to rapidly address urgent issues in health care. In this paper, we outline this process and discuss key factors determining success.

(J Med Internet Res 2020;22(7):e20469) doi:10.2196/20469
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**Introduction**

On March 17, 2020, the Twitter hashtag #GetMePPE went viral [1-3] as thousands of nurses, physicians, and other health care providers posted pictures of themselves with personal protective equipment (PPE). The pictures were accompanied by attestations of dwindling—or in some cases completely absent—stocks of face masks, N95 respirators, and other supplies, even as providers began to evaluate and treat patients with coronavirus disease (COVID-19). The hashtag drew an outpouring of public support and media attention [4] amplifying the PPE shortage (Figure 1); a website, GetMePPE.org, obtained over 62,000 signatures for its online petition for increased government support of, and funding for, PPE [5].

Figure 1. Example tweet from an individual who increased the viewership of #GetMePPE [4].

Simultaneously, a separate group launched GetUsPPE.org [6] with the goal of connecting people who needed PPE with individuals or organizations who had some available. The two groups came together on March 21, with the GetUsPPE.org webpage taking on the #GetMePPE petition as well as the coordination of PPE donation delivery. Only 10 days later, the site had over 120,000 views, the petition had over 10,000 signatures, and over 1800 hospitals and PPE suppliers had entered their information into the continuously updated database.

Currently, one month after the merger, a web application with automated attribution and a last-mile system has facilitated the delivery of hundreds of thousands of items of PPE in three trial cities (getusppe.org/data), and partnerships have been formed with the American Medical Association, the American Hospital Association, and a number of specialty societies [7]. The GetUsPPE.org website was rapidly launched to collect available supply and demand requests. Textbox 1 shows a list of the types of facilities that can request PPE on the website.
Textbox 1. Types of health care facility designations for the Request Donations page on the GetUsPPE.org website.

- Acute care hospital
- Freestanding emergency room
- Field hospital
- Hospital overflow facility
- Emergency medical services
- Urgent care clinic
- Nonacute care hospital
- Inpatient psychiatric facility
- Inpatient rehabilitation facility
- Residential substance treatment facility
- Nursing home or skilled nursing facility
- Assisted living facility or group home
- Homeless shelter
- Correctional facility or detention center
- Hospice
- Dialysis center
- Outpatient clinic (primary care or specialist)
- Public health clinic or community health center
- Indian or Tribal healthcare facility (any kind)
- Outpatient rehabilitation facility
- Dental or oral surgery clinic (providing urgent/emergency care)
- Home health agency
- COVID-19 test site
- Ophthalmic provider
- Clinical laboratory
- Pharmacy
- Mortuary or coroner's office
- Social services organization
- Other

Much like just-in-time manufacturing [8], we propose that this type of rapid website deployment will be a solution in the future when urgent health care scenarios arise.

Needs

At the time of writing, 56/60 US jurisdictions (93.3%) have reported cases of COVID-19 infection [9]; most states are experiencing sustained community spread. While analysis of US statistics is ongoing, in analyses from Wuhan, China, 26% of patients received ICU care, and the mortality rate was 4.3% [10]. PPE is critical to protect health care workers at the front lines of caring for these patients. According to US Centers for Disease Control guidelines for use of PPE in US hospitals [11], both N-95 filtering facemask respirators and powered air-purifying respirators should be accompanied by the use of a full-face shield, helmet, or headpiece. Prior experience with the Ebola virus and severe acute respiratory syndrome (SARS) affirm that PPE provides “the last physical barrier” between health care workers and infectious body fluids [12,13].

Despite this, health care providers across the United States are lacking basic PPE, including gowns and masks, as they care for sick patients with COVID-19 [14]. Evidence from past epidemics suggests that clinical workers are at much higher risk than the general population of being infected [15,16]. PPE shortages not only compromise the safety of health care workers but also put patients at risk. As health care providers fall sick, fewer of us are available to care for patients. The lack of PPE also results in higher infection rates within hospitals as staff move from patient to patient without proper protection. In the Wuhan case analysis, hospital-related COVID-19 transmission occurred in 41% of patients [10].
Application of Digital Tools

In less than 12 hours over the course of a weekend, a group of medical students, doctors, software engineers, and volunteers from around the US built and launched a web-based platform, GetUsPPE.org, to enable the public to answer the call for help. On the website, organizations requesting PPE report their name, organization type, and address, followed by their PPE needs (such as PPE types and conditions of acceptance). People or organizations interested in donating PPE provide their contact details and information about their supplies, and they indicate if they are available to deliver or ship them. We were immediately flooded with heartwarming support and offers to help, not only from a variety of existing sources of PPE but also from novel additive manufacturing facilities and homemade makers. More importantly, the site enabled us to collect signatures to push for government action, process PPE donations from a public now keenly aware of the problem, and facilitate distribution of the PPE to health care workers in need. The website now supports global affiliates, including India as a prominent partner [17].

We attribute the success of our digital platform to three key components. First, there was unity around a clear and common cause. Importantly, the effort was not limited to physicians but was extended to all staff impacted by the shortage of PPE. Through firsthand stories of paramedics facing exposure in the field, nurses treating patients who were coughing in their faces, housekeeping staff cleaning rooms without adequate protection, pharmacists assisting with intensive care unit medication dosing without masks, and concerned friends and family, it was clear that our platform was needed for health care workers of all types.

Second, as health care providers in the “trenches,” we leveraged social media to share what we were witnessing and give all stakeholders a voice. Using the #GetUsPPE hashtag, physicians shared photographs of themselves without proper PPE, video tutorials teaching each other how to create homemade PPE [18], and images of store shelves fully stocked with boxes of N95 masks [19] while hospitals had none [20]. Stories circulated quickly on Twitter and on other social media platforms, including stories of emergency physicians hospitalized after contracting COVID-19 on the job [21]. Later, the stories became more uplifting, with updates of community members coming together to support health care workers and donate PPE to hospitals and other health care organizations.

Finally, the digital platform itself is intuitive and easy for users to negotiate, and it was not difficult to develop. The website, while initially primitive, was created literally overnight with the aid of the increasingly large number of tools that facilitate building and maintaining websites for the uninitiated; after its quick launch, the site experienced rapid growth. The live launch and traffic catalyzed further development and collaboration with subject matter experts to quickly iterate multimodal technological solutions, including databases (eg, to store information regarding which hospitals are most in need of PPE), matching algorithms (eg, to match PPE donations with the closest hospital in need), and logistics capabilities (eg, to coordinate the manufacturing of PPE and delivery to hospitals).

Lessons

Our experience with #GetMePPE and GetUsPPE.org exemplifies the untapped potential of digital platforms to mobilize and enable a ready and willing public to alleviate some of the largest barriers faced by health care workers. The COVID-19 pandemic has illuminated the deficiencies of our health care supply chain, rendering traditional sources of support inadequate. Fortunately, digital literacy is increasing rapidly worldwide, and the general public is increasingly embracing digital media. However, the medical field has yet to take full advantage of this opportunity. Social media is just one example of a digital opportunity for health care providers to help increase the quality and efficiency of health care [22]. Current use of social media by physicians is mostly one-way rather than interactive [23]. However, it is critical for health care providers and organizations to create and participate in websites. While social media is essential for raising public awareness and excitement, a website enables health care providers to action this momentum to manifest tangible benefits for themselves and their patients.

Conclusion

GetUsPPE.org is just one example of the successful use of digital tools not only to voice needs, such as those of people working on the front lines of a pandemic, but to mobilize available resources at a speed we have rarely seen before. This initiative has demonstrated the efficacy, reach, and speed of digital platforms; however, it by no means represents the potential the medical community could achieve with full support and buy-in from larger national organizations or the federal government. To date, we have taken a bottom-up, grassroots approach, operating in entrepreneurial fashion, often donating our personal time and resources. It is interesting to imagine what we could accomplish with formal support. In this time of unprecedented crisis and need, we health care professionals have a responsibility to do everything we can to offer the best possible care, including ensuring that we can continue serving our patients without sacrificing either our safety or theirs.
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Abstract

People across the world have been greatly affected by the ongoing coronavirus disease (COVID-19) pandemic. The high infection risk of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) in hospitals is particularly problematic for recently delivered mothers and currently pregnant women who require professional antenatal care. Online antenatal care would be a preferable alternative for these women since it can provide pregnancy-related information and remote clinic consultations. In addition, online antenatal care may help to provide relatively economical medical services and diminish health care inequality due to its convenience and cost-effectiveness, especially in developing countries or regions. However, some pregnant women will doubt the reliability of such online information. Therefore, it is important to ensure the quality and safety of online services and establish a stable, mutual trust between the pregnant women, the obstetric care providers and the technology vis-a-vis the online programs. Here, we report how the COVID-19 pandemic brings not only opportunities for the development and popularization of online antenatal care programs but also challenges.
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Introduction

The coronavirus disease (COVID-19) outbreak has spread globally and caused a pandemic that has led to almost 10,000,000 diagnosed cases and 500,000 deaths as of June 28, 2020 [1]. The impact of COVID-19 can be greater in vulnerable populations. Pregnant women, for example, tend to be more physiologically and psychologically susceptible to infectious diseases, putting them at higher risk of maternal complications such as preterm birth, gestational hypertension, gestational diabetes, and miscarriage [2–4]. Appropriate antenatal education can be beneficial to them in many ways including reducing cesarean section rates, maternal and infant mortality, and anxiety.
problems as well as improve their general reproductive health outcomes [5]. In the context of the pandemic, pregnant women face an additional dilemma—they need professional antenatal care, there is a potential risk for cross-infection if they choose to visit a hospital to receive this service [6].

Recently, we performed a web-based survey among Chinese pregnant women via a national online platform (Banmi National Online Maternity School) to investigate their self-protection behaviors and attitudes toward antenatal care during the pandemic. A total of 983 Chinese pregnant women completed the questionnaire, and it was found that more than 80% had taken self-protection actions, such as wearing a face mask, handwashing, and home quarantine, to avoid being infected with severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) (Figure 1). Our findings indicate that about 20% of respondents were afraid of any type of consultation at a hospital, while over 40% feared in-hospital antenatal visits. Moreover, more than half considered or decided to cancel their in-hospital antenatal care visits and postponed their appointments. These behaviors and attitudes indicate that pregnant women were anxious and worried about potential infection in the hospital environment. Considering the dilemma mentioned above and the fear of some other unknowns from hospital visits, online antenatal care might be a preferable choice for pregnant women during this pandemic [7].

Figure 1. Pregnant women’s self-protection behaviors and attitudes toward antenatal care in hospitals.

Online Antenatal Care Programs Before the COVID-19 Pandemic

Online antenatal care programs can take various forms: online courses to deliver pregnancy-related information, mobile phone apps to motivate healthy behaviors during pregnancy, and mobile health (mHealth) apps to provide mental consultations [8,9]. Numerous studies have reported that a great majority of pregnant women search for pregnancy-related information on the internet [10,11]. However, the popularity of online antenatal care programs remains low.

Opportunities for Online Antenatal Care During the Pandemic

In the midst of the COVID-19 pandemic, it is advisable that pregnant women should stay at home and receive necessary antenatal care via online antenatal care programs. For example, online antenatal care programs may guide pregnant women to perform blood and urine glucose tests at regular intervals, especially for those with or at high risk of gestational diabetes mellitus (GDM). The obstetric doctor can then closely monitor patients’ glucose levels and provide appropriate dietary suggestions and medications. This would be helpful in decreasing the incidence and negative impact of GDM. Moreover, women can upload their daily blood pressure and simple home urine dipsticks results to an online system. This would allow monitoring for serious pregnancy complications such as preeclampsia. General gestational education and mental health consultation can be done through an online education program via voice or video calls. Pregnant women can also be guided to study pregnancy and labor instructions through books, and receive antenatal care education by online conferencing. All of these approaches would likely contribute to better labor preparedness, maternal experience, postpartum adjustment and outcomes, fewer infection risks, and more economic benefits to the health system and the women themselves. Therefore, pregnant women without any serious issues should use online antenatal care programs as an alternative to routine antenatal care.
care in a hospital at least to some extent. Learning to self-monitor while in lockdown or home quarantine is essential to prevent viral infection or spread [12]; this is especially important to pregnant women as they are more likely to have severe complications if infected with SARS-CoV-2 [13-15].

During the pandemic, daily necessities were scarce and the cost of medical appointments was substantially higher than usual. Many families lost employment and suffered a heavy economic burden. People who were unable to obtain or pay for sufficient medical resources were most vulnerable [16]. Online antenatal care can provide relatively less expensive medical services and diminish inequalities in health care due to its convenience and cost-effectiveness, especially in developing countries or regions. This could contribute to a reduction in medical resources inequality and help pregnant women resolve various health problems during the pandemic. Medical experts and institutions should strengthen the quality of online antenatal care in terms of skilled professional services, technology, and availability.

**Challenges of Online Antenatal Care During the Pandemic**

There are some challenges and areas for improvement associated with online antenatal care. A study in China found that many pregnant women had concerns about the reliability of online gestational information [17]. Therefore, it is important to establish close collaboration between hospitals and professional institutes to improve the quality of online programs, ensuring the reliability of their information. In the meantime, this can be combined with information technology products, such as using electronic devices with remote monitoring functions to monitor basic indicators such as fetal heart rate and movement, to serve as a proxy for some routine obstetric examinations. However, in certain circumstances, antenatal care in hospitals is irreplaceable (eg, high-risk pregnant women with or at risk of vaginal bleeding, abdominal pain, or other serious discomforts) [18]. In such cases, further obstetric examinations and consultations in a hospital are essential. Moreover, some specific antenatal examinations such as the Nuchal Translucency test, Down syndrome screening, and the Oral Glucose Tolerance Test should be completed in a hospital. The future of maternal care is likely to include technological innovations to address the above challenges. Due to this, more extensive, optimized maternal care services should be applied to reduce overall maternal morbidity and mortality if online antenatal care are to be further developed, popularized, and adopted as an alternative path to health care services for pregnant women.

Furthermore, it has been mentioned that less than one-third of the population in Africa and the Middle East use the internet, with a global usage rate of 51% in 2018 [19]. Therefore, in addition to improving online antenatal care, the popularization of both the use of the internet and mobile electronic devices is crucial to allow more pregnant women to receive online education and care. Network operators need to be improved to guarantee the widespread use of internet services during the COVID-19 outbreak. Governments should use their financial budget to support the popularization of modern electronic devices and internet service, which are essential for online antenatal care programs. Additionally, governments need to legislate relevant laws to regulate and protect the privacy of pregnant women when using online antenatal care services.

**Conclusion**

In summary, online antenatal care can be a useful, alternative option for pregnant women in need of basic antenatal care and mental health consultation. It can reduce unnecessary hospital visits and limit potential risks of infection among this vulnerable group during the COVID-19 pandemic. Efforts to implement online care is likely to result in multiple innovations and revolutionize antenatal care services both in China and globally. This will contribute to reducing maternal morbidity and mortality by providing opportunities for wider coverage. The popularization of online antenatal care programs is likely to have an economic benefit to both the health care system and to women in terms of cost, time, and manpower. This can improve overall maternal and reproductive health services and family life.
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Abstract

Biofeedback has shown to be a promising tool for the treatment of anxiety; however, several theoretical as well as practical limitations have prevented widespread adaptation until now. With current technological advances and the increasing interest in the use of self-monitoring technology to improve mental health, we argue that this is an ideal time to launch a new wave of biofeedback training. In this viewpoint paper, we reflect on the current state of biofeedback training, including the more traditional techniques and mechanisms that have been thought to explain the effectiveness of biofeedback such as the integration of operant learning and meditation techniques, and the changes in interoceptive awareness and physiology. Subsequently, we propose an integrative model that includes a set of cognitive appraisals as potential determinants of adaptive trajectories within biofeedback training such as growth mindset, self-efficacy, locus of control, and threat-challenge appraisals. Finally, we present a set of detailed guidelines based on the integration of our model with the mechanics and mechanisms offered by emerging interactive technology to encourage a new phase of research and implementation using biofeedback. There is a great deal of promise for future biofeedback interventions that harness the power of wearables and video games, and that adopt a user-centered approach to help people regulate their anxiety in a way that feels engaging, personal, and meaningful.
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Introduction

Background

The era of the quantified self is upon us [1]. Anywhere and at any time, we have access to an abundance of information about how our bodies are adapting to the world around us, be it through the internet, apps on our smartphones, or wearable devices. With these current technological advances, we are able to track, monitor, and regulate various aspects of our physiological and behavioral activation, ranging from heart rate to sleep patterns, to number of steps taken, and calories burned. The popularity of these devices and apps is increasing, and they are becoming increasingly simple to integrate into our daily lives, providing us with the means to take on a more active role in the management of our health and well-being [2-9].

Monitoring our physiological state informs us about not only our physical health but also our psychological well-being, as our physiology is intimately linked with our psychology [10-12]. In particular, our ability to monitor and modulate our emotional arousal, feelings, and expressions—our capacity for emotion regulation—is an integral part of mental health [13,14]. One fundamental aspect of emotion regulation is interoceptive awareness, which is the ability to sense and interpret internal physiological signals [15-18]. Furthermore, physiological dysregulation underpins breakdowns in mental health and psychopathology (eg, anxiety disorders) [19-24]. For some diagnoses such as generalized anxiety disorder and posttraumatic
stress disorder, physiological symptoms and dysregulation also serve as important inclusion criteria for diagnosis [19]. However, the majority of current interventions for anxiety and related disorders mainly focus on cognition and behavior, with physiology being seemingly undervalued.

The Promise of Biofeedback

Together with psychopharmacology, cognitive behavioral therapy (CBT) is currently viewed as the gold standard for the treatment of anxiety [25-27]. Although some components of CBT involve attending to the physiological signals of anxiety, such as self-monitoring and relaxation training, the core of CBT programs is aimed at modifying the maladaptive cognitive and behavioral components of anxiety instead [28-30]. This is an important limitation, as somatic symptoms are strongly related to the severity and level of impairment associated with anxiety [22,31,32]. Therefore, integrating training that facilitates the awareness, monitoring, and regulation of physiological signals might strengthen the effectiveness of anxiety treatment.

In recent years, there has been a rising interest in incorporating self-monitoring technology in the field of medicine and treatment of mental health [7,9,33,34]. In addition to fostering self-regulation, this type of technology also aligns with the current treatment needs as individuals seem to increasingly gravitate toward holistic forms of therapy that emphasize the mind-body connection and allow them to take on an active role in managing their health [7,35]. One promising form of self-monitoring technology is biofeedback. Biofeedback is the process of measuring an individual’s physiological states and feeding that information back to them so that they can learn how to change their physiological activity for the purpose of health improvement [35]. Biofeedback has an extensive history in science [36] and has been shown to be efficacious as a treatment for a large variety of physical [37-39] as well as mental health issues, including stress and anxiety [40-43]. Surprisingly, however, biofeedback has not yet been widely implemented in standard anxiety treatment. Instead, it is generally regarded as an alternative form of treatment [25]. The reported use of alternative treatment is fairly high among people with anxiety, with the most recent numbers indicating that 1 out of 6 (16%) patients with anxiety received alternative care in addition to conventional care [44]. Earlier studies reported numbers ranging between 110 out of 193 (56.7%) [45] and 430 out of 1004 (43%) [26]. However, the available estimate for the specific use of biofeedback among people with anxiety seems fairly small, specifically 3 out of 193 (1.6%) [45].

Part of the reason why biofeedback has not yet been incorporated in standard treatment programs is our general lack of understanding of the mechanisms by which biofeedback training actually works. Although some factors that can explain the effectiveness of biofeedback have been proposed, there is no existing model that encompasses the possible mediating or moderating factors that contribute to positive outcomes of biofeedback training and what should be implemented to strengthen its effects. Understanding the processes that lead to improvement is essential in intervention research, even though they are often overlooked [46]. In addition, practical limitations including hardware requirements, costs, time commitment, and lack of engagement may have prevented wide adaptation [47,48]. However, there have been some promising advancements in recent years that may address some of these limitations, such as the development of biofeedback-based video games, which may increase accessibility and engagement, especially for youth [49-57]. With these current technological advancements in biofeedback training and the accompanying surge in self-monitoring apps, we propose that biofeedback could have a second run in the treatment of anxiety.

Objective

This viewpoint paper reflects on the current state of biofeedback training for the treatment of anxiety. The theoretical and scientific background regarding the working mechanisms of biofeedback are reviewed. In addition, several key gaps in the empirical literature are highlighted, and reasons for these oversights are addressed. Subsequently, we propose an integrative theoretical model that combines factors that have been traditionally linked to the effectiveness of biofeedback with cognitive appraisals as determinants of the effectiveness of biofeedback training. Finally, a set of guidelines will be presented for future research and the design and implementation of a new wave of biofeedback training. These guidelines will be based on the integration of our theoretical model with the mechanics and mechanisms offered by emerging interactive technologies such as video games and wearables. Using these guidelines, we aim to encourage a new phase of research and implementation using biofeedback.

Techniques Used in Biofeedback Training

Operant Learning

One core technique that is integrated in biofeedback training is operant learning. In biofeedback training, feedback is given about physiological changes that occur. The complexity of biofeedback can vary from presenting raw signals of physiological activity (eg, heart rate variability [HRV], respiration, and electroencephalography [EEG] signals) to a moving frequency analysis [58]. In clinical and educational settings, additional aids are often provided by presenting feedback in the form of graphs, images, or sounds [59]. However, simply showing individuals their activity is insufficient. Instead, it is vital that individuals are actively taught, using operant (or instrumental) learning, how to change their physiological state, specifically by providing real-time feedback and reinforcement while regulation attempts are made [60-64].

In operant learning, positive reinforcement is used to shape an individual’s behavior by strengthening adaptive behavior through the use of rewards, which makes the original behavior more likely to occur [65]. In a typical biofeedback paradigm, an individual is placed in front of a computer screen on which feedback regarding their physiological state is presented. When the appropriate activity increases or inappropriate activity decreases, this change is followed by a pleasant response (eg, a pleasant tone). As sessions are repeated, the thresholds for receiving a reward are gradually modified, thereby stimulating the display of healthy physiological activity [66,67].
**Meditation Techniques**

In addition to operant learning techniques, biofeedback training often incorporates self-regulation techniques that are similar to meditation and mindfulness practices. Meditation is a practice consisting of various exercises that are meant to shift one's attention primarily to internal stimuli to achieve better well-being and emotional balance [31,68]. Mindfulness meditation likewise aims to shift one's attention to present experiences, but puts an additional emphasis on regarding experiences in a nonjudgmental and accepting manner [69,70].

Furthermore, similar mechanisms of change can be identified in both biofeedback and meditation. For instance, similar physiological patterns of change are found in response to biofeedback as well as meditation [71], such as a coherent cardiac rhythm [72,73]. Another similarity is that both practices encourage individuals to shift their attention to internal experiences. In biofeedback, this is achieved by using biosensors to provide individuals with feedback on changes in their physiological activity, whereas in mindfulness training, this is achieved by guided meditation exercises where individuals are prompted to shift their attention to the present moment and present experiences [69,70,74]. Both approaches also often train individuals to use slow, diaphragmatic breathing [58,75-79].

However, although both approaches try to enhance individuals’ internal attention, biofeedback specifically focuses on changes in physiological activity, whereas meditation aims for a broader focus on the present moment, including all present experiences. Furthermore, mindfulness meditation explicitly encourages individuals to regard observed sensations in a nonjudgmental manner [69,70], whereas biofeedback training does not. The core difference between meditation and biofeedback, however, is that meditation training does not provide feedback on how the person is doing in terms of regulating their stress. In contrast, biofeedback training gives participants continuous feedback on how they are doing in terms of physiologically regulating their stress. Thus, although there are various similarities between mediation practices and biofeedback, we argue that the feedback provided in biofeedback training is crucial to help people gauge their progress and to keep them engaged in the training.

**Working Mechanisms in Biofeedback Training**

**Interoceptive Awareness**

Various mechanisms have been proposed to explain the effectiveness of biofeedback (Figure 1). One of the core assumptions is that biofeedback leads to increases in interoceptive awareness, which in turn helps individuals to better regulate their physiology (Figure 1, paths A and B) [80-82]. Interoceptive awareness is our ability to sense and interpret internal and physiological signals, which is an important part of emotion regulation [13,15,36,83,84]. Scientific research on interoceptive awareness started in the field of psychophysiology back in the 70s and 80s, followed by a new wave of interest in the 90s sparked by the introduction of the somatic marker hypothesis [36,83]. According to this hypothesis, the interpretation of bodily sensations is closely associated with emotional processing and decision making [10,85].

The early days of interoceptive awareness research also gave rise to the idea that biofeedback training could help individuals improve their interoceptive awareness [36], and this assumption is still at the core of biofeedback research today [35,38,41,43,47,59,60,86,87]. The support for this claim, however, seems to be mostly theoretical in nature, as there is very little direct empirical evidence showing that biofeedback training systematically improves awareness of physiological states (Figure 1, path A). Equally important is that it is unclear if and when this internal acuity is adaptive [36,88,89].

Interoceptive awareness has been positively related to decision making [90,91] as well as various forms of emotional processing, such as emotional memory [92], emotion recognition [93], and emotion regulation [15-18]. Importantly, it seems that increased interoceptive awareness is not always better. For example, heightened interoceptive awareness has been linked to increases in anxiety [94,95] and has also been linked to various anxiety disorders such as panic disorder and social anxiety disorder [89,96-99]. In individuals with panic disorder, an increased focus on and the subsequent misinterpretation of physiological sensations is the main cause of panic attacks [96,100]. For individuals with social anxiety disorder, this vigilant attention to physiological sensations likewise impairs their ability to process information from their immediate social environment. Socially anxious individuals often interpret bodily sensations of anxiety as a confirmation that they cannot function well in social situations. Furthermore, these anxious individuals believe that their bodily sensations are clearly noticeable by others, which plays into their fear of being humiliated [89,97,101,102]. Thus, whether or not high levels of interoceptive awareness are adaptive seems to, at least in part, rely on how internal sensations are interpreted.

**Figure 1.** Traditional techniques and mechanisms thought to explain the effectiveness of biofeedback training.
**Physiological Changes**

Biofeedback training teaches individuals how to regulate their physiological activity [35], and the benefit of biofeedback is often attributed to the acquisition of these self-regulation skills. This belief is rooted in the large body of research dedicated to linking specific emotional states to specific physiological changes [36]. The strong physiological ties of anxiety make it a particularly fitting target for biofeedback, as biofeedback training addresses a wide array of physiological processes. The most prominent forms of biofeedback that are used for anxiety treatment and stress management are HRV biofeedback and neurofeedback.

**Heart Rate Variability Biofeedback**

The primary aim of HRV biofeedback is to create a balance in the autonomic nervous system (ANS). The ANS is divided into 2 branches: the sympathetic nervous system (SNS) and the parasympathetic nervous system (PNS). The SNS prepares individuals for action by increasing their heart rate, blood pressure, and cardiac output, whereas the PNS slows these processes as part of the restorative process [103,104]. Anxiety has mostly been tied to hyperarousal of the SNS, which is associated with physiological responses such as increases in breathing rate and intensity, heightened blood pressure, increases in electrodermal activity, increases in heart rate, and decreases in HRV [42,105]. However, anxiety can also be tied to disrupted PNS function, as is reflected in the low vagal tone that is exhibited by individuals with anxiety disorders [105-109]. Vagal tone is the inhibitory action exerted by the vagus nerve. Specifically, an increase in vagal tone lowers the heart rate and a decrease in vagal tone elevates the heart rate [108]. Vagal tone is used as a marker for emotion regulation, with a higher vagal tone reflecting effective emotion regulation and a lower vagal tone reflecting emotion regulation deficits [110-112].

As the name indicates, HRV biofeedback targets the variability in time (R-R) intervals between heart beats [113,114]. HRV is an important marker for emotion regulation as it reflects the interplay between the PNS and the SNS [110,114-117]. HRV has shown to be particularly sensitive to changes in emotional state, with positive and negative emotions often being readily distinguishable [72]. During negative emotions such as anxiety, there is less synchronization between the PNS and the SNS [118]. In particular, low HRV has been linked to a lack of emotional flexibility [119,120] and has been found to be present in depression [121,122] and anxiety disorders [105,106,109,123].

The primary aim of HRV biofeedback is to create autonomic balance by enhancing cardiac coherence, which is a heart rhythm oscillating at a frequency of approximately 0.1 Hz [39,58,72]. In common HRV biofeedback paradigms, this rhythm is achieved by training individuals to increase the amplitude of respiratory sinus arrhythmia (RSA) [39,58]. RSA is the cyclical change in heart rate occurring when the heart rate increases during inhalation and decreases during exhalation. RSA is commonly used as an index of vagal control of the heart, particularly parasympathetic control [124]. Low amplitudes of RSA are found in anxious and depressed individuals [125,126], and HRV biofeedback aims to increase these amplitudes [58]. In HRV biofeedback training, participants are often shown raw signals of their HRV or a moving frequency analysis. Participants are then instructed to pace their breathing to around 6 breaths per minute to maximize their RSA amplitude [58,75].

**Neurofeedback**

In addition to heart function, emotion regulation deficits in anxious individuals have also been linked to irregularities in electrical activity in various brain regions such as the amygdala and the prefrontal cortex [127,128]. Neurofeedback uses a brain-computer interface to provide feedback to an individual about their brain's electrical activity, which is measured by EEG electrodes placed on the scalp. The aim of neurofeedback training is to maintain the level of brain activity within a specified frequency range (eg, Theta 4-8 Hz) [61,129,130]. Effective neurofeedback training protocols for the treatment of anxiety have mostly focused on enhancing alpha, increasing higher theta activity, and inhibiting beta frequencies [66,67,131,132]. However, quantitative EEG is increasingly used to identify additional patterns of brain activity related to anxiety and to improve neurotherapy (for a detailed overview, refer to the study by Price and Budzynski [132]).

**Limitations and Gaps in Biofeedback Research**

Despite the fact that teaching individuals to change their physiology is central to both HRV biofeedback as well as neurofeedback, there is no convincing evidence as to whether these changes are indeed essential for positive treatment outcomes (Figure 1, path C). In fact, early evidence suggests that physiological changes may only account for a small percentage of variance in clinical outcomes [133,134]. In current efficacy studies, physiological changes are treated as secondary to clinical changes [39], with many studies failing to check whether subjects have been trained to criterion, thus lacking a demonstration that physiological responses have truly been altered [43]. When changes are monitored in neurofeedback, many individuals seem unable to effectively control their physiological activity [135]. However, even in the absence of significant physiological changes, or even when the change was in the wrong direction, significant clinical improvements can still be found [131]. In HRV biofeedback training, similar findings indicated improvements in symptoms of depression and anxiety, although no significant changes in HRV could be established [136]. In addition, improvements in anxiety were found even when sham feedback was given [137]. This could indicate that certain expectations or perceptions of control in relation to biofeedback training may be important determinants for the treatment outcomes of biofeedback [62,135]. However, empirical evidence regarding specific working mechanisms and possible influencing factors related to physiological changes in biofeedback training is lacking.

In the current biofeedback literature, the efficacy of biofeedback is attributed to the implementation of operant learning reinforcement and meditation techniques as well as changes in interoceptive awareness and physiology (Figure 1). Although there is indeed a wealth of theoretical speculation about the importance of these factors, the empirical evidence linking these processes to biofeedback outcomes remains scarce. Equally important is the fact that there are likely important mechanisms
that mediate the effectiveness of biofeedback that have not yet been investigated. Specifically, we propose that there is a set of cognitive appraisals that acts as a mediator between previously identified processes (eg, interoceptive awareness and physiological change) and anxiety reduction from biofeedback training. In the section Cognitive Mechanisms Underlying Biofeedback Processes, we introduce this set of cognitive mechanisms and discuss the importance of including them in a more comprehensive framework for understanding biofeedback training.

Cognitive Mechanisms Underlying Biofeedback Processes

Regulating physiology (such as heart rate) is only one aspect of emotion regulation. Emotion regulation also includes changing subjective experience (affective states) as well as cognitions [13]. Cognitive processes, including how we interpret and evaluate certain situations or feelings, play a major role in the onset and regulation of emotion as well as how we respond to and interact with our environment [11,13,138,139]. Evaluations and interpretations of certain events or situations are commonly referred to as appraisals, which are central to our current understanding of emotion [104,140]. Appraisals drive our entire emotional experience, including how our body reacts (eg, sweating or heart racing), how we feel (eg, anxious or calm), and how we take action (eg, avoid or approach) [139,141-144]. Furthermore, dysfunctional interpretations and attributions mediate recovery from mental health problems [145,146].

Appraisals may, therefore, be an important factor explaining or contributing to the effectiveness of biofeedback interventions that aim to help individuals with stress and anxiety.

The broad categories of appraisals include valence (eg, whether something is viewed as positive or negative); causal agency; evaluations regarding one’s potential to cope with or control a situation; and compatibility and relevance with regard to one’s goals, norms, and expectations. Different appraisals of the same situation or stressor can therefore lead to an array of emotional responses [140]. We suggest that there are varying levels of appraisals that are relevant to understanding the mechanisms by which biofeedback works: appraisals of the self, such as self-efficacy and locus of control, and situational appraisals, such as threat-challenge appraisals.

Self-Efficacy

When considering appraisal mechanisms by which biofeedback may work to regulate anxiety, appraisals about the self are particularly relevant [140,147]. For example, someone’s uncertainty regarding their ability to cope with a situation is highly predictive of anxiety [148]. Whether someone succeeds in self-regulation may therefore strongly depend on their self-efficacy, in other words, the belief that they can do it. Various meta-analyses have shown that self-efficacy is important for self-development, adaptation, and change [149]. Moreover, high self-efficacy is linked with better emotion regulation skills and general psychosocial functioning [150]. In contrast, low levels of self-efficacy are accompanied by high levels of anxiety [151-153]. In youth, self-efficacy has been found to be predictive of the development and maintenance of affective disorders [154,155]. Furthermore, self-efficacy is an important predictor of treatment outcomes for panic disorder [156]. Given the importance of self-efficacy in anxiety regulation, it is likely a key mechanism for effective biofeedback training.

Locus of Control

An additional way in which self-efficacy may be tied to biofeedback is by changing the locus of control. Locus of control refers to the degree to which individuals believe that they themselves have control over the outcome of events in their lives (internal locus) as opposed to forces outside of their control (external locus) [157,158]. People with high self-efficacy generally have an internal locus of control, believing that their own actions and decisions shape outcomes. In contrast, people with low self-efficacy have an external locus of control, often viewing their lives as beyond their control [149]. Control is an important factor that determines distress and anxiety in a given situation. Specifically, the less someone feels like they are in control, the more anxious they become [159-163]. Moreover, perceived control has been shown to predict outcomes of mental health therapy, with stronger feelings of control being linked to better outcomes [164]. The amount of control someone feels in biofeedback paradigms may therefore influence the success of the training [60,162,164].

Over the course of biofeedback training, with repeated practice and continued feedback on physiological changes, participants in training may increasingly believe that they themselves can influence the outcome of the intervention, in turn leading to a decrease in distress and anxiety. If biofeedback training indeed leads to an increased internal locus of control and locus of control directly influences anxiety, this may also explain why positive therapeutic outcomes of biofeedback can still be present even in the absence of significant physiological changes or when sham feedback is given.

Threat and Challenge

Appraisals of the self often interact with more specific appraisals regarding the situation at hand to determine how anxious someone is and whether they are able to regulate their anxiety. For instance, when personal resources are perceived as greater than the situational demands posed by a stressor, the situation is likely to be appraised as a challenge. However, when situational demands are perceived as exceeding personal resources, the situation is more likely to be appraised as a threat [36,165-167]. Therefore, someone with high self-efficacy is more likely to view difficult tasks as something to be mastered (ie, a challenge) rather than something that should be avoided (ie, a threat) [168].

Challenge and threat appraisals are both related to activation in the SNS. However, they differ in how they prepare the body for action. When individuals enter a threat state, the body responds by activating the hypothalamic-pituitary-adrenal axis, leading to increases in cortisol production. In addition, downstream vascular resistance increases and cardiac efficiency decreases. These changes prepare the body for damage of a physical or social nature. In contrast, when individuals are in a challenge state, there is an increased activation of the sympathetic-adrenal-medullary axis, which results in increased oxygenation of the bloodstream to the brain and peripheral sites.
and vasodilation, leading to increased cardiac efficiency. These changes prepare the body for approach-oriented behavior [166].

In biofeedback training, the goal is to change a person’s physiological activity from an erratic state to one where there is increased cardiac efficiency and synchrony between the parasympathetic and sympathetic branches of the ANS, that is, a state of autonomic balance or homeostasis [39,58,72,118]. However, the extent to which homeostasis is maintained may not solely depend on practice and feedback but may also be determined or moderated by how physiological activity is appraised over the course of biofeedback training. According to the threat-challenge model, these appraisals are key to changing physiology, cognition, and behavior in stressful situations [166,169]. Indeed, reappraising stress arousal as helpful rather than harmful has been shown to effectively reduce attention bias to threat cues and improve physiological functioning, resulting in decreased vasoconstriction and increased cardiac efficiency [170]. Thus, another way in which biofeedback may work is by helping individuals to shift from interpreting their physiological arousal as being indicative of a challenge rather than a threat.

An Integrative Model of Biofeedback Training

We began by reviewing the main factors to which the effectiveness of biofeedback has conventionally been attributed, including the implementation of operant learning and meditation techniques and changes in interoceptive awareness and physiology (Figure 1). We suggested that cognitive processes have been largely neglected in biofeedback research even though they play an important role in emotion regulation and adaptive trajectories of anxiety treatment [11,13,138,139,145,146]. Several cognitive appraisal dimensions were identified that may be important determinants of adaptive trajectories within biofeedback training. Specifically, we identified appraisals varying from appraisals of the self to situation-specific appraisals. In the section Real Time Change we propose an integrative model that combines and causally links these appraisals with previously identified mechanisms to explain the effectiveness of biofeedback. In this model, we pay particular attention to both the real-time changes that occur within single biofeedback sessions and the developmental changes that may happen as a result of repeated exposure and training.

Real Time Change

Figure 2 summarizes our integrative model of biofeedback effectiveness on a real-time scale. We propose that the relationship between interoceptive awareness and anxiety regulation could be mediated by changes in a person’s moment-to-moment appraisals (Figure 2). Focusing on these real-time processes could potentially address conflicting results in past research on biofeedback. On the one hand, increasing interoceptive awareness through biofeedback is thought to facilitate anxiety regulation. On the other hand, we also know that an increase in physiological awareness can lead to an increase in anxiety [94,95]. Examining how cognitive appraisals may interact in a feedback process in real time with interoceptive awareness helps us make sense of these contradictory findings.

At the start of biofeedback training, participants with heightened anxiety symptoms may begin with low interoceptive awareness, and they may not yet be able to effectively self-regulate. However, as biofeedback training continues, awareness of physiological signals may increase as participants begin to detect changes in their physiology. Importantly, however, this increase in awareness may only have a positive effect on self-regulation when certain appraisals are elicited. For instance, when a person becomes aware of physiological sensations and changes related to their anxiety but they have low self-efficacy, their ability to effectively self-regulate may be impeded and give rise to further anxiety. Alternatively, a person with higher self-efficacy who becomes increasingly aware of changes in their physiology may feel more competent to focus on the training and regulate that physiology. Thus, appraisals such as self-efficacy and locus of control may influence the real-time effects of biofeedback training within individual sessions. However, we argue that for lasting improvements in anxiety to be realized through biofeedback, repeated sessions are needed for locus of control, self-efficacy, and threat-challenge appraisals to change and stabilize into more resilient patterns.

Developmental Change

Some mechanisms of change may already occur within a single biofeedback session, but it is likely that repeated exposure is essential for changes to become automated and internalized.
Figure 3. Model of developmental change showing repeated practice leading to changes in mindset, stress reactivity and recovery, and a trait proclivity to feel anxiety.

Mindset
Before someone engages in a biofeedback training, they already have certain expectations regarding the efficacy of the training and their ability to change. These expectations are tied to a general belief system regarding the malleability of traits. Someone with a growth mindset believes that traits are malleable and change as a result of circumstances and situations. In contrast, someone with a fixed mindset assumes that traits are stable across time and situations [171,172]. Having a fixed mindset compared with a growth mindset has been found to predict psychopathology [173,174]. Furthermore, a recent study found that students who received a growth mindset intervention viewed stressors as less threatening and showed more adaptive physiological responses, which resulted in better performance outcomes, such as better grades [175]. Differences in individual performance and improvement in biofeedback paradigms may likewise be influenced by someone’s initial mindset with regard to the malleability of self-regulation skills.

Someone with a growth mindset may have a stronger belief that, through practice, they will be able to effectively exert control over their physiology and will regard the training as a positive challenge. This is because individuals with a growth mindset believe change can be obtained through effortful engagement and they regard failure as a sign to remain engaged and bolster one’s efforts [176]. Training as a positive challenge may improve not only someone’s performance in the training but also their physiological functioning [170]. Furthermore, we argue that biofeedback training may lead to changes in people’s mindset. In initial training sessions, participants may start out with a fixed mindset, low self-efficacy, and a low internal locus of control. However, as participants practice repeatedly and observe their progress in terms of self-regulation, they begin to learn that they are indeed able to effectively change their physiology; this awareness, in turn, may influence their mindset. Specifically, someone who previously had a more fixed mindset with regard to their ability to self-regulate could shift toward a more growth-oriented mindset as the training continues.

Stress Reactivity and Recovery
Over the course of biofeedback training, participants are also likely to change how they physiologically and psychologically respond to stressful situations (ie, their stress reactivity) [177] as well as the speed at which they are able to recover after the stressor has ended (ie, their stress recovery) [177]. In particular, anxious individuals exhibit increased stress reactivity and slower stress recovery [177-179], but with repeated practice, they may be able to change their reactivity and increase the speed at which they recover. Specifically, as participants receive practice in changing their physiological activity, they are likely to increase the speed at which they are able to do so. Furthermore, as they receive feedback on their progress, they may change the way they perceive changes in physiological activity and their ability to control this change. For instance, instead of being hypervigilant toward bodily cues and changes in physiology, which often results in increases in anxiety, they may tune their attention to a more balanced, optimal level of engagement. It is likely that riding this more balanced form of attention to physiology feels more like a flow state [180,181] and results in more positive, agentive, and challenge-based appraisals of the...
situation. In turn, these challenge-based appraisals will improve stress reactivity and may help individuals to recover more quickly from being exposed to stressors [166,169,170].

**Trait Anxiety**

With repeated practice, as the self-regulation techniques and changes in cognitive mechanisms become more internalized, people may become more adept at appraising and regulating their physiological and psychological responses to stressful situations. Over development and repeated training sessions, we propose that an increased growth mindset and more adaptive stress reactivity and recovery will develop in concert with lower day-to-day levels of anxiety (ie, their trait anxiety).

**Implications for Research**

Studies testing the effectiveness of biofeedback training have primarily focused on outcome measures. However, to update theoretical models that link physiology to emotional states, and to improve outcomes from biofeedback interventions, it is vital to study how individuals change with repeated practice and exposure and how outcomes may be tied to certain mediators and moderators. In particular, there seems to be a great deal of promise in studying the appraisal processes outlined in Figures 2 and 3 as mediators within individual sessions as well as across sessions to determine how they influence developmental outcomes.

To capture the mechanisms of change, experimental studies need to be set up in such a way that measurements of interest are repeated within and across multiple training sessions. For instance, training at the very beginning may make individuals feel like they do not have a lot of control over their physiology and the way that they feel, but this perceived control may increase over the course of the training. By assessing locus of control at multiple times during the training, the extent to which changes in these appraisals, in real time, predict or perhaps mediate the effect of the training on anxiety symptoms can be examined. Subsequently, by examining at what point in the training and which particular circumstances these changes occur, future training programs can be designed to amplify these changes and subsequently maximize positive outcomes.

Although it is important to capture change, it is also important to examine how certain beliefs or characteristics present before starting the training (ie, cognitive moderators) may influence performance or how quickly someone learns to self-regulate. For example, someone with a growth mindset who believes that they are able to change their ability to self-regulate through practice may be more receptive to feedback about their physiology, viewing the training as an opportunity to better themselves. In contrast, a fixed mindset may initially inhibit progress in the training, as physiological sensations of anxiety and feedback on physiology may be interpreted as threatening. Thus, in studies focused on evaluating the effect of a biofeedback training, it seems important to include mindset as a moderator in the analyses. Alternatively, participants can be divided into groups using a particular cutoff of the characteristic of interest. The extent to which individuals with one particular trait (such as growth mindset) improve more than those with a fixed mindset can be examined. It would also be interesting to track the trajectories of change over the course of the various training sessions to determine whether they differ between groups. Information about the influence of certain traits and characteristics can inform us about who is an ideal participant for biofeedback training and why, such that future interventions can be improved and better targeted. For instance, if the results indicate that individuals with a growth mindset respond better to biofeedback training, then it may be more effective if the training is adapted in such a way that expectations related to this type of mindset are primed early on in the intervention.

**Implications for Designing New Biofeedback Interventions**

Thus far, we have proposed a new integrative model that presents several cognitive appraisals as possible moderators or mediators of adaptive outcomes in biofeedback training and have suggested ways in which these appraisals can be assessed in future experimental studies. Furthermore, we emphasized that adaptive and lasting developmental changes can only be achieved by repeated practice. Our design recommendations follow from these points, emphasizing 2 main sets of suggestions. First, biofeedback interventions should work optimally if they enforce all factors in our model, including interoceptive awareness and physiological change as well as the newly proposed cognitive mechanisms. Second, these interventions need to be designed to keep individuals intrinsically motivated and engaged enough to keep practicing over several repeated training sessions. In the following sections, we describe how specific design aspects of interactive technology, such as video games and wearables, could be integrated with biofeedback training to optimize the factors described in our integrative model.

**Interoceptive Awareness**

Even if someone may become increasingly aware of their internal state while engaging in biofeedback training, it may still be difficult to notice changes in physiology in someone’s daily life. Although continued practice may increase the likelihood that changes and skills transfer to outside the training context, this process may be further enhanced by using wearable self-monitoring technology. Wearable technology is becoming increasingly easy to integrate in our daily lives [9]. There are already a large number of mobile phone apps available that are either linked to internal sensors (eg, global positioning system or pedometer) or external sensors (eg, heart rate sensors), which can generate real-time information or provide daily, weekly, or even yearly overviews of a person’s activities, mood, and physiology. Using these wearables may not only increase someone’s interoceptive awareness but may also provide information regarding the contexts in which certain internal changes are most likely to occur. Furthermore, providing an overview of how someone has changed over a certain period may foster a growth mindset as it emphasizes their malleability. Finally, reports provided by wearables may also be valuable for clinicians as they can more closely monitor their clients’ improvement or deterioration and identify contexts in which certain exercises or interventions may be most effective.

At this point, it is important to emphasize that although interoceptive awareness is an important aspect of emotion...
regulation, merely increasing this awareness may actually result in an increase in anxiety [94,95]. Continuously providing feedback on whether a desired level of physiological activity is reached may lead to extreme attention vigilance and be counterproductive for those anxious people who already focus too much on their internal states. Therefore, fostering a balanced awareness may be a better approach for biofeedback training for anxiety reduction. To achieve this balance, the training should be designed in such a way that other elements in the environment provide opportunities to disengage from attending to physiological activity. For instance, in the biofeedback video game Dojo [49-51], there is a figure of a seated human with a heart displayed in the corner of the computer screen that changes color based on the player’s HRV. Specifically, the heart changes in color from red to orange to green, with green being the most optimal level of HRV. Using this type of stimulus clearly communicates changes in the physiology of the player; however, having it continuously present may result in a singular focus on their internal state. Thus, making the training context more engaging in different parts of the game and leading participants’ attention away from the heart representation for short periods is likely a more optimal strategy. It may actually be most effective to move away from explicit representations of heart rate, pulse, and other bodily representations of stress and arousal.

If the digital context where self-regulation is practiced is engaging enough (eg, by offering thrilling or beautiful environments to explore where stimuli respond to changes in physiology), these design features may craft a more balanced attention landscape. Practicing in this type of landscape may change from a vigilant form of interoceptive awareness to a state of concentrated relaxation in which participants are aware of their arousal, but instead of fighting it or losing themselves in it, they are in control and move along with it. Gamers have described this state of concentrated relaxation as feeling completely focused and concentrated but at the same time feeling like they are able to let go of both [182,183]. For example, the game Nevermind [52], in addition to using explicit representations of HRV (a heart changing in color), also uses atmospheric changes that reflect the player’s level of arousal. Players find themselves in an eerie environment that becomes more or less unsettling depending on how well the player is able to self-regulate their arousal. The screen becomes more distorted or ominous noises become even more pronounced as the person feels more anxious. Moreover, specific scenic elements are used, such as the kitchen that floods with milk, the more anxious the player becomes. In addition, the game also includes challenging puzzles that require the player’s attention, which means they cannot singularly focus on changes in their HRV [53]. Another exemplary biofeedback app is DEEP, which integrates atmospheric forms of biofeedback [54]. In DEEP, players receive feedback on their breathing by means of a circle that enlarges and shrinks in accordance with the player’s breath. Although this circle is always directly in the player’s line of sight, the game environment is designed in such a way that it grabs the attention and invites players to explore the beautiful underwater world with its vibrant flora and fauna that respond to players’ breath. For example, some of the plants mirror players’ in and out breath by growing and shrinking or becoming more or less bright [55,56]. As these examples demonstrate, there is a great deal of promise in integrating biofeedback into engaging environments where participants are made aware of their internal states but feel competent and able to focus on the task at hand.

**Self-Efficacy and Locus of Control**

One of the foremost sources of information from which we derive our sense of self-efficacy is the genuine experience of mastery [184]. Specifically, our feelings of competence and confidence are largely based on earned failures and successes [184,185]. A sense of mastery can be felt when a task’s level of challenge is aligned with our perceived level of competence. In the developmental literature, this ideal balance between challenge and guidance is known as the zone of proximal development [186]. Putting players in this sweet spot of challenge to keep them motivated and engaged is something that video game designers excel at, as is demonstrated by the large number of individuals that play games and by the number of hours that they play them [187-189].

This balance of challenge and difficulty experienced in games is also referred to as a state of flow. Flow is experienced when individuals are immersed in a task, with energized focus, full involvement, and enjoyment in the process of the activity. This flow state coincides with a high sense of control and a loss of self-consciousness [181]. Notably, flow has also been linked to increased self-esteem and decreased anxiety [190]. To achieve a flow state, clear goals must be set beforehand and there must be a possibility to monitor progress. In addition, clear and immediate feedback needs to be given with the aim of balancing the perceived challenge and one’s perceived skills [180]. Some of these conditions are already an inherent part of biofeedback, such as immediate feedback and the ability to monitor progress. However, most biofeedback training programs are not specifically designed with flow states in mind. Video games are designed in such a way that flow states are likely to occur as the difficulty level dynamically adapts to the player’s current level of mastery, ramping up whenever the skill of the player increases [191]. Although some biofeedback programs do in fact dynamically adjust the level of difficulty, participants may still not experience mastery. To accomplish a true sense of mastery, it is not only important to balance the level of challenge but also to balance rewards and acknowledgments of success. Providing rewards when appropriate instills a sense of accomplishment and pride. However, if challenges are too easily overcome and rewards are disproportionately doled out, the same sense of accomplishment is not felt due to ill-gotten gains [192]. When designing biofeedback interventions, it may therefore be beneficial to focus on facilitating flow and genuine mastery experiences, thereby creating experiences where participants feel competent, in control, and focused on the goals in the training but are still aware of their physiological arousal.

**Threat and Challenge**

Clinical interventions often focus on decreasing physiological arousal as increases in arousal (eg, quickening of the breath and an increase in heart rate) are often associated with negative emotional states such as anxiety. Interventions that focus on changing appraisals of stress from a threat to a challenge do not focus on reducing arousal or inducing relaxation per se, but
instead aim to change the way the arousal is interpreted and experienced [169,170,193]. Interventions aimed at changing threat-challenge appraisals either directly target arousal interpretations or target higher-level belief systems such as growth mindset. When directly targeting threat-challenge appraisals, participants are often provided with information in a written, oral, and sometimes video form, which demonstrates that arousal is not harmful but rather a functional response of the body that aids performance in challenging and stressful situations. Interventions focused on fostering growth mindset use similar strategies but have an additional emphasis on people’s ability to change (for a complete review of threat-challenge manipulation strategies, refer to the study by Jamieson et al [193]). Appraising arousal in a positive manner has been shown to lead to more adaptive stress responses [166] and even better academic performance [169,175].

To encourage challenge appraisals, feedback messages could be implemented in biofeedback training before and throughout biofeedback training, which frames arousal as adaptive. However, a downside to integrating these types of messages is that they are fairly explicit, which may clash with the more implicit, bottom-up type of feedback that is delivered through biofeedback. Therefore, if feedback messages are integrated, they should nicely blend into the environment. One successful example of this type of integration can be found in the phone-based companion app called #SelfCare [194]. In this app, which aims to provide relaxation and mindfulness training, users are invited to stay inside their virtual bedroom where they can interact with objects in the environment and play some minigames. When interacting with the app, messages pop up on screen that encourage the user to observe how they feel, such as “Is there tension somewhere?,” “Where does this tension come from?,” and “What can we learn from it?”. These types of messages frame bodily sensations and arousal as informative, similar to threat-challenge manipulation strategies [193]. Furthermore, the user is addressed in a comforting and encouraging way, such as “There’s no hurry, we can stay as long as we’d like.” However, the messages do not feel patronizing or forced because they are phrased in a personal and relational way and because they blend in with the soothing and safe atmosphere of the environment. Thus, although biofeedback training may benefit from integrating feedback messages that frame arousal as functional and encourage a growth mindset, we argue that caution must be given so that it is well balanced with the design.

In previous sections, we posited that merely interacting with biofeedback could already help individuals to appraise increasing arousal from a perspective of challenge as they witness that arousal as something they can control. However, the environments in which participants train are often fairly neutral, and participants are rarely given the opportunity to practice in situations that increase their arousal [57]. We argue that especially when it comes to anxiety, it is important that individuals practice in contexts where feelings of anxiety are actually triggered, similar to exposure exercises in anxiety treatment [195]. When practicing self-regulation within contexts that evoke arousal, the likelihood increases that skills are transferred outside of the training to stressful situations where these skills are needed most. Moreover, when practicing within these contexts, reappraisals of arousal are more likely to occur than practicing in a neutral or relaxing setting [196,197]. Some biofeedback-based games such as Nevermind [53] and Mindlight [198] have already adopted the use of anxiety-inducing settings. The latter game, Mindlight, has also been shown to be as effective in relieving anxiety as CBT [199]. Ideally, stressful training environments are designed to increase arousal, but they also allow individuals to directly interact with and exert control over the environment so that they feel immersed, in control, and motivated to continue.

**Mindset**

Although biofeedback training may already implicitly change participants’ mindset as feedback with regard to change and progress is constantly provided, incorporating design elements that explicitly facilitate a growth mindset may further strengthen the training’s effects. Various approaches have been used in previous interventions to foster a growth mindset, such as providing individuals with excerpts from scientific texts, showing them educational videos, or giving them writing exercises. All these strategies focus on priming individuals with or explicitly displaying information that emphasizes people’s ability to change [175,200]. These mindset interventions have shown positive results in improving physiological responses, work performance, affective responses, and health outcomes (for overview, refer to the study by Jamieson et al [193]).

Although biofeedback training may already foster a growth mindset by providing feedback with regard to physiological change, the training may further benefit from including elements that are explicitly designed to emphasize a person’s malleability. For instance, feedback messages in initial biofeedback sessions could be adapted so that they not only indicate how someone is currently doing but also highlight their rate of improvement and that they have the potential to further improve. Furthermore, participants can be provided with regular opportunities to check their progress throughout the course of the training. For instance, they could be shown a visual representation of all changes that they went through from the first session onward. Specifically, feedback messages in the initial session can be used to demonstrate the possibility of change, and showing explicit evidence of a person’s progress can serve as a more concrete representation of improvement. Furthermore, for these growth mindset microinterventions, it is essential to structure the specific feedback messages such that they reinforce and focus on the participant’s efforts instead of emphasizing that the participant is a competent person [176]. For instance, messages should not focus on personal traits such as “You’re awesome!” or “You’re so smart!” Instead, these messages should highlight progress and effort such as “You’re doing great, it’s clear that you are improving!” or “Keep at it, you’ll figure it out!” Adding these types of feedback messages could result in someone adopting a growth mindset regarding their ability to self-regulate.

**Engagement as a Prerequisite for Change**

In the previous section, we have shown how future biofeedback interventions can be designed in such a way that they optimize all factors in our integrative model (Figure 3). Several of these
suggestions focused on harnessing the power of new technologies such as video games and wearables. These forms of technology can directly target some of the suggested mechanisms and are also more likely to keep users engaged and motivated. However, although we have proposed that using these forms of technology is promising in terms of accessibility and engagement, we also suggest that merely integrating game elements or wearables into a biofeedback intervention is not sufficient to guarantee user engagement. For instance, the use of wearables has increased in recent years, and one-third of all adopters stop using their devices after a couple months [201]. A similar lack of adherence and uptake has been observed for the use of digital mental health apps, including game-based interventions [202-205]. For wearables, the observed drop in usage is attributed to the fact that many of these apps suffer from poor user research (or none at all), which results in unsatisfactory user experiences [7,206]. A similar lack of user-centered approaches and design principles has been posited for digital mental health interventions [202,204].

One possible solution to avoid the same pitfalls in the design of the next generation of biofeedback interventions may be to adopt design thinking principles and practices. A recent paper by Scholten and Granic [204] outlined how design thinking could be used to improve digital mental health interventions. Design thinking focuses on empathy, multidisciplinary ideation, and experimentation. The design thinking approach puts the needs of the user at the center of the development process. Furthermore, there is cross-disciplinary teamwork and collaboration, and the development process consists of rapid prototyping and iterative testing of services [204]. Although this is just one suggested approach, its emphasis on user engagement integrated with a strong design foundation that tailors the intervention or app to the user’s needs seems particularly promising.

Conclusions

With current technological advances and the increasing interest in the use of self-monitoring technology to improve mental health, we argue that this is an ideal time to launch a new wave of biofeedback training. Our hope for this paper was to inspire a new phase of research and implementation of biofeedback training. We reviewed the more traditional techniques and mechanisms thought to explain the effectiveness of biofeedback: operant learning and meditation techniques, interoceptive awareness, and physiological change. We then identified several cognitive appraisal dimensions as potential determinants of adaptive trajectories within biofeedback training, including self-efficacy, locus of control, and threat-challenge appraisals. Subsequently, we proposed a new comprehensive model addressing real-time as well as developmental processes of change. Specifically, we posited that the relationship between changes in interoceptive awareness and anxiety regulation in individual sessions may be mediated by changes in a person’s moment-to-moment appraisals such as self-efficacy and locus of control. Furthermore, we highlighted the importance of repeated exposure and practice to achieve adaptive and lasting developmental changes in growth mindset, stress reactivity and recovery, and trait levels of anxiety. Finally, we presented guidelines for the design of future experimental studies as well as new biofeedback training programs and apps that are in line with our integrative model. In summary, there is a great deal of promise for future biofeedback interventions that harness the power of wearables and video games and that adopt a user-centered approach to help people regulate their anxiety in a way that feels engaging, personal, and meaningful.
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Abstract

Digital technology, which includes the collection, analysis, and use of data from a variety of digital devices, has the potential to reduce the prevalence of disorders and improve mental health in populations. Among the many advantages of digital technology is that it allows preventive and clinical interventions, both of which are needed to reduce the prevalence of mental health disorders, to be feasibly integrated into health care and community delivery systems and delivered at scale. However, the use of digital technology also presents several challenges, including how systems can manage and implement interventions in a rapidly changing digital environment and handle critical issues that affect population-wide outcomes, including reaching the targeted population, obtaining meaningful levels of uptake and use of interventions, and achieving significant outcomes. We describe a possible solution, which is to have an outcome optimization team that focuses on the dynamic use of data to adapt interventions for populations, while at the same time, addressing the complex relationships among reach, uptake, use, and outcome. We use the example of eating disorders in young people to illustrate how this solution could be implemented at scale. We also discuss system, practitioner-related, and other issues related to the adaptation of such an approach. Digital technology has great potential for facilitating the reduction of mental illness rates in populations. However, achieving this goal will require the implementation of new approaches. As a solution, we argue for the need to create outcome optimization teams, tasked with integrating data from various sources and using advanced data analytics and new designs to develop interventions/strategies to increase reach, uptake, use/engagement, and outcomes for both preventive and treatment interventions.

(J Med Internet Res 2020;22(7):e17493) doi:10.2196/17493
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Introduction

Digital technology, which includes the collection, analysis, and use of data from a variety of digital devices and other sources, has the potential to reduce the prevalence of mental health disorders and improve mental health in populations by integrating preventive interventions to reduce incidence with clinical interventions to reduce existing cases, both of which are needed to reduce the prevalence of mental health disorders, into health care and community delivery systems. Furthermore, digital technology has the advantage of collecting large amounts of information that can inform preventive and intervention processes. Such data need to be analyzed and, even more importantly, used to adapt and improve a variety of interventions, including digital ones, toward optimizing outcomes. The process of optimizing outcomes needs to be dynamic and responsive to the rapid changes in the use of digital technology, consumer interests and preferences, and regulations among other factors as well as to enable rapid changes in the content and process of intervention delivery (a study by Michie et al [1] provides an excellent overview of challenges in developing and evaluating digital interventions targeting behavior change as well as methods for doing so). At the same time, interventions need to be designed in partnership with stakeholders and consumers to increase the likelihood of subsequent implementation and dissemination [2-6].

The need to find novel solutions for improving mental health outcomes in populations is based on extensive data, showing that mental health disorders are very common and severely undertreated. In the United States, for instance, approximately 25% of the population experiences a mental health disorder during a given year and 50% in their lifetimes [7]; however, fewer than 30% of individuals with mental health disorders receive any treatment [8,9]. Thus, solutions for reducing prevalence in populations will require approaches that can be applied on a large scale [10].

To meet the need for outcome optimization at a population level, new approaches are required. Digital interventions have been developed to increase access and reduce costs, but engagement with these interventions is suboptimal, with many individuals engaging in only 1 or 2 sessions and fewer than half completing more than half of the treatment [11]. A recent study, for instance, of 93 mental health apps found that the medians of app 15-day and 30-day retention rates were 3.9% (IQR 10.3%) and 3.3% (IQR 6.2%), respectively [12]. To improve population-level outcomes, we have recently argued for the need for outcome optimization at the population level—an approach that simultaneously attempts to improve reach, uptake, engagement, and outcomes [13,14]. In this paper, we discuss how prevalence reduction in whole populations might be achieved through outcome optimization applied to both preventive and clinical interventions and suggest ways to address potential issues raised by this approach. Of note, outcome optimization applies to the entire population rather than the individual, and as we are focusing on prevalence, a reduction in caseness. However, as discussed later, the approach applies as well to any mental health or behavioral outcomes. We will argue that outcome optimization needs to be directed by a group of individuals with a diverse set of skills, which we refer to as an outcome optimization team, tasked with both reducing prevalence and incidence of a disorder in a population. Such teams would integrate data from various sources to increase reach, uptake, use/engagement, and outcomes for both preventive and clinical interventions and consider interactions/trade-offs among the variables. In a population model, focusing on incremental improvements in effect size may have much less impact on prevalence than focusing on increasing reach. For instance, Moessen and Bauer [15] noted that an increase of 10% from 10% in treatment utilization would decrease the number of cases by an additional 5%, whereas an improvement in treatment efficacy of 10% from 10% would only reduce the number of cases by approximately 2%. However, if the intervention used is not effective whatsoever or of very limited effectiveness, there would not be any population health benefits, irrespective of reach, uptake, and use, and there may also be harm associated with the intervention. Therefore, when considering how to optimize an intervention effect on a population, the aim should be to focus on reach while also considering how to improve efficacy.

The Overall Approach

Prevalence Reduction

The prevalence of a disorder in a population is measured by two primary factors: the number of individuals who are identified with the disorder and the number of individuals who develop the disorder during a defined period. To reduce prevalence, there are two necessary components: preventive interventions that reduce disorder onset (the incidence of new cases) and clinical interventions that are effective enough so that the individual already affected with the disorder no longer meets the clinical criteria for that condition.

A core premise of the approach we are suggesting is the recognition that interventions evaluated under carefully controlled circumstances in selected, often convenience populations may not be as feasible or effective when applied more broadly [5,16,17]. Therefore, to reduce the burden of mental health disorders in populations by delivering interventions at scale, interventions need to be carefully and systematically adapted to the needs, requirements, and interests of different defined populations in a dynamic way. In the following sections, we discuss the necessary components to achieve prevalence reduction through an outcome optimization model and use the example of eating disorders in young people to illustrate what we are proposing. The general model we follow is described in detail in a paper by Wilfley et al [18]. In this model, individuals in various populations are identified via an evidence-based screening [19] that sorts respondents into the following categories: possible anorexia, possible other eating disorder, risk of an eating disorder, and low risk of an eating disorder. The screening tool then provides appropriate prevention or treatment recommendations.

Outcome Optimization Teams

Affecting the key variables for optimizing outcomes is both a management and scientific process. As already mentioned, we have previously described the need for organizations to create
outcome optimization teams or similar groups, tasked with monitoring the key variables mentioned in Figure 1 and developing and implementing strategies to improve the various targets and key outcomes. These teams must possess a set of specific skills to enable effective use of the data to improve the key outcomes, use novel trial designs to conduct rapid evaluations, and iteratively adapt available interventions to improve the effects of the interventions on all critical variables (ie, from reach to outcome). The outcome optimization team needs to include individuals who are able to address administrative issues, manage complex problems, design social media and intervention strategies, and analyze and interpret data, as well technology partners and oversight members (including consumers), brought together with adequate resources for the task. There are now many examples of applications of technology (eg, e-commerce) in areas not related to health and companies that now employ the equivalent of outcome optimization teams to one extent or another, with diverse skills and competencies, focusing on data science to help optimize the outcomes of interest. These approaches are equally relevant to population-level mental health interventions.

**Outcome Optimization Targets**

In the optimization outcome approach, the primary components subject to intervention and evaluation (any of which could be targeted separately) are (1) prevalence of the disorder, the number of individuals in the population who are appropriate for a clinical intervention; (2) risk for the disorder, the number of individuals in the population who are appropriate for a preventive intervention (thus reducing incidence); (3) reach, the number of individuals in a population who are offered a relevant prevention or clinical intervention; and (4) outcome, the number of individuals who begin a program and achieve the desired outcome within a set time frame. The individual-level outcome would be categorical (case/no case), and the population-level outcome would be prevalence (defined as new cases and existing cases). In addition, two other variables are important for optimizing individual- and population-level outcomes: (5) uptake, how many of those individuals offered an intervention actually begin it (eg, create a user account for a web-based, guided self-help program and see a therapist); and (6) engagement/use (eg, how much of the intervention is used). To improve overall outcomes, we will argue that each of these parameters can be targeted individually and, yet, should be targeted and measured simultaneously, given that changes in one variable can have a downstream impact on another variable. For example, increased reach can reduce uptake rates, as less motivated individuals may be screened/included, or delivery of more effective treatments characterized by greater demands on client participation might be associated with reduced engagement.

We illustrate the different elements of our proposed approach by drawing from our research with eating disorders. Eating disorders are common and disabling problems with the highest mortality rates of any psychiatric illness. The risk factors for eating disorders are well known and have been shown to reduce incidence when addressed [20], and a variety of effective and cost-effective clinical interventions are available [21-23]. Furthermore, we have already developed and implemented an evidence-based screening on the web to categorize college students as being at risk for or with an eating disorder. Following completion of the web-based screening completion, we have provided appropriate and effective digital interventions or referrals to in-person intervention when appropriate at scale [24].
Reach

In this paper, reach represents the percentage of the population who are at risk for or who have a clinical disorder who complete a web-based screening and who are offered a preventive or clinical intervention appropriate to their needs and interests. We focus on reach via a web-based screening, but individuals at risk for or with clinical disorders could also be identified in other ways, including clinical interviews, algorithms, and, of course, through self-identification.

In the example of eating disorders, the goal of a prevalence reduction program should be to reach most individuals at risk for or with eating disorders. The prevalence of eating disorders in female college students has been estimated to be approximately 13.5% [25]; the rates for those at risk of eating disorders are even higher. For instance, Lipson et al [26] found that approximately 17.29% (1163/6723) of women in their survey had high weight and shape concerns, and many others had binge eating and/or weight and shape concerns without meeting clinical criteria. Conservatively, at least 25% of college-aged women are at risk for but do not have eating disorders. Unfortunately, reach in most populations is very low. For instance, in our recent study, which used screening in college and universities to recruit women to use an eating disorder intervention, 1.42% (4284/300,613) of undergraduate women completed the web-based screening [27]. Thus, increasing reach is a high priority. An outcome optimization team might use three strategies to increase reach in the population. Hypothetically, the initial focus might be to provide screening through customary channels (eg, student listservs and flyers). In this model, approximately 5.00% (50/1000) of those with eating disorders completed the screening. To increase reach, the next optimization strategy might be to add the use of targeted Facebook advertisements, followed by using both targeted Facebook and Google advertisements. In the example, we assumed that adding Facebook advertisements increased the reach to 7.50% (75/1000), and by adding Google advertisements (strategy 3), the reach increased to 10.00% (100/1000). We realize that these examples are hypothetical, but there is very sparse literature on the use of different digital techniques (eg, social marketing) for increasing reach in targeted populations.

Ten percent is still far below the goal of reaching most of the population, and targeted Facebook and Google advertisements can be expensive. Other, perhaps more effective and less expensive approaches could be used. For instance, web-based screening for an entire student population for a variety of problems, including eating disorders, could be routinely required, or a web-based screening sent directly to individual student emails could be offered. The Healthy Minds Network routinely reaches approximately 16% of students using the latter approach [28]. The outcome optimization team should continuously experiment with new approaches for increasing overall reach and reach for subpopulations of interest.

Uptake

Once individuals have completed screening and have been offered feedback that directs them to a tailored intervention, the next critical variable is the uptake of the intervention, defined as having at least begun an intervention, such as engaging with at least some of a digital intervention or attending at least one individual or group therapy session. The uptake of interventions can be quite low. However, in our recent study of college women, 75.5% (690/914) of female students who were eligible for the clinical trial agreed to be randomized; of those randomized to the intervention, 79.2% (305/385) began it [27]. Data from another study that provides prevention and clinical interventions to students in public universities in the state of Missouri found that uptake rates of the digital programs offered for both the high-risk population and clinical population were about 44.2% (420/955) and 49.3% (187/379), respectively [24]. In another study, 26% (16/61) of students with possible anorexia nervosa who were recommended to seek treatment reported doing so at follow-up [29], and Lipson et al [26] found that 18.0% (345/1916) of students at risk of an eating disorder referred to an indicated preventive program began it. Overall, available data on the uptake of interventions have varied quite widely and may be impacted by such features as the population screened and the accessibility and perceived helpfulness of the interventions offered.

In our example, we assumed that for the clinical population, 50% of individuals provided with a referral recommendation will at least go on the web once, see a provider, or in some other way, engage in an intervention. A strategy that lends itself to digital technology is to provide a set of interventions that can be adapted to different needs and interests, with different resources to subpopulations within the larger targeted population. In our hypothetical example, the outcome optimization team found that the baseline uptake rate (number of individuals who were offered an intervention who began it) was 50%. The outcome optimization team explored and enacted a number of options to increase uptake. First, 25% of the sample was eligible but expressed little intention of acting on the recommendation and was provided a brief motivational intervention. Second, approximately 5% of the sample was found to favor Spanish as a primary language. A Spanish language version was authored and offered to interested individuals. A consumer survey found that approximately 25% of the reached population would choose in-person therapy but reported not being able to afford it. As a way to address this issue, the outcome optimization team created an option where therapists trained in evidence-based treatments for eating disorder (eg, cognitive behavioral therapy–guided self-help) would be reimbursed for treating individuals sponsored by a nonprofit organization, and this was offered, randomly, to half the individuals who might want to it. Another issue revealed by the outcome optimization team through consumer needs assessments was that many individuals with eating disorders live in areas with no available treatment expertise for eating disorders and/or preferred teletherapy to face-to-face therapy. The outcome optimization team, thus, developed a teletherapy eating disorder program based on previous work. To increase motivation in future users who met the characteristics identified through a moderator analysis, a postscreen feedback message was then designed to inform them that previous users with characteristics similar to theirs had achieved positive outcomes as a result of the program. Of course, the issues affecting uptake are not mutually exclusive, and variables such as cost, language, and expectation of success may have different impacts on
different individuals depending on their needs and interests. All subpopulations are part of the larger population, and the needs and relative importance of subpopulations will continue to change, reflecting, for instance, changing demographics in the targeted population. Uptake will also change depending on consumer needs and interests, available resources, cost, and other factors.

One of the challenges of population-based interventions is that little is actually known about what users may want. A general strategy is to first consider the interests/resources of the users/stakeholders, followed by using user-centered design [30] approaches to build out interventions designed with ultimate implementation in mind [5]. In building out the interventions, modern designs would be used (eg, the multiphase optimization strategy and others [1,2,31,32] to engineer optimized interventions, before evaluation in randomized controlled trials). Depending on the size of the targeted population, other general approaches could be examined in subsamples. For instance, futility studies of stepped-care approaches, which might appeal to organizations as a way of reducing costs, could be examined [18,33].

Use/Engagement

Program use, often defined as engagement, is the next key variable to consider. Use includes several factors, such as the amount of the prescribed intervention used (eg, sessions of therapy attended and web-based sessions opened); application of the skills outside of the program; and/or sufficient use to lead to reductions in clinical targets, clinical status, risk factor reduction, or other indicators of significant improvement [11]. For example, the results might indicate that individuals who complete a specific amount of intervention might show clinically significant improvements. This amount might refer to the number of sessions attended in face-to-face therapy or pages opened in web-based interventions. Important to determining sufficient engagement is to examine progression within an intervention both for symptom improvement and successful adaptation of behaviors, skills, and other targets considered necessary for a meaningful outcome. Digital technology and analytic methods offer the potential to passively assess a number of variables that might affect engagement and outcome (eg, activity, sleep, and search history). This offers advantages over other types of intervention in the availability of extensive data related to program use and, therefore, easier determination of use cutoffs.

Perhaps the most important use problem is that of early dropout. Early dropout has been defined in various ways, but it is defined, for the purpose of this discussion, as individuals who begin an intervention but complete an insufficient amount of a program to have a positive outcome (however, even this definition is problematic as many individuals seem to benefit from simply beginning an intervention or using it for only a short time) [1]. Recent meta-analyses of web-based studies report high rates of early dropout, partly depending on the amount of support offered [34]. Individuals may drop out of an intervention for a variety of reasons. A major goal of the outcome optimization team would be to understand why people are dropping out (particularly before they achieve a meaningful outcome) and to enact strategies to reduce dropout rates. Furthermore, the outcome optimization team would monitor use/dropout rates as they relate to clinical or preventive outcomes to help determine when a problem exists.

As with other components of the intervention, strategies to reduce early dropout and increase rates of sufficient engagement could be developed and tested. For instance, in a substudy of our recently completed trial [12], we examined the relationship between early and later session completion (n=47): individuals who completed at least three sessions were likely to complete at least 50% of the total program. In another analysis, we found that a very high score on a measure of thin body ideal (TBI) internalization predicted students likely to drop out of the intervention early. We then examined the components of the first three sessions to see what might have negatively impacted 21 individuals with a high TBI. One component tasked users to write a letter to their body. Of these 21 individuals, 10 rated it as not useful at all, 10 as somewhat useful, and only one as very useful. Therefore, we dropped this technique from the program and added a motivational interviewing piece. A subsequent sample of the first 59 users of the motivational interviewing piece was reviewed. The component was rated as not helpful by 10% (6/10) of individuals, a bit helpful by 44% (26/60), helpful by 42% (25/60), and very helpful by 5% (3/60). A number of other small changes were made over the course of a year, and we found that completion rates for the first two sessions increased from 69.5% (105/131) to 78% (70/89) following implementation of all the changes.

Within a dynamic, monitored population, there are innumerable approaches to improving engagement, and methods to do so have been well described [1,5]. However, it is worth noting that as reach is successful in subpopulations, each of these subpopulations is likely to generate new issues of uptake, engagement, and outcome.

Outcome

As with engagement, much has been written about how to improve outcomes using many of the strategies already discussed. The outcome optimization being discussed aligns with movements toward outcome-based care and measurement-based care [34], in which the delivery of interventions provided to clinical populations should focus on the use of outcomes to guide clinical decision making. We briefly mentioned what constitutes a positive outcome (eg, a clinically significant change) measured by loss of clinical status or even abstinence from eating disorder behavior. However, from a population-based-prevalence reduction standpoint, there are some important considerations, as illustrated by the eating disorder program we are discussing. First, most of the studies on new models to improve outcome focus on digital interventions. Given some individuals’ preference for face-to-face interventions, other treatment modalities and methods should be considered—we mentioned teletherapy above, for instance, as one obvious example. Second, as mentioned previously, focusing on incremental improvements in effect size may have less impact on prevalence than focusing on increasing reach. Third, interventions should be selected and designed with implementation in mind [5]. Mohr et al [33] noted
that when digital interventions that are shown to be efficacious in laboratory-based studies move to real-world settings, individuals do not engage with the tools and implementation often fails. Fourth, the complex issue of the ordering of interventions needs to be considered in population-based models. We, and others, have proposed stepped-care models as a cost-effective approach and also as a way to identify subpopulations that may need alternative approaches [14]. Thus, randomized controlled trials remain an important component of digital interventions. At the same time, our central thesis is that researchers must consider issues related to dissemination and implementation from the beginning [5]. This will lead to interventions that maximize public health impact.

**Refining the Public Health Model**

The model overlaps with other public health models, such as the highly influential Reach, Effectiveness, Adoption, Implementation and Maintenance model [35]. Similar to other public health models [36], we stressed the importance of offering both prevention and intervention approaches to reduce the prevalence. The model proposed here differs from existing models in terms of focusing on the use of digital databases and digital health interventions and innovations in reducing the prevalence of targeted populations. These data and analytics need to be monitored and interpreted by a multidisciplinary team involved in program codesign and delivery so that the digital health solution and its delivery can be quickly refined and improved, an approach consistent with Mohr et al.’s [5,17] recommendation that program evaluation should be more rapid and agile with iterative improvements. In the model we propose, the key innovation is that the key outcomes (reach, uptake, engagement, and outcome) are being simultaneously and continuously monitored, with ongoing testing and refining of strategies to improve these various indices. Fortunately, some emerging studies deal with at least several components of our proposed model. For instance, the Quit Sequential Multiple Assignment Randomization Trial Utah trial uses a cluster-randomized, multilevel sequential multiple assignment randomized model to examine strategies to increase reach and efficacy in community health centers [37].

**System-Level Issues**

Our proposed approach has focused on identifying the key elements for reducing symptoms in individuals, to reduce the prevalence of eating disorders in a population. However, program delivery and access and uptake of interventions are affected by a variety of system-level issues, including regulations/policies (eg, reimbursement), service delivery (eg, availability of trained providers), social environment (eg, support of family/friends), infrastructure (eg, availability of exercise equipment for those who may want to use it), accessibility (eg, availability of reliable transportation), and, of course, funding and reimbursement. For example, building out a teletherapy option may be limited by professional practice guidelines and issues of practising across state lines, reimbursement, access to privacy-protected systems, and/or professional attitudes and training. The outcome optimization team needs to take these factors into consideration so that possible strategies are considered in the context of what can be achieved within the system responsible for prevalence reduction. Another issue is that there may be divergent agendas across different levels of the organization. Providers, supervisors, division leaders, and organizational leadership may have different ideas about what a service should be doing or offering.

Another major challenge for the outcome optimization model is for the outcome optimization team to have access to platforms in which interventions can be easily offered and adapted for use in various formats (eg, mobile apps and web browser access). Furthermore, the delivery system needs to be integrated with a broader health care delivery system. An example of a system designed to integrate digital practice into a common health care record is now being implemented in Australia [38]. Such a system allows feedback between outcome optimization teams and health care practitioners.

**Putting It All Together: Prevalence Reduction Through Outcome Optimization**

Using this approach at the population level has the potential not only to reduce population prevalence but also to provide important information about intervention and prevention mechanisms, subpopulation needs, and even how to provide personalized and customized interventions to individuals in a population. The model is based on data and data analyses, but most importantly, on having an expert and technically proficient team that is tasked with using data and novel trial designs to conduct ongoing redesign, implementation, and rapid evaluation of evolving interventions that adapt/provide for individuals’ needs and address the effects of interventions on all critical variables (ie, from reach to outcome) that can potentially result in greater overall reductions in prevalence. The creation of outcome optimization teams within organizations tasked with reducing prevalence would be the single most important step toward optimizing outcomes.

Our approach also assumes that there is agreed-upon access to users’ data and their willingness to provide information about their progress. The use of such data will need to be transparent, and the user will need to agree. Thorough and repeated efforts will need to be made to ensure that such information follows Health Insurance Portability and Accountability Act guidelines and remains confidential. The concerns of individuals about sharing data need to be taken seriously, and it is likely that many will opt out of data sharing, given the many examples of how personal data are being misused. However, there is also an increasing movement—sometimes referred to as the quantified self movement—toward health consumers having access to their own data and making this information available to their health providers and others to access.

**Limitations of Dichotomous Measures as Outcomes**

Before discussing how an outcome optimization team model might be enacted, it is important to note that prevalence rates determined by caseness have a number of limitations.
Psychopathology exists on a continuum, and individuals, over time, may fall in and out of risk and/or caseness. Continuous measures are much more likely to be informative than categorical measures. However, for the foreseeable future, prevalence reduction will be measured in terms of reduction/prevention of caseness; thus, the reduction of prevalence remains the most important goal of a population-based approach.

More broadly, digital technologies will need to and are able to address a number of other important issues besides any specific psychopathology or risk that is being addressed. First, dissemination and implementation research have tended to focus on single disorders. However, nearly all mental health problems presenting in practice have substantial comorbidities. In theory, one could reduce the prevalence of one disorder in an individual while having little effect on several other important problems. A number of studies are examining transdiagnostic approaches and considering outcomes across multiple categories and dimensions [12]. Second, being a case may be less important to the individual identified as such than other issues, such as quality of life and well-being. The inclusion of variables relevant to the individual should be part of an intervention system. Third, health behaviors and risk factors (eg, obesity) are intrinsically related to many disorders and should also be addressed. Unfortunately, few models of multicomponent, multidimensional interventions assessed over time have been reported. Fourth, individual-level data obtained through ecological momentary assessment and other techniques can be used as part of a population reduction strategy, and an outcome optimization team will need to consider both general and personalized interventions as part of an array of opportunities provided to individuals at risk for or with clinical disorders. The model we describe is applicable to multidimensional personalized interventions once models for doing so have been developed.

A Note on Prevention

A major strength of digital technology and the use of an outcome optimization team is that screenings and other methods can be used to identify both individuals at risk for and/or with clinical disorders [39] and to address issues of reach, uptake, use, and outcome in at-risk populations using the methods discussed earlier. In most settings, we know of where screenings are used that could identify both risk and caseness; only the latter group is addressed. Not providing preventive interventions is a lost opportunity. We realize that there are many issues with doing so: the burden of adding prevention onto the responsibilities of clinical services, the challenge of providing prevention at a low cost given the large number of individuals who might need to be provided with interventions, and issues of reimbursement, to name a few. However, scalable interventions shown to reduce onset for common problems such as depression [39] and eating disorders [20] are available. Implementing, altering, and adapting them to optimize reach, uptake, use, and outcome (reduction in risk) using the methods we have described may be one of the most important challenges we face.
development of an eating disorder. Of those who screened positive for an eating disorder, 85.90% (52,902/61,585) had never received treatment and only 3.00% (1847/61,585) were currently in treatment [40].

As another step forward, funding agencies should actively support innovative population-based interventions that use newer designs, including just-in-time adaptive interventions and other ways of thinking about and using digital technology and data to improve outcomes. As noted previously, we remain advocates of traditional randomized controlled trials, when implemented following intervention optimization, and we see them as being most meaningful when instituted within populations where they might eventually be deployed. Funding agencies might initially focus not on a comprehensive population prevalence reduction model but initially examine issues that would be relevant to the model. The investigators would be required to focus on defined, large populations, reach, uptake, engagement, and outcomes using modern data analytics and methods—and many such studies are now underway—with a demonstration as to how, where, and when they would be implemented in real-world situations.

Implementing prevalence reduction in populations is a challenge, but given the large number of people in any population at risk for or with a clinical disorder, scalable, innovative models of service delivery are urgently required [16]. Digital technologies can enable scalability, but new systems and models need to be developed to take advantage of this capability. We have argued that the implementation of outcome optimization teams represents an important possible approach to enable the delivery of technology-facilitated mental health interventions in a way that can optimize outcomes for the entire population.
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Abstract

The rapid growth of online health communities and the increasing availability of relational data from social media provide invaluable opportunities for using network science and big data analytics to better understand how patients and caregivers can benefit from online conversations. Here, we outline a new network-based theory of social medical capital that will open up new avenues for conducting large-scale network studies of online health communities and devising effective policy interventions aimed at improving patients’ self-care and health.
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Recent years have witnessed the rapid growth of online health communities targeted at patients with long-term conditions [1-3]. Patients and caregivers have increasingly used forums and social networks as alternative or complementary sources of support to more traditional forms of health care provision. Recent advances in network science and data-intensive analytics, combined with the growing advent of big data from social media, promise to yield new insights into how patients can tap the full potential of health communities to improve disease self-care and find the support and information they need [4,5].

Ongoing initiatives such as the Values in Action Champions [6], the Health Service Executive Quit Smoking Programme [7] and its Facebook community [8], the Public Health England Stoptober smoking cessation campaign [9], and NHS Digital [10] show how harnessing the power of social networks can help people to spread behaviors, affect cultural changes in the health service, and improve health and well-being outcomes. Similarly, our recent work on communities targeted at patients with respiratory conditions [11] and stroke survivors [3] has provided evidence regarding how certain patients can fare better than others simply by leveraging their communication patterns.

What these studies suggest is the idea that some patients can be at an advantage simply because they are somehow better connected than others. In other words, a patient’s distinctive pattern of social engagement and communication in a community is an asset in its own right. That asset is what we call social medical capital.

As suggested by previous work on social capital and health care access, there is still controversy over the definition and measurement of social capital and its association with various types of health-related outcomes [12]. In this paper, we endorse a network-based perspective and describe a new conceptual framework for theorizing about the emergence of social medical capital as a function of communication patterns within online health communities. Previous studies of social capital in the health literature have also identified a variety of health-related outcomes that might be affected by social capital [12-15]. These include individuals’ health (eg, health status, mortality), health-related behavior (eg, health care–seeking behavior, illness self-management), access to local health services (eg, to community health clinics), and psychological well-being (eg, self-esteem, mutual respect). Here we focus only on two broad
categories of outcomes (informational benefits and social support) and associate each of them with distinct network mechanisms viewed as structural sources of social capital.

We broadly define social medical capital as the advantages that any user (patient or caregiver) can gain from participation in the social networks provided by online health communities, where communication takes place at virtually no cost and across spatial and temporal boundaries. Like other forms of capital (eg, human or financial), social medical capital enables the achievement of certain ends (eg, emotional support); however, unlike other forms, it is based on the idea that social structure serves as a wellspring of advantages to users. That is, social medical capital is contingent on resources socially embedded in connections between users and accessible through these connections. This means not only that users can benefit from one another, but also that whether they can extract value from one another depends on how they interact [16,17]. This idea can be further articulated into four networking principles: (1) defragmentation, (2) bonding, (3) bridging, and (4) multiple-group membership.

Defragmentation and Superusers

The value of participating in a community lies in the users’ ability to gain prompt access to a range of people. As more users join a community, a catalyst of social medical capital is structural defragmentation; that is, social interaction becomes more valuable as more pairs of users become mutually reachable along some path. Recent work has suggested that communities undergo defragmentation by self-organizing into hub-dominated structures [11]. The emergence of a small number of “superusers” (ie, the hubs engaging in conversations with a disproportionately large number of other users) engenders normative control and safeguards the communities from splitting into disjoint components [18].

Bonding and Closed Structures

In a socially cohesive closed network, links are forged locally, and pairs of connected individuals tend to be tied to at least one third party that they have in common (Figure 1A). Previous studies have suggested that closed structures, rich in third-party relationships, engender a shared identity and a sense of belonging, foster trust and cooperation, and sustain emotional support [16,17,19]. Evidence from two communities where patients primarily seek social support has shed light on the role of social cohesion in eliciting social medical capital [11]. Two empirical regularities have been uncovered: (1) highly connected support-giving superusers preferentially communicate with poorly connected support-seeking users; and (2) pairs of support-seeking users who communicate with the same support-giving superuser tend to communicate with each other as well, thus creating closed connected triangles centered on superusers. Local redundancy is therefore the structural engine of a support-oriented community.

Bridging and Open Structures

An open network is rich in structural gaps and opportunities of intermediation between individuals (Figure 1B). Open structures, where connections tend to be weak and constitute “local bridges” between otherwise disconnected parts, have long been associated with informational benefits [16,17,20]. In an openly structured community, communication is likely to take users closer to complementary sources of information they do not already possess [21]. Brokerage opportunities between distinct social circles expose users to greater variance and novelty of resources, and eventually help them to satisfy their informational needs [20,21]. Paucity of local redundancy is therefore the structural engine of an information-oriented community.

Multiple-Group Membership and Mixed Structures

In cases where the community aims to provide both emotional and informational support, social medical capital lies at the interface between bonding and bridging [17,22]. In such cases, the community will be most beneficial to the users if they can combine local redundancy with brokerage opportunities (Figure 1C). In a limiting case, this can be achieved when the following conditions are met: (1) a given user is a member of multiple clusters of users; (2) these clusters do not have any other users in common except the focal one (who therefore is the only intermediary between otherwise disconnected clusters); and (3)
each cluster has an underlying closed cohesive structure (ie, all members are connected with one another).

**Research and Policy Roadmap**

Empirically testing our theoretical framework will require the construction of large-scale longitudinal network data sets with information on users and their time-stamped messages. To comparatively assess the efficacy of network mechanisms of social capital, content analysis of messages would be needed so as to uncover how users' psychological well-being and access to information vary as social connections also change over time.

To help policy makers to realize our vision of social medical capital as a crucial enabler of large-scale health care interventions in resource-constrained systems, we propose four targets: (1) promote patients’ and caregivers’ participation in online health communities to ensure continuous provision of socially embedded resources (eg, information, advice, support) that users can access through their (direct and indirect) social connections [14]; (2) support superusers’ role in online health communities through appropriate training programs [1]; (3) enhance the quality of peer support and patients’ self-care through robust evaluation systems; and (4) develop governance modes for maintaining privacy and confidentiality, cultivating trust and a participatory culture, and promptly detecting and preventing the spreading of misleading information and malicious behavior.
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Abstract

Developing or independently evaluating algorithms in biomedical research is difficult because of restrictions on access to clinical data. Access is restricted because of privacy concerns, the proprietary treatment of data by institutions (fueled in part by the cost of data hosting, curation, and distribution), concerns over misuse, and the complexities of applicable regulatory frameworks. The use of cloud technology and services can address many of the barriers to data sharing. For example, researchers can access data in high performance, secure, and auditable cloud computing environments without the need for copying or downloading. An alternative path to accessing data sets requiring additional protection is the model-to-data approach. In model-to-data, researchers submit algorithms to run on secure data sets that remain hidden. Model-to-data is designed to enhance security and local control while enabling communities of researchers to generate new knowledge from sequestered data. Model-to-data has not yet been widely implemented, but pilots have demonstrated its utility when technical or legal constraints preclude other methods of sharing. We argue that model-to-data can make a valuable addition to our data sharing arsenal, with 2 caveats. First, model-to-data should only be adopted where necessary to supplement rather than replace existing data-sharing approaches given that it requires significant resource commitments from data stewards and limits scientific freedom, reproducibility, and scalability. Second, although model-to-data reduces concerns over data privacy and loss of local control when sharing clinical data, it is not an ethical panacea. Data stewards will remain hesitant to adopt model-to-data approaches without guidance on how to do so responsibly. To address this gap, we explored how commitments to open science, reproducibility, security, respect for data subjects, and research ethics oversight must be re-evaluated in a model-to-data context.

(J Med Internet Res 2020;22(7):e18087) doi:10.2196/18087
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Introduction

Sharing health data is essential to accelerate knowledge and discovery through opportunities for replication, validation, meta-analysis, and creative reuse [1]. Indeed, many research funding agencies, institutions, and scientific journals encourage or even require the disclosure of research data to the broader scientific community as a means to foster collaborations and to increase scientific accountability, transparency, and reproducibility [2]. Traditionally, data generated as part of research projects or routine clinical care are shared with the scientific community by means of direct download, with the data recipients analyzing data in their local computing environments. However, it is impractical to share some data sets in this manner because of their large size or because of legal restrictions on transfer between institutions or across sovereign borders. One common category of legal restriction is the confidentiality requirement applicable to health information, such as those required in the United States by the Health Insurance Portability and Accountability Act [3]. Another category of legal restriction is the limitations on cross-border transfers of certain data. For example, the European Union restricts the transfer of personal data to external countries under its General Data Protection Regulation2016/679 (GDPR) [4].
Finland’s Secondary Use Act requires health care data, including nonidentifiable data, to be processed in a secure data center based in Finland [5]. For more examples internationally, see International Compilation of Human Research Standards [6]. Furthermore, researchers and health care institutions who generate data may be concerned over relinquishing data assets given their perceived commercial or academic value, the costs of organizing and annotating data, the confidentiality and security of individual-level data, and loss of oversight of future data use.

The traditional data sharing governance role of health care institutions has been as custodians of data, whose primary responsibility was to keep data secure and confidential. This was achieved through silos, as illustrated by the patchwork of distinct health and accounting records one accumulates when navigating health care systems from hospitals to specialty clinics. The move to open data governance for broadening data sharing practices since 2000 represents a shift of that philosophy, one in which the community of data recipients is collectively responsible for protecting and maintaining the integrity of the data [7]. Open data is attractive in some ways, precisely because it externalizes the very real financial and logistical costs of data governance while providing opportunities for new research perspectives. However, open data governance may be insufficient for many holders of clinical data sets with individual-level privacy or intellectual property concerns.

In between data custodianship and open data governance, data stewardship is an institutional commitment to maximizing the organizational, scientific, and societal benefits of data sharing when also protecting data against privacy and security breaches and misuse [8]. Data stewards may be data generators themselves (eg, hospitals or research institutions) or an honest broker who acts as an independent mediator and trusted partner on behalf of one or more data generators and data users. An honest broker is generally mandated contractually or otherwise to protect and manage secure access to data under the ultimate legal control of another organization.

Data stewards (whether data generators or honest brokers) can now adopt different technical models for making data accessible to users. Typically, a data steward provides access by transferring copies of data to users. This copy-and-download model, however, raises concerns about unaccountable data management and use. Two alternative models promise greater security. In a researcher-to-data approach, a steward makes data available to users within a secure and auditable (cloud) computing environment. In a model-to-data approach, users can submit queries or algorithms to run on secure, hidden data. Each data access model involves different divisions of costs between stewards and users as well as tradeoffs between data use and data protection.

The first part of our paper compares these models primarily in the context of a single health data resource, controlled by a single entity (although this could be a pooled or centralized resource). We highlight the challenges that arise when attempting to scale each data access model beyond single health data resources to networks of multiple resources. The second part of our article focuses on the model-to-data approach. Admittedly, there are only a few existing implementations of model-to-data, and all these essentially involve single resources. Scaling model-to-data to connect multiple resources requires the establishment of a federated data system and, at this time, these systems remain to be largely theoretical. We argued that model-to-data can be a valuable addition to our data sharing arsenal, but it should only be adopted where truly necessary. This approach should supplement rather than replace existing data sharing approaches for the following reasons. First, model-to-data tends to limit scientific freedom and reproducibility. Second, although model-to-data reduces concerns over data privacy and loss of local control when sharing clinical data, it is not an ethical panacea. Model-to-data approaches require just as much, if not more, attention to matters of ethical and legal governance as other data sharing approaches. Third, furnishing the appropriate infrastructure and expertise for a model-to-data approach requires a significant and sustained investment of resources. Misaligned incentives remain to be a major barrier to data sharing, generally [1]. The challenges of aligning incentives are likely to be exacerbated for model-to-data, given the associated expenses of hosting both data and analyses. Finally, all the aforementioned scientific, legal-ethical, and resource challenges also threaten the scalability of model-to-data from single data resources to networks of multiple resources (federated data systems).

Technical Data Access Models

Data sharing has long been synonymous with a copy-and-download approach, where data stewards transfer copies of data sets to researchers. The resulting loss of control over data raises a range of privacy, credit, and proprietary concerns. Access governance mechanisms, such as due diligence review of access requests by a data access committee and data access agreements, can mitigate these concerns to some degree, but may limit access by researchers who do not have a recognized institutional affiliation. Data recipients must also have the expertise and means to provide data hosting, management, and analysis environment. Emerging technical data sharing models aim to further alleviate tradeoffs between data use and data protection (Figure 1). In a researcher-to-data approach, instead of transferring a copy of the data to data recipients, researchers programmatically access data sets that are maintained in a secure computing environment. This approach arose from the development of cloud computing. Cloud cyberinfrastructure has successfully expanded programmatic access to data and analysis tools to a global community of researchers, in many cases cheaply and efficiently, without the cost and logistical challenges of data transfer [9]. These secure computing environments are sometimes characterized as virtual data enclaves or data safe havens [10,11]. A data safe haven implies a collective resource kept in a secure computing environment and managed with appropriate ethical and legal governance for the mutual benefit of individuals, communities, and the society. Data safe havens can enable investigators to conduct exploratory research or can limit investigators to conduct a preapproved analysis, but only results, not individual data, are permitted to leave [11]. An example is the Centers for Medicare & Medicaid Services.
Virtual Research Data Center, which allows research on Medicare and some Medicaid claims [12].

Data safe havens address the costs, risks, and logistical challenges of sharing large, sensitive data sets by obviating the need for copying and distributing the data. Additionally, the cloud platform may allow researchers without intensive local computing resources to run complex analytical models in rented cloud computing infrastructures. Nonetheless, data safe havens do not fully resolve concerns over privacy leaks and misuse because data users must still be trusted to some degree to keep the data within the secure environment and to use the data appropriately. However, these risks can be reduced through access oversight, data use agreements, and active monitoring. Finally, because users can directly interact with data in secure environments, data stewards can share at least some of the costs of data hosting and curation with them.

A comparison of the technical data access models has been provided in Table 1.

A more secure approach has been piloted to allow researchers to extract knowledge from sensitive data sets that remain sequestered. In a model-to-data approach, researchers submit their analytic code or model to a data steward, who maintains the restricted data set in a secure computing environment. The data steward runs the code and returns outputs (eg, summary or performance statistics) to researchers. Data are not moved or even made directly accessible to data users. Model-to-data is made possible by container technologies (eg, Docker) that simplify the bundling and transfer of software models and their dependencies across computing platforms [13]. The utility of model-to-data has been successfully demonstrated in crowdsourced research competitions involving confidential medical data [14,15]. For example, the Digital Mammography DREAM Challenge enabled the analysis of >640,000 deidentified digital mammography images from >86,000 individuals, without transferring or providing direct access to the images [13]. Lisa Austin and David Lie incorporate a version of model-to-data as part of a safe sharing sites proposal, where “computations may be performed on the data in a secure and privacy-protective manner without releasing the raw data, and all data sharing is transparent and auditable” [16]. It may be important depending on the context that the safe sharing site is an independent, honest broker. More recently, the Korean OpenData4Covid19 initiative used a model-to-data approach to share novel coronavirus disease–related health care data with researchers worldwide to fight the pandemic. Researchers must submit their analyses to be run by the Korean Data Centre. Only aggregate results are returned [17]. This example demonstrates how model-to-data can allow data to be rapidly shared with a broad community of users than would otherwise be possible.

We discussed the 4 categories of challenges confronting the model-to-data technical data access approach: (1) scalability to multiple resources, (2) scientific governance, (3) legal-ethical governance, and (4) incentives and sustainability. Data stewards must consider each of these challenges to determine if and how a model-to-data approach should be adopted in a particular context.

Figure 1. Common Data Sharing Models.
In addition, data sharing networks or consortia must agree on standards between various data models (eg, OMOP, PCORnet, TrinetX) [20].

There is also a strong interest in combining data across sectors to improve knowledge. For example, AllIn partners are looking for solutions to intersect data from diverse community resources to improve community health outcomes [19]. However, combining data from diverse sources is challenging because of the lack of interoperable standards between various data models (eg, OMOP, PCORnet, and TrinetX) [20].

In addition, data sharing networks or consortia must agree on a shared technical solution, raising additional complexity [21]. Consortia of data stewards can agree to centralize or pool their data into a single repository governed by common ethical and legal governance rules and processes (eg, the All of Us Research Program [22]). Once the data are centralized, the data stewards must still decide on a technical data sharing model (ie, copy-and-download, researcher-to-data, or model-to-data). Where data distribution is problematic, a researcher-to-data approach may naturally align with a centralized consortium model. The aggregated data can be hosted in a single, secure computing environment. The stewards of the repository can then grant qualified researchers access to data and tools within the secure environment. Admittedly, centralization still involves relinquishing local control and trusting a third party to govern the data. However, these concerns can still be mitigated by adopting a researcher-to-data or a model-to-data approach as copies of data would not be further distributed to researchers.

Where data cannot be shared or centralized, model-to-data can still theoretically enable a virtual form of data aggregation through a federated data system (ie, distributed data system). A federated data system is composed of a network of autonomous data repositories or nodes that share a common data structure/schema and governance principles, but the data remains localized. Users can run an identical query or analysis at each data repository [23]. The results of the queries or analyses are aggregated and returned to the researcher who submitted the query. A federated data system enabling linkage and analysis of sensitive health care data in multiple repositories is proposed by the European Personal Health Train, where analytical tasks visit data sources [24]. Data sets are likened to

### Scalability of Model-to-Data to a Network of Multiple Resources

Thus far, we have only considered the case of providing access to a single data resource held by a single data steward. Much of the value of data sharing occurs, however, where multiple data resources are connected into a network. Researchers often seek to achieve greater statistical power or refine an algorithm by aggregating multiple data sets. This is particularly relevant to research requiring a comprehensive analysis of data sets at scale. For instance, efforts in achieving precision medicine rely on the ability to combine a vast amount of diverse data types to investigate health and wellness [18]. There is also a strong interest in combining data across sectors to improve knowledge. For example, AllIn partners are looking for solutions to intersect data from diverse community resources to improve community health outcomes [19]. However, combining data from diverse sources is challenging because of the lack of interoperable standards between various data models (eg, OMOP, PCORnet, and TrinetX) [20].

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Copy-and-download</th>
<th>Researcher-to-data</th>
<th>Model-to-data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costs of data curation</td>
<td>Shared between data steward and data user</td>
<td>Primarily borne by data steward</td>
<td>Completely borne by data steward</td>
</tr>
<tr>
<td>Cost of computing infrastructure</td>
<td>Borne by data user</td>
<td>Borne by data steward (users may be charged for compute)</td>
<td>Borne by data steward (users may be charged for compute)</td>
</tr>
<tr>
<td>Researcher freedom (eg, methods and tools)</td>
<td>Greatest degree of freedom. Limited by terms of use</td>
<td>Limited freedom. Limited by computing infrastructure and terms of use</td>
<td>Least freedom. Limited by API structure and computing infrastructure</td>
</tr>
<tr>
<td>Security and confidentiality of individual-level data</td>
<td>Weak. Many copies of data shared with many users, possibly in many countries, subject only to data access agreements. Difficult to audit. Difficult to withdraw data once shared</td>
<td>Strong. Data shared with third party users within a secure and auditable computing environment. Data can be easily withdrawn</td>
<td>Very strong. Data remains hidden from users. Data can be withdrawn at any time</td>
</tr>
<tr>
<td>Data privacy protection</td>
<td>Weak. Deidentification and data access agreement limiting reidentification</td>
<td>Strong. Individual-level data may be viewable but not downloadable. Only results are released. Outputs may need to be deidentified</td>
<td>Very strong. Individual-level data are not downloadable or viewable. Only results are released</td>
</tr>
<tr>
<td>Security and confidentiality of Researchers’ Ideas or Code</td>
<td>Very strong. Researchers submit proposals but maintain control over methods</td>
<td>Medium. Researchers’ activities are supervised/audited</td>
<td>Weak. Researchers must share query/workflow with data steward</td>
</tr>
<tr>
<td>Informed consent</td>
<td>Consent may be needed for research use, sharing, and cross-border transfer</td>
<td>Consent may be needed for research use only</td>
<td>Consent may be needed for research use only</td>
</tr>
<tr>
<td>Research ethics oversight</td>
<td>Data user may need research ethics approval</td>
<td>Data steward may need to provide research ethics approval</td>
<td>Data steward may need to provide research ethics approval</td>
</tr>
<tr>
<td>Scalability to multiple resources</td>
<td>Straightforward through a distributed data commons, with some shared infrastructure (eg, access portal)</td>
<td>Can only be done indirectly through an individual-level meta-analysis</td>
<td>Difficult but theoretically possible through a federated data system</td>
</tr>
<tr>
<td>Legal agreements</td>
<td>Data access/transfer agreement and data use agreement</td>
<td>Data use agreement and computing environment terms of use</td>
<td>Data use agreement only</td>
</tr>
</tbody>
</table>

*aAPI: application programming interface.

### Table 1. Comparison of technical data access models.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Copy-and-download</th>
<th>Researcher-to-data</th>
<th>Model-to-data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costs of data curation</td>
<td>Shared between data steward and data user</td>
<td>Primarily borne by data steward</td>
<td>Completely borne by data steward</td>
</tr>
<tr>
<td>Cost of computing infrastructure</td>
<td>Borne by data user</td>
<td>Borne by data steward (users may be charged for compute)</td>
<td>Borne by data steward (users may be charged for compute)</td>
</tr>
<tr>
<td>Researcher freedom (eg, methods and tools)</td>
<td>Greatest degree of freedom. Limited by terms of use</td>
<td>Limited freedom. Limited by computing infrastructure and terms of use</td>
<td>Least freedom. Limited by API structure and computing infrastructure</td>
</tr>
<tr>
<td>Security and confidentiality of individual-level data</td>
<td>Weak. Many copies of data shared with many users, possibly in many countries, subject only to data access agreements. Difficult to audit. Difficult to withdraw data once shared</td>
<td>Strong. Data shared with third party users within a secure and auditable computing environment. Data can be easily withdrawn</td>
<td>Very strong. Data remains hidden from users. Data can be withdrawn at any time</td>
</tr>
<tr>
<td>Data privacy protection</td>
<td>Weak. Deidentification and data access agreement limiting reidentification</td>
<td>Strong. Individual-level data may be viewable but not downloadable. Only results are released. Outputs may need to be deidentified</td>
<td>Very strong. Individual-level data are not downloadable or viewable. Only results are released</td>
</tr>
<tr>
<td>Security and confidentiality of Researchers’ Ideas or Code</td>
<td>Very strong. Researchers submit proposals but maintain control over methods</td>
<td>Medium. Researchers’ activities are supervised/audited</td>
<td>Weak. Researchers must share query/workflow with data steward</td>
</tr>
<tr>
<td>Informed consent</td>
<td>Consent may be needed for research use, sharing, and cross-border transfer</td>
<td>Consent may be needed for research use only</td>
<td>Consent may be needed for research use only</td>
</tr>
<tr>
<td>Research ethics oversight</td>
<td>Data user may need research ethics approval</td>
<td>Data steward may need to provide research ethics approval</td>
<td>Data steward may need to provide research ethics approval</td>
</tr>
<tr>
<td>Scalability to multiple resources</td>
<td>Straightforward through a distributed data commons, with some shared infrastructure (eg, access portal)</td>
<td>Can only be done indirectly through an individual-level meta-analysis</td>
<td>Difficult but theoretically possible through a federated data system</td>
</tr>
<tr>
<td>Legal agreements</td>
<td>Data access/transfer agreement and data use agreement</td>
<td>Data use agreement and computing environment terms of use</td>
<td>Data use agreement only</td>
</tr>
</tbody>
</table>

### Table 1. Comparison of technical data access models.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Copy-and-download</th>
<th>Researcher-to-data</th>
<th>Model-to-data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costs of data curation</td>
<td>Shared between data steward and data user</td>
<td>Primarily borne by data steward</td>
<td>Completely borne by data steward</td>
</tr>
<tr>
<td>Cost of computing infrastructure</td>
<td>Borne by data user</td>
<td>Borne by data steward (users may be charged for compute)</td>
<td>Borne by data steward (users may be charged for compute)</td>
</tr>
<tr>
<td>Researcher freedom (eg, methods and tools)</td>
<td>Greatest degree of freedom. Limited by terms of use</td>
<td>Limited freedom. Limited by computing infrastructure and terms of use</td>
<td>Least freedom. Limited by API structure and computing infrastructure</td>
</tr>
<tr>
<td>Security and confidentiality of individual-level data</td>
<td>Weak. Many copies of data shared with many users, possibly in many countries, subject only to data access agreements. Difficult to audit. Difficult to withdraw data once shared</td>
<td>Strong. Data shared with third party users within a secure and auditable computing environment. Data can be easily withdrawn</td>
<td>Very strong. Data remains hidden from users. Data can be withdrawn at any time</td>
</tr>
<tr>
<td>Data privacy protection</td>
<td>Weak. Deidentification and data access agreement limiting reidentification</td>
<td>Strong. Individual-level data may be viewable but not downloadable. Only results are released. Outputs may need to be deidentified</td>
<td>Very strong. Individual-level data are not downloadable or viewable. Only results are released</td>
</tr>
<tr>
<td>Security and confidentiality of Researchers’ Ideas or Code</td>
<td>Very strong. Researchers submit proposals but maintain control over methods</td>
<td>Medium. Researchers’ activities are supervised/audited</td>
<td>Weak. Researchers must share query/workflow with data steward</td>
</tr>
<tr>
<td>Informed consent</td>
<td>Consent may be needed for research use, sharing, and cross-border transfer</td>
<td>Consent may be needed for research use only</td>
<td>Consent may be needed for research use only</td>
</tr>
<tr>
<td>Research ethics oversight</td>
<td>Data user may need research ethics approval</td>
<td>Data steward may need to provide research ethics approval</td>
<td>Data steward may need to provide research ethics approval</td>
</tr>
<tr>
<td>Scalability to multiple resources</td>
<td>Straightforward through a distributed data commons, with some shared infrastructure (eg, access portal)</td>
<td>Can only be done indirectly through an individual-level meta-analysis</td>
<td>Difficult but theoretically possible through a federated data system</td>
</tr>
<tr>
<td>Legal agreements</td>
<td>Data access/transfer agreement and data use agreement</td>
<td>Data use agreement and computing environment terms of use</td>
<td>Data use agreement only</td>
</tr>
</tbody>
</table>

*aAPI: application programming interface.

### Scalability of Model-to-Data to a Network of Multiple Resources

Thus far, we have only considered the case of providing access to a single data resource held by a single data steward. Much of the value of data sharing occurs, however, where multiple data resources are connected into a network. Researchers often seek to achieve greater statistical power or refine an algorithm by aggregating multiple data sets. This is particularly relevant to research requiring a comprehensive analysis of data sets at scale. For instance, efforts in achieving precision medicine rely on the ability to combine a vast amount of diverse data types to investigate health and wellness [18]. There is also a strong interest in combining data across sectors to improve knowledge. For example, AllIn partners are looking for solutions to intersect data from diverse community resources to improve community health outcomes [19]. However, combining data from diverse sources is challenging because of the lack of interoperable standards between various data models (eg, OMOP, PCORnet, and TrinetX) [20].

In addition, data sharing networks or consortia must agree on a shared technical solution, raising additional complexity [21]. Consortia of data stewards can agree to centralize or pool their data into a single repository governed by common ethical and legal governance rules and processes (eg, the All of Us Research Program [22]). Once the data are centralized, the data stewards must still decide on a technical data sharing model (ie, copy-and-download, researcher-to-data, or model-to-data). Where data distribution is problematic, a researcher-to-data approach may naturally align with a centralized consortium model. The aggregated data can be hosted in a single, secure computing environment. The stewards of the repository can then grant qualified researchers access to data and tools within the secure environment. Admittedly, centralization still involves relinquishing local control and trusting a third party to govern the data. However, these concerns can still be mitigated by adopting a researcher-to-data or a model-to-data approach as copies of data would not be further distributed to researchers.

Where data cannot be shared or centralized, model-to-data can still theoretically enable a virtual form of data aggregation through a federated data system (ie, distributed data system). A federated data system is composed of a network of autonomous data repositories or nodes that share a common data structure/schema and governance principles, but the data remains localized. Users can run an identical query or analysis at each data repository [23]. The results of the queries or analyses are aggregated and returned to the researcher who submitted the query. A federated data system enabling linkage and analysis of sensitive health care data in multiple repositories is proposed by the European Personal Health Train, where analytical tasks visit data sources [24]. Data sets are likened to
**Scientific Governance of Model-to-Data**

The effectiveness of any data sharing model is a function of the type, quality, and richness of the data; the number of problem solvers who can access the data; the diversity of questions and analysis methods that can be applied; and the ability to validate and compare outputs. Modern data sharing governance philosophy has been popularly articulated according to the FAIR guiding principles that data be findable, accessible, interoperable, and reusable [31]. The FAIRness of data is always heavily dependent on the actions and abilities of the data steward. FAIRness is all the more dependent on stewards in the case of model-to-data as the data user has no ability to curate or conduct quality assurance on the data. In this paper, we focus on the case of a single data resource. Many of these issues will be challenging in the case of a federated data system involving multiple resources, as participating resources will all have to agree on standards and cost-sharing arrangements.

**Findable**

To be findable, data resources must be associated with rich, accurate, and standardized metadata. Metadata must generally be openly accessible for researchers to discover relevant data sets through data search engines. New technologies such as genomic Beacons and clinical Beacons allow researchers to search for individual-level traits, outcomes, or genetic variants without revealing detailed individual-level data [32]. Beacon technology works through an application programming interface (API), allowing researchers to query a data set (“do you have any patients with genetic variant ABC?”) and receive a simple Yes or No in response (or some slightly more detailed demographic or clinical information about the individual). Individual-level search may be equally possible across different data sharing models, with appropriate protections in place to ensure that searches do not leak excessive information about individuals. In model-to-data, enabling meaningful discovery may also call on data stewards to provide sufficient metadata or, better, an unbiased, representative training (testbed or sandbox) data set to help users understand the characteristics of the sequestered data set or to develop, train, and test their workflows and machine learning algorithms. The selection, composition, curation, and annotation of the representative training data sets is critical to the success of model-to-data as the training data set is used to fit models. Curation of the training (visible) and validation (sequestered) data sets must match perfectly for the data to be truly findable.
Accessible

Model-to-data enables analyses of sequestered data that cannot be directly accessed by researchers. At least superficially, the model-to-data approach is one way to resolve tensions between openness and confidentiality. In model-to-data, the data steward does not focus on securing transferring data to trustworthy and qualified users or on controlling access to a cloud computing environment, yet the data steward may still play an important governance and scientific oversight role. Determinations may still need to be made about who is authorized to analyze the data (ie, who can submit code to run on the data), and these determinations would need to be enforced through defined user authentication and authorization processes. In this manner, the model-to-data data steward will need to play a role akin to traditional data access committees in the review of data user access requests. Data stewards may also need to take on a more hands-on scientific advisory role, reviewing the appropriateness and scientific validity of the submitted analysis codes, providing feedback on model performance, and troubleshooting. Further complicating the responsibilities of the model-to-data data steward is the reality of finite computing and advisory resources. Because data are not directly accessible, model-to-data may enable data stewards to expand access to a wider group of data users than would otherwise be allowed because of reduced concerns over security and privacy. However, broadening access would need to be balanced with the need to be parsimonious against limited resources.

Interoperable

The responsibility for making data interoperable in model-to-data rests primarily with the data stewards, as data users cannot access the data directly. Furthermore, data stewards must ensure that their computing environment is interoperable to enable the third-party code to run accurately. This need for interoperable platforms is encouraging harmonization of not only data collection approaches but also technology architectures, data ontologies, formats, and governance structures. Indeed, the Global Alliance for Genomics and Health [33] has proposed a federated international ecosystem of genomic databases for which it is developing technical standards and policy frames to make the data available to authorized data users under relevant conditions [34]. The GA4GH Cloud Work Stream developed standardized computing routines, protocols, and tools (APIs) to enable the portability of algorithms, tools, and workflows across cloud environments in large-scale distributed projects [35]. These standards are being piloted in GA4GH Driver Projects, including the National Cancer Institute Genomic Data Commons [33,36] and the Canadian Distributed Infrastructure for Genomics [37]. These ongoing efforts to harmonize data ontologies, formats, and workflows support the interoperability of data sets both in the cloud as well as in the model-to-data research.

Reusable

The goal of data reuse is to enable the generation of new knowledge from data and to enable validation of previous findings to promote scientific consensus. In order for data to be reusable through model-to-data, data stewards must ensure that the data are high quality, rich, and fit-for-purpose. Preparing data for analysis is often the most taxing part of data science [38]. Regardless of the data sharing model, data generators and stewards bear a significant degree of responsibility for data curation. There are also efforts to harmonize clinical assays as evidenced by the proposed Diagnostic Accuracy and Innovation Act [39]. Where copies of data are distributed, researchers can participate to various degrees in curating data to render it usable for specific purposes. In model-to-data, however, the responsibility for curation and annotation of the sequestered data set is entirely the responsibility of data stewards.

Ensuring the Quality of Research Outputs

A concern for data sharing generally is not only ensuring the quality of data but also the quality of research outputs. These results are usually in the form of summary statistics, but increasingly data science outputs also include trained algorithms. Usually, the quality of research outputs is left to quality control by journals and peer review. Owing to their intensive role in data curation and algorithmic facilitation, in some cases, model-to-data data stewards may insist on coauthorship or may reserve the right to review abstracts or manuscripts before publication, although these approaches can raise concerns about scientific freedom.

Ethical and Legal Governance of Model-to-Data

Considerations for ethical data sharing go beyond scientific concerns. Data stewards adopting a model-to-data approach must also address issues of privacy, confidentiality, security, ownership, research ethics oversight, and sustainability.

Privacy, Confidentiality, and Security of Patients’ Data

Concerns about risks to privacy are at the core of resistance to data sharing. Data sharing models involving the distribution of data to researchers rely heavily on deidentification (the process of removing direct identifiers). However, the residual reidentification risk of even limited genetic or demographic data sets has been clearly demonstrated [40]. Data access governance mechanisms (eg, due diligence review of access requestors, data access agreements) may mitigate risks, but ultimately depend on trust [41]. There are few means available to monitor obligations to keep data confidential and secure and, even if a breach is detected, it is not clear if and how a breach could be sanctioned. In model-to-data, by contrast, no copies of data are distributed, reducing privacy risks. Data stewards do not have to predict all possible future reidentification scenarios or assess the trustworthiness of data requesters to keep data secure when they enable model-to-data research.

However, there remain some limited privacy concerns regarding model-to-data. First, to make model-to-data data sets usable, limited training sets of data may need to be distributed. It may be possible to distribute synthetic or noisy training data sets as a way to preserve the data subject’s privacy and data confidentiality. Second, privacy risks may differ depending on whether model-to-data access is provided for algorithm training, validation, or application. Unintended memorization of data has been shown to occur during the training of algorithms [42]. Outputs from applying a model could contain identifiable
information, or such information may be reverse engineered or inferred. Privacy leaks can be reduced by adding safeguards such as auditing of outputs and limiting what kinds of outputs may be returned to researchers. Even when the release is limited to outputs or knowledge, there may still be a need for careful risk assessment and calibration between openness and privacy protection.

**Informed Consent and Research Ethics Oversight**

Whereas model-to-data may allow data stewards to meet data confidentiality and localization requirements, ethical concerns remain related to the principles of informed consent and research ethics oversight. Ethically, patients have an interest in knowing who is being provided access to their data and what their data are being used for, even if those parties never directly access their individual-level data. Data privacy laws, particularly the European GDPR [4], require a legal basis, such as consent or public interest, to be able to analyze personal data for certain research purposes. The US National Institutes of Health’s dbGAP genomic data repository imposes ethical data use limitations on data based on the scope of the participant’s consent [43]. With model-to-data, legal constraints on use may appear to be diminished or inapplicable as individual-level data are not disclosed to third parties. Nevertheless, data use may raise ethical and social license concerns if data were used by controversial parties or for controversial purposes without patients’ knowledge. Data stewards are responsible for ensuring appropriate oversight of data use. This responsibility overlaps with the scientific oversight mechanisms discussed above.

A traditional mechanism to ensure the ethical conduct of health research is to subject project proposals to approval and oversight by an independent research ethics oversight body (e.g., Institutional Review Board, Research Ethics Committee). In a model-to-data context, however, the locus of research ethics oversight may need to shift from the data user’s institution to the data steward, where the actual analysis of data is performed. This shift may in fact allow access to a wider range of data users from outside academic or health care institutions—who would not necessarily be subject to human subject research regulations—to analyze data (e.g., commercial researchers and citizen scientists). The data steward would essentially provide a research ethics review as a service to these users. In the case of a federated data system involving multiple data stewards, some level of coordinated research ethics oversight between stewards would need to be developed. For example, a data user could receive approval from one data steward in a network and the other stewards could mutually recognize that approval. Fortunately, models for coordinated oversight of data-intensive research have already been developed and could be adapted to the model-to-data context [41,44].

**Confidentiality and Security of Researchers’ Ideas and Software**

A central strength of model-to-data is that it improves data security. However, the trust patterns required to enable security in model-to-data research are novel. In traditional data sharing models, data subjects and data generators must trust data users to secure individual-level data. In model-to-data, by contrast, data users must trust that data stewards will keep their queries and code secure from unauthorized access and that data stewards will not appropriate the ideas or internet protocols of data users for themselves. This issue becomes more problematic when scaling model-to-data to multiple resources. From this perspective, allowing an honest broker to act as the data steward in model-to-data may be desirable (although this would require data generators to transfer control over their sensitive data to the honest broker). Involving an independent trusted third party can reduce real or perceived conflicts of interest. Another potential solution analogous to privacy-preserving record linkage is to enable secure computation without the data steward being able to directly inspect the query or code [45,46]. The query or code is encrypted and sent to a trusted third party to unencrypt at runtime. However, this may be technically complex and data stewards may insist on inspecting the nature of the submitted algorithm. Model-to-data stewards must also consider the security risks associated with allowing outside code to be run inside their protected computing environment (e.g., tampering). Providing read-only access to data directories limits the risks that input data may be altered. Preventing network access while executing the analysis code reduces the risk that users may accidentally download data.

**Data Sharing Incentives and Sustainability**

The FAIRness of data in model-to-data contexts is heavily dependent on the role of the data steward. The FAIRness of analysis workflows is also increasingly key for the reproducibility of data-intensive health research. In the context of model-to-data, this FAIRness may additionally be essential for trust between data users and data stewards [24,47]. Data stewards need to possess not only traditional data governance expertise but also significant computational and analysis skills, a rare combination, and one without formally recognized qualifications at this time. These issues of oversight may hamper the adoption of model-to-data. Ultimately, by shifting more responsibility for data curation and infrastructure costs to data stewards, model-to-data represents a fundamental recalibration of the tripartite responsibilities of data generators, data users, and funders envisaged by the Toronto Statement on Pre-publication Data Sharing, a policy promoting rapid data sharing by large-scale community resource projects in biology [48]. Although model-to-data may seem like a technical decision, it significantly exacerbates the incentive problem already plaguing data sharing [49]. To succeed, model-to-data requires dedicated support from funders as well as from the highest level of leadership within organizations seeking to share data.

Similarly, all databases face sustainability challenges [50]. Who pays for the development, management, and maintenance of data sets, especially over time? For model-to-data, similar questions must also be asked about the sustainability of maintaining computing environments and security infrastructure. Open data distribution models promise a cheap solution to the preservation of data sets in part through the existence of numerous copies of the data set. In model-to-data, a data steward is trusted with preserving the data set and providing access to
it over time. Different sustainability models may need to be explored, from fee-for-access to sustained public funding. The choice of model may be influenced by the source of investment in data generation, curation, and infrastructure. Private investors may want to commercialize data access, whereas public funders may insist on an open science approach. One solution could be a commitment by funders to pay for stewardship as a utility contract, one that simultaneously sustains infrastructure and explicitly requires strict platform neutrality. Good contracting practices that guarantee the portability of data sets from steward to steward in the event of bankruptcy or bad faith would also be essential. Furthermore, data stewards must be careful to avoid conflicts of interest toward either the data generators who entrust them with the data or data users who entrust their hypothesis and analysis methods to them. Ultimately, the question for model-to-data approaches and, by extension, federated data systems, is whether the benefits to science and society are worth the cost. The first-of-its-kind economic evaluation of federated data systems concluded that their return on investment was unclear [51].

The major concerns related to sustainability in model-to-data are the evaluation and reproducibility of model-to-data research, the key to research quality, and transparency. If a data steward were to refuse or discontinue algorithmic access services, this would imperil research reproducibility. This issue becomes greater at scale. In a federated data system, all it takes is for one data steward in a network to withdraw algorithmic access to undermine reproducibility. The reproducibility of model-to-data research may be vulnerable to the caprices of funders, scientific priorities, politics, or even individual data subjects. Indeed, because there is only one copy of a data subject’s data in model-to-data, it may also be easier for subjects to withdraw their data. On the one hand, model-to-data supports individual autonomy, allowing individuals to control how their data are (or are not) shared and used over time, which may bolster public trust and willingness to share. On the other hand, this may make reproducibility of research more susceptible to the caprices of individuals.

Conclusions

Model-to-data promises to unlock health data currently stuck behind institutional (fire)walls and country borders, providing access to researchers without sacrificing security, confidentiality, or local control. Model-to-data can improve the quality of research outputs by providing access to more data.

For algorithms, model-to-data access can serve as a means of rapid, continuous quality control. The accuracy of algorithms can be determined or compared through benchmarking, where the algorithm is run on a standard data set. For traditional research findings, model-to-data may allow peers to reach consensus about insights if running different models generates similar findings. In practice, however, this technical access model involves significant costs and drawbacks. It falls short of its utopian promise of technology, overcoming legal and human constraints on data sharing. We have argued that model-to-data should only be adopted where necessary to supplement rather than to replace existing data sharing approaches for scientific, legal-ethical, and resource reasons. By segregating researchers from data, model-to-data tends to limit scientific freedom, integrity, and reproducibility. Although model-to-data scores high on security and confidentiality, ethical concerns persist about individual control over who uses their data and for what purposes. Model-to-data also presents a coordination puzzle for research ethics oversight systems, with the research analysis occurring in an institution different from that of the researcher.

Model-to-data intensifies the incentive issues already plaguing open science [49]. Data stewards must provide expertise and resources to curate data, maintain technical infrastructure, and conduct scientific activities on behalf of users. Meanwhile, direct benefits tend to accrue to data users. Scalability is another concern for model-to-data. Scalability from a single resource to multiple resources is possible with a federated data system. However, as these systems scale, the challenges of maintaining scientific data harmonization, technical standardization, and agreements about cost and benefit sharing scale as well. The scale of federated data systems may therefore be naturally limited to a smaller number of trusted parties.

We predict that the model-to-data approach will become an increasingly attractive option for particular use cases as the scale, diversity, and regulatory complexity of international data sharing continue to rapidly increase. This assumes that the scientific, legal-ethical, incentives, and network issues described above are addressed. Model-to-data will be most useful for large-scale stand-alone resources or small networks of resources when scientific data standards are well established, where the inquiry is clearly defined in advance (eg, in a hackathon challenge), and when providing access to a specific community of users who would not otherwise be authorized. Ultimately, the success of model-to-data may require the migration of expertise in data curation, data science, and technical interoperability from institutions hosting researchers to those hosting data. It may further depend on the willingness of funders to support the creation and sustainability of data centers and their networks. Although expensive for single data stewards, model-to-data may be more efficient overall by reducing the need for redundant, secure computing environments.

We are cautiously optimistic that model-to-data can unlock at least some data sets for broader sharing, for at least some uses, but we remain skeptical that it can fully square the circle. To successfully adopt an model-to-data approach, the concept of data stewardship needs to be reconfigured, with implications that reach the organization’s core business model. At least for now, responsible scientific, ethical, and legal data governance remains a reliably human endeavor.
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Abstract

Digital health solutions, in particular information communication technologies, often experience implementation failures leading to slower adoption than expected. This implementation challenge has spurred the development of frameworks to help navigate this uncertain and messy process. These frameworks point to environmental, organizational, individual, and technological factors that can drive or hinder implementation, with some in the field suggesting that perceived value may play a pivotal role. However, the concept of value can have varying meanings and be challenging to operationalize as a means to support implementation. Attending to philosophical and psychological meaningfulness for users and organizations in which technologies are adopted may offer a useful lens, by linking perceived value to individual behavior changes often required as part of implementing digital health technologies. Lessons learned from developing, evaluating, and implementing the electronic Patient-Reported Outcome (ePRO) tool demonstrate how qualitative methods can be used to uncover meaningfulness. By drawing from this example and other similar studies, this viewpoint offers suggestions on how future inquiry could deepen an understanding of meaningful innovation to help drive the implementation of digital health technologies.
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The Implementation Challenge Facing Digital Health

While digital technologies have transformed many industries worldwide, health systems remain laggards in adopting innovative and disruptive technology. In a recent reflection, Jadad and Jadad Garcia lament the glacial crawl of innovation adoption in health systems, stating that “sadly, the promises of information and communication technologies to transform healthcare services remain unfulfilled” [1]. Global health leaders have recognized this gap and are establishing strategies to support wider adoption of technologies that are viewed as foundational for robust health systems [2,3]. Included in these strategies is attention to overcoming implementation challenges that have slowed adoption. Implementation factors such as adaptability of the innovation, the implementation climate, the policy and system environment, and user characteristics are key hindrances [4,5]. In her viewpoint paper in the 20th anniversary issue of the Journal of Medical Internet Research, Buis argues that to achieve the vision of digital health, the next decade of inquiry requires greater attention to these implementation challenges [6].

Several theoretical frameworks and models of implementation have emerged and been applied to digital health. Two promising models include the Value-Proposition Design (VPD) [7], and the Non-adoption, Abandonment, Scale-up, Spread, and...
Sustainability (NASSS) framework [8]. These frameworks represent an important step forward in implementation science, offering applied and practical approaches that build on heuristic models like the Consolidated Framework for Implementation Research (CFIR) [9]. VPD and NASSS include attention to multiple implementation factors, and both suggest that the value proposition of a given technology is a critical driver of its implementation, an idea also reflected within the World Health Organization guidelines on adopting digital health solutions [10]. The importance of the perceived and evidenced value of these technologies has spurred calls for better evaluation standards of digital health products to drive adoption [11].

Although perceived value is one of several factors to consider, the above frameworks suggest it to be a central concern as it can drive behavior change in the individuals and organizations needed to implement a technology. However, the concept of value can be understood in many ways and through multiple disciplinary lenses. This viewpoint suggests meaningfulness as one potentially useful approach to uncover how perceived value can drive implementation.

What is the Meaning of Meaning?

The notion of “meaning” in thinking of technology adoption in healthcare is not a new idea. The concept of “meaningful use” of electronic health records (EHRs) emerged in 2010 in an attempt to establish rules for how EHRs are to be used in order to improve quality and efficiency [12]. While this functionally focused notion of meaning has an important place, it may be too narrow to encompass different interpretations of meaning held by users. A broader understanding is offered through philosophical approaches exploring how individuals perceive that they are living meaningful lives. Some philosophers have argued that we see our lives and actions as being meaningful when we feel we are promoting good in the world, experiencing subjective satisfaction, and/or achieving our aims and life goals [13]. While the intention of this commentary is not to dive into the deep and rich philosophical literature on meaning, this approach to meaning can offer a lens to help explore and perhaps overcome some of the challenges experienced when implementing technology in health care.

Perceived meaningfulness is related to the implementation of digital health solutions in two ways. First, meaningfulness drives behavior, and behavior change is needed when adopting new technology. Social and cognitive psychology theories have shown how group interactional processes and individual cognitive and emotional processes motivate behavior change needed when implementing new practices [14], like when adopting a new electronic medical record or including telemonitoring as part of clinical care. Social determination theory, which suggests individuals’ goals and aspirations (one of the components of meaningfulness mentioned earlier), are key drivers of behavior [15]. Social determination theory has also been used to understand patient adherence to digital health interventions [16].

For providers, psychological meaningfulness associated with work has been shown to incent better engagement with that work. As Kahn [17] describes in his foundational paper on the subject, psychological meaningfulness in work is “the harnessing of organization members’ selves to their work roles; in engagement, people employ and express themselves physically, cognitively, and emotionally during role performances.” Here Kahn connects meaning in work to a broader sense of self, which can, in turn, act as a powerful motivator to drive behavior. Classic motivation theorist Maslow viewed meaningfulness as one of several higher-order needs which humans strive for through the ongoing process of self-actualization [18].

Meaningfulness in work is argued to help individuals reach a level of self-actualization where individuals are driven by the work itself, rather than completing a task. Building on Maslow’s theory, Chalofsky and Krishna suggest meaning in work occurs when work speaks to an individual’s whole self and is perceived to be good work. When perceived meaning in work is paired with meaning at work, where individuals feel emotionally committed to their organizational environment, they will be subsequently more engaged and willing to go “above and beyond” [19]. This feeling of meaningfulness in work represents a “deeper level of intrinsic motivation” [19]. Tapping into that level of motivation to change can be crucial in technology implementation, where resistance to change is a significant barrier to implementing digital health solutions [4].

Second, while individuals’ sense of meaning in their lives can drive their behavior, it can also be influenced by the technologies they use. Technology itself represents an artifact in the social and work environment that can influence meaningfulness to individuals. There may be a risk in assuming the technology is simply a tool to manipulate, having little to do with what is important to people and their identities. Another perspective, grounded in a sociological approach, suggests technology plays an important role in how we understand ourselves, our work, and our environment. As Lupton so eloquently argues, health technologies are “sociocultural products located within pre-established circuits of discourse and meaning. [Technologies] are active participants that shape human bodies and selves as part of heterogeneous networks, creating new practices and knowledge” [20].

As such, when seeking to drive implementation of technology, we not only need to determine what value this brings to the individuals interacting with the technology as suggested by VPD and NASSS, but we also need to unpack how using the technology may change perceptions of value and meaning over time.

Figure 1 offers a simple visualization of this proposed interrelationship between meaningfulness, behavior, and technology implementation.
Seeking Meaningful Innovation

If meaningfulness is a key driver to implementation, then it is essential to uncover what is meaningful to users of systems within their organizations and system contexts. VPD and NASSS offer a set of questions to guide the implementation process iteratively. These questions are not only useful in uncovering objective opportunities and challenges in implementation (e.g., whether there are necessary resources and regulations needed to adopt a particular technology) but can be used to uncover meaningfulness as well (e.g., how individuals perceive a shared problem to be solved).

In adopting this approach, however, two challenges can arise. First, those asking the questions may struggle to pick up on meaningfulness because users will have different abilities and willingness to express what is meaningful. Simply put, you may ask the right question, but the answers may not be articulated in a way that meaningfulness can be easily understood. Second, it can be challenging to attend to what is important and meaningful to the many different users of a system which can include providers, administrators, patients, and families involved in health service delivery; all of whom have different professional and personal backgrounds, aims and goals, and personal perceptions of meaning.

Drawing on multiple qualitative methods can help not only ask the right questions at the right times but unpack and interpret the answers with an ear for meaningfulness. To demonstrate how this approach could be put into practice, the remaining sections draw on experiences implementing the electronic Patient-Reported Outcome (ePRO) tool, a mobile app and web-based platform designed to support goal-oriented care in primary care settings. Qualitative methods used to develop, evaluate, and implement ePRO across multiple settings offer lessons on how what was meaningful to patients, providers, and their organizations influenced the adoption of technology. Experiences with this technology are compared to other literature emphasizing meaningfulness to drive the implementation of digital health technologies.

Developing for Meaningfulness

A focus on meaningfulness suggests a shift from merely seeing technology as a tool to support a process toward a deeper understanding of a user’s experience of receiving or delivering care in a particular context. User-centered co-design is a popular approach to employ the experiences and views of users to guide development [21]. It is essential to recognize that the process requires analytic work and iterative dialogue to link articulated desires for functionality, to why that function is important to users.

In the first rounds of developing the ePRO tool [22-24], interpretive description was used to understand user experiences. This method allows for situated and contextualized analysis with a view toward practical application of findings [25], which supported an iterative building of the interpretation of meaningfulness and drove the development of the technology. After undergoing multiple rounds of co-design, usability analysis found that although the technology had many shortcomings, it was highly used by patients, because they perceived it as meaningful [24].

The ARCHIE framework similarly suggests that the development of telehealth and telecare products must be “anchored in what matters to users” through iterative co-creation driven by a phenomenological lens [26]. The framework aligns with philosophical and sociological traditions that emphasize meaningfulness to users, in this case, patients, suggesting the use of phenomenological and ethnographic approaches to uncover meaningfulness and guide development.

Evaluating for Meaningfulness

As the development of the ePRO tool moved from design into the iterative evaluation of usability testing and pilot trial, the focus on meaningfulness to both patient and provider users became even more important. This phase required the next step of linking meaningfulness to other components of the intervention beyond just the technology, looking at contexts, processes, and mechanisms that drive any change in patient
outcomes. A narrative analysis of patient and provider interview data was used to identify dominant themes in the stories they told of using the technology [27].

Critical to both patient and provider stories was how the technology linked to what was important in their lives and work. For patients, this meant it supported their care goals (achieving personal aims) and reinforced a sense of shared accountability to those aims with their provider. Providers recounted that they were willing to put in more time and energy to learn and use the new technology, adapting workflows and processes, when the technology was perceived as important to their patients (linked to a sense of doing good work). When they viewed the technology as meaningful, patients and providers changed their behavior to support the regular use of the tool.

Other evaluation methods that have been applied to similar complex technology interventions have viewed meaningfulness as a central component. For example, Gomersall and colleagues suggest adopting network-based evaluation approaches, like social networking or realist approaches, to pick up on social and individual values and meaningfulness in evaluations of ambient assistive living technologies [28].

Using Meaningfulness to Drive Implementation

The ePRO example and other studies indicate that meaningfulness may play an important role in the implementation of technologies. In these examples, meaningfulness is linked to personally held values and beliefs of individuals interacting with technologies, demonstrating that when technology aligns with those beliefs, it may be more likely to be used. However, meaningfulness is only one factor among other implementation drivers occurring at organizational and system levels. Uncovering meaningfulness for organizations and systems may also be required to support implementation. One approach is to consider how a given technology aligns to the why, or the vision, of an organization or care model. The critical point is to not just attend to that vision but also think about the guiding principles and values that drive organizations toward their goal. The disconnect between technology and what providers perceive as being foundational to their work and organization is a significant barrier to implementation [29].

Ideally, technologies would fit the aims and activities of the model of care as well as the guiding principles and values of the organizations and individuals delivering and seeking care. The ePRO tool was co-designed with those engaging in goal-oriented, person-centered care models. When spreading the tool to new environments as part of the pragmatic trial (see protocol [30]), it was most successful in primary care clinics that also had a strong vision of person-centered care delivery along with processes they could adapt to meet that aim. Although we are still analyzing findings from this study, observationally we found that where there was alignment, the ePRO tool was more likely to be perceived as valuable to providers and patients leading to changes in how patients engaged in their care, and how providers managed patients and communicated with each other around supporting patient goals. Preliminary analysis of trial data suggests alignment between technology and the organization’s vision and guiding principles can play an important role in implementation. A deep dive into the ethnographic data planned for this year will provide additional insight into this relationship.

Future Work

The experience of developing, evaluating, and implementing the ePRO tool, and the emerging literature in this space suggests that meaningfulness matters. In particular, philosophical and psychological meaningfulness may be playing an important role in the process of implementation. The ideas presented are based on just a few examples and require more empirical testing. While meaningfulness to users was explored as part of the ePRO study, the importance of meaning as related to implementation emerged throughout the study; as such we did not start explicitly looking for connections between meaningfulness and other implementation constructs until we got to later stages and had an opportunity to reflect on what was learned.

This viewpoint is intended to start a conversation about the role of meaningfulness in implementation. Many questions are yet to be explored, including: is there a unique understanding of meaningfulness that pertains to technology? How does meaningfulness interact with other components of implementation? Can strong empirical evidence of the value of a technology overrule intrinsic perceptions of meaning held by users? How does meaningfulness relate to other socially grounded concepts like ethics and equity when implementing technologies?

Perhaps the more important takeaway from this viewpoint is that philosophical and psychological meaningfulness for those who engage with technologies in their work and lives plays a role that deserves attention. Adopting qualitative methods can serve to uncover meaningfulness for diverse users and organizations, and could help to drive implementation decisions. Future work can help to uncover how we can adapt and build research methods to place meaningfulness at the center of our implementation efforts so that perhaps our reflections on the state of digital health a decade from now are much less grim than those we see today.
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Abstract

Background: Tailoring an online intervention to participant preferences (eg, by giving participants a choice which modules to follow) may increase engagement in the intervention, motivation for behavioral change, and possibly intervention effects. So far, little is known about what characteristics predict these module choices. Filling this knowledge gap is useful for optimizing program engagement.

Objective: We investigated participant choice for a dietary and/or physical activity (PA) promotion module in our web-based computer-tailored intervention based on self-determination theory (SDT) and motivational interviewing (MI). Furthermore, we investigated which demographic characteristics, current behavior, psychosocial constructs and constructs from SDT and MI, and program-related variables such as advice on which module to follow were associated with these choices.

Methods: Observational data were used from the randomized controlled trial MyLifestyleCoach of participants who were randomized into the intervention condition, completed the baseline questionnaire, and made a module choice in the opening session of the intervention. Here, they received advice on their own dietary and PA behavior. At the session’s end, they chose which lifestyle modules they would like to follow (both, diet, PA, or no module). Measurements included demographic information; self-reported diet and PA; and several psychosocial, SDT, and MI constructs. In total, data from 619 Dutch adults (59.6% women; mean age was 51.9 [SD 13.5] years) were analyzed. A stepwise multinomial logistic regression analysis was conducted to investigate which characteristics are related to module choice; the diet module served as reference category as almost everyone was advised to follow this module.

Results: Of this sample, 54.8% (339/619) chose to do both the diet and PA module, 25.4% (157/619) chose to follow the diet module, 17.8% (110/619) preferred to follow no module, and 2.1% (13/619) chose to do the PA module only. Furthermore, it was found that older people, those who consumed more fruit, and those who scored lower on importance to change their current diet were more likely to choose no module compared to the diet module. People who had more motivation to change their current PA and those who received strong advice compared with slight advice to follow the diet module were more likely to choose both modules compared with the diet module only.

Conclusions: The results show that more than half of the sample was interested in following both the diet and PA module in this online lifestyle intervention. Several characteristics were found to be related to module choice. A future challenge is to examine how this knowledge can be used to improve future interventions, such as tailoring (messages or content) on specific groups or examining where and how MI could be used to motivate people to make a certain module choice.

Trial Registration: Netherlands Trial Register NL7333; https://www.trialregister.nl/trial/7333

(J Med Internet Res 2020;22(7):e15024) doi:10.2196/15024
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Introduction

Health risk behaviors such as unhealthy dietary intake and insufficient physical activity (PA) are widespread among adults, making the prevention of these behaviors a public health priority [1-3]. The small effect sizes, limited sustainability of effects, and high drop-out rates usually found with existing online diet and PA interventions suggest that there is room for improvement in this field [4,5]. In this regard, there is more and more evidence showing the importance of autonomous motivation in sustained behavioral change [6,7], and this might therefore be a potential strategy for improving diet and PA interventions. Self-determination theory (SDT) postulates that providing conditions that support autonomy and choice are important basic psychological needs to improve more autonomous forms of motivation [8-11]. This autonomy support may be relevant during participation in intervention programs but also necessary at the start of an intervention, allowing participants the option to choose for themselves what parts of the intervention program they want to participate in. For interventions targeting multiple behaviors, this means people should have the option to choose which behavior they want to work on, preferably from separate modules so they can focus on a behavior in which they are really interested. Until now, research about the choices people make in such interventions (ie, which modules people choose) has been limited. But research that focuses on which factors and determinants are related to these choices is even more scarce.

To date, research has mainly investigated predictors of participation, use, and revisits of eHealth interventions instead of why people choose certain topics in these interventions [12-19]. In general, these studies have shown that women, older people, people with more education, people with a higher income, and people with a healthier BMI and a healthier lifestyle are more likely to visit, start, use, and revisit web-based interventions. In addition, insufficient time, no personalized content, dissatisfaction with the content, and computer difficulties were linked to a decrease in adherence [20]. Giving participants a choice of which modules to follow may improve user engagement and favorably affect compliance and long-term success [21]. One study found that a majority of patients showed improvements in anxiety and depressive symptoms when they could decide what modules to use in a tailored web-based treatment, and only one participant (of out 27) dropped out [22].

Yet only a few studies have described which behaviors (modules) individuals choose to start with in multiple health behaviors interventions [21]. Two studies in the general adult population found that people prefer to select the PA module over dietary modules [19,23]. In a study with cancer survivors, a reversed pattern was present: the diet module was preferred over the PA module [24]. Another study found no favorable effects of messages tailored to a participant-selected topic over an expert-determined topic on PA levels [25]. Based on these mixed findings, the role of module choice should be further explored in tailored web-based interventions.

So far, two studies have identified factors that relate to module choice in online interventions [23,24]. These studies have demonstrated that age, marital status, advice (both content and number of referrals), and healthier lifestyle have been related to module choice. Research to date has not yet determined whether psychosocial factors also relate to module choice. According to the SDT, individuals experience more autonomous forms of motivation when the needs for relatedness, autonomy, and competence are met [10,26]. Thus, feeling a higher degree of autonomy and perceived competence in changing or maintaining improved dietary intake or PA may lead to more intrinsic motivation to change behavior, which could subsequently lead to engagement in actions to achieve the intended behavior change [8-11]. The client-centered counseling style and techniques from motivational interviewing (MI) can create a facilitating environment in which these needs are promoted [27]. However, (intrinsic) motivation alone is often not sufficient for initiating and maintaining improved nutrition or PA levels. Other psychosocial characteristics closely linked to motivation may also play a role in this process and possibly in module choice. It may be that people who have a higher commitment to change certain behaviors are more likely to choose a certain module. However, to our knowledge, no study has examined to what extent these factors relate to module choice [28].

With eHealth interventions becoming more and more popular in recent years, there is now a general idea concerning elements that make an intervention effective and increase its use. However, a detailed understanding of what actually occurs within an intervention is still lacking. Our main aim is to elucidate factors related to module choice. Identifying and understanding which characteristics relate to the choice of a specific module or the choice not to follow any module can inform intervention improvement. This knowledge can be used to optimally tailor the intervention to the specific characteristics and needs of the participants and prevent nonuse. This may result in increasing intervention exposure and relevance that could result in increased effectiveness of the intervention.

In this study, participant choice of a dietary and/or PA promotion module is investigated in our web-based computer-tailored intervention based on SDT/MI. The main aim of this study is to examine which factors are related to these module choices (diet, PA, both, or no module) in the intervention. For these factors, we will look at demographic characteristics, psychosocial constructs related to SDT and MI, current behavior, and program-related variables (advice on which module to follow and the importance of changing behavior after feedback). Several hypotheses have been formulated based on previously mentioned literature. Regarding demographic characteristics, it is expected that women, older people, and people with more education are more inclined to choose a module (both, diet, PA) compared with no module. Furthermore, it is expected that a higher intrinsic motivation to perform a certain healthy behavior is related to choosing that particular module (ie, a higher motivation to engage in sufficient PA is related to choosing the
PA or PA and diet module compared with the diet or no module). In addition, a healthier lifestyle is likely to affect module choice as well (e.g., people with a healthier diet should be more inclined to choose the diet module compared with no module). Last, advice to follow a particular module and importance of the targeted change behavior is also expected to relate to choosing that particular module (both, diet, PA) compared with no module.

Methods

Design

This observational study was conducted as part of a 2-armed randomized controlled trial, MyLifestyleCoach. Data were collected in the period from mid-October 2018 until mid-May 2019. A comprehensive description of the intervention and the underlying theoretical frameworks, details of the trial design, and sample size calculations have been published elsewhere [29,30]. This web-based computer-tailored dietary and PA promotion intervention was developed using the intervention mapping protocol, and it is based on principles from SDT and MI. MyLifestyleCoach consists of two modules: I Move, an existing effective computer-tailored intervention to promote PA (PA module), and I Eat, which is aimed at promoting healthy eating (diet module), using similar behavior strategies as the I Move module [31]. The I Eat module is new, however, and its effectiveness has not been evaluated yet [29]. This study has been reviewed and approved by the Committee for Ethics and Consent in Research of the Open University of the Netherlands (reference number: U2018/07266/SVW) and was registered with the Netherlands Trial Register [NL7333].

Participants

Participants for this study were recruited via an internet research panel of Dutch inhabitants who occasionally volunteer in web-based research. They were eligible to participate if they were aged 18 to 70 years. A total of 1090 participants were randomized into the intervention condition of this study, of which 71.10% (775/1090) of participants completed the baseline questionnaire and 79.9% (619/775) of participants made a module choice in the opening session of MyLifestyleCoach. See Figure 1 for an overview of the study design and flow of participants. The dashed line represents the focus of this study.
Measurements
All the following constructs were measured in the online self-reported baseline questionnaire except for perceived importance; this was measured at the end part of the opening session, after feedback regarding current behavior had been provided. Researchers had no influence on how participants reported the outcomes. Participants had to complete each question to be able to proceed to the next section of the online questionnaire.

Demographics
The baseline questionnaire assessed gender, age, educational level, marital status (with or without a partner), health status (on a scale from 0 to 100), and height and body weight to calculate BMI. Educational level (i.e., the highest level of education completed) was recoded into three categories: low
(primary or basic vocational school), medium (secondary vocational school or high school), and high (higher vocational school or university). Work was recoded into two categories: employed (full-time or part-time work) and unemployed (volunteering, having no job, incapacitated to work, retired, household chores, or studying). Furthermore, we asked whether participants had an impairment that would prevent them from being physically active (yes/no).

Psychosocial Constructs Including Self-Determination Theory/Motivational Interviewing–Related Constructs

Competence

Two Perceived Competence Scales were used to assess perceived competence (basic psychological need, SDT) for a healthy diet and PA [32]. This is a 4-item questionnaire on which participants indicated the extent to which each statement is true for them on a 7-point Likert scale (1 = not at all, 7 = very true). An example item is: “I feel confident in my ability to maintain a healthy diet/exercise regularly.” The perceived competence scores were determined by calculating a mean score for the 4 items, separately for diet and PA. The internal consistency of these scales in this study was excellent (Cronbach $\alpha=.95$ for diet and .96 for PA).

Self-Regulation and Motivation

The Treatment Self-Regulation Questionnaire concerns why people would engage in health-relevant behavior [33,34]. It was used to assess the degree to which a person’s motivation for a healthy diet and PA is relatively driven by autonomous or self-determined reasons (SDT). Participants indicated the extent to which each of the 15 items was true for them on a 7-point Likert scale (1 = not at all, 7 = very true) for healthy eating and PA. Six items measure an autonomous regulatory style (Cronbach $\alpha=.92$ for diet and .93 for PA), 6 items measure a controlled regulatory style (Cronbach $\alpha=.86$ for diet and .89 for PA), and 3 items assess amotivation (Cronbach $\alpha=.70$ for diet and .76 for PA). Responses to the respective items for each regulatory style were averaged to obtain a score for each of the three self-regulatory styles.

Intrinsic Motivation

According to the SDT, autonomous motivation consists of identified, integrated, and intrinsic regulation. However, the Treatment Self-Regulation Questionnaire does not differentiate between these autonomous forms of motivation. Therefore, the subscale intrinsic regulation from the Dutch Behavioral Regulation in Exercise Questionnaire was administered to determine intrinsic motivation, as this is the only fully self-determined form of motivation [35]. Participants rated on a 5-point Likert scale what extent each of the 4 items was true for them with values of 1 = not true for me to 5 = very true to me. An example item was: “I exercise because it’s fun” (translated to engage in PA in Dutch). To compare intrinsic motivation for exercise with a healthy diet as closely as possible, we replaced exercise in all items by eating healthily. The scores of the 4 items were averaged into one intrinsic motivation score, both for a healthy diet and PA. The internal consistency of these scales in this study was excellent (Cronbach $\alpha=.93$ for diet and .98 for PA).

Importance

In the opening session, participants were asked to rate their perceived importance of eating (more) healthily and becoming more physically active using an importance ruler after they received feedback on their current behavior. This is a 1 to 10 scale, a tool to support the use of MI [36]. Including this factor next to the baseline importance scale was necessary because importance could have been changed as a result of the content (eg, feedback on current behavior) of the opening session.

Intention

Three items were used to measure intention for eating healthier and being physically active [37]. Participants rated on a 10-point scale to what extent, how strong, and how probably they intended to eat (more) healthily and become physically more active (or stay sufficiently active). A mean score was calculated for diet and PA based on these 3 items. The internal consistency of these scales in this study was excellent (Cronbach $\alpha=.91$ for diet and .95 for PA).

Commitment

Three items were used to measure commitment to eating healthier and being physically active [38]. Participants rated on a 5-point Likert scale how important eating (more) healthily/PA is for them, how involved they were in eating (more) healthily/PA, and how committed they are toward eating (more) healthily/PA. A mean score was calculated for diet and PA based on these items. The internal consistency of these scales in this study was good (Cronbach $\alpha=.89$ for diet and .92 for PA).

Diet

Diet was assessed with a validated Food Frequency Questionnaire [39,40]. It assesses the frequency and quantity of a variety of food items eaten in a typical week in the last month. Participants reported on how many days they typically consumed fruit, vegetables, and fish (ranging from 0 to 7 days per week). We added questions assessing the size of vegetables and fruit portions based on Willems et al [41]. The intake of pieces of fruit per day was calculated by multiplying the frequency by the number of pieces with the reported number of consumption days, divided by 7 (days a week). When participants reported eating fruit or vegetables on at least one day but did not fill in the portion size, the portion size was replaced by the median. Furthermore, participants reported the consumption frequency of a particular snack food in a typical week in the last month on a 7-point Likert scale: 1 = never/less than once a week, 2 = 1 to 3 times a week, 3 = 4 to 6 times a week, 4 = 1 time per day, 5 = 2 times per day, 6 = 3 times per day, or 7 = 4 or more times per day. Eight types of snacks were assessed, namely unsalted nuts, dried fruits, chocolate, candy, cookies, chips, ice cream, and savory pastries. The consumption frequency of unhealthy snacks per day was determined by summing the recoded frequencies for last 6 snacks (chocolate to savory pastries) and dividing by the numbers of days in a week.

Physical Activity Level

PA behavior was assessed using the validated self-administered Dutch Short Questionnaire to Assess Health [42]. This
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questionnaire has been adapted to an online format. Participants were asked on how many days of in a typical week (0–7) during the past month they engaged in (1) walking to work/school, (2) cycling to work/school, (3) work, (4) household activities, (5) walking, (6) cycling, (7) gardening, and (8) odd jobs. If participants engaged at least once a week in the before mentioned activities, they reported how many hours and how many minutes they engaged in this activity. Work and household activities were separated for light/moderate and vigorous activity (examples were provided for light/moderate and vigorous activities). For sports, participants were asked which sports they engaged in the last month (they could choose up to 4 sports). Then they provided the number of days per week and duration for these sports. For walking, cycling, gardening, and sports, participants rated whether they considered it to be light, moderate, or vigorous. PA behavior was operationalized as the total number of minutes of moderate to vigorous physical activity per week (MVPA). This was calculated by multiplying the frequency (how many days per week), and duration (how many hours and minutes per day) of leisure and transport walking, leisure and transport cycling, gardening, household activities, odd jobs, and sports performed with moderate or vigorous intensity. Values were inspected using frequency tables, and extreme values (eg, 16 hours of heavy household activities) were replaced by the median of the sample. This self-report was used as this was the most feasible method (ie, convenience, low costs, and proven as a reliable and valid tool) in assessing PA compared with objective observations [43].

**Procedure**

Members of the research panel received an email advertising the study about lifestyle containing information regarding the study (background, providing personal advice regarding dietary and PA behavior, that the program could help to improve their dietary and PA behavior, and information about prizes they could win for fully completing the intervention) and a link to the study website. Participation was free. When they clicked on the link, they could read further extensive information regarding the project, target population, expectations, data protection regulations, benefits (such as insight in current dietary and PA behavior and having a chance to win prizes), and contact details. If they were interested, they could click on the start button.

All eligible participants who agreed to participate answered some questions relevant to the inclusion and exclusion criteria and signed an online consent form. They were then computer randomized into the intervention condition or waiting list control condition (2:1) using a computer-determined sequence and completed the baseline questionnaire. In this paper, only respondents of the intervention condition were included in the analysis. After completing the baseline questionnaire, participants in the intervention condition continued directly to the opening session. Here, they were introduced to the structure of the program by text and by video coach. The video coach did not go into detail about the content of the modules or give advice on which module to follow. Participants were also asked to rate their perceived importance of eating (more) healthily and becoming more physically active on a 10-point scale. They received advice on which module to follow using a traffic light system based on the responses to the baseline questionnaire on where there was room for improvement, separately for diet and PA (see more information about this in the advice section). Participants were given a feedback message consisting of a summary of the extent to which they adhered to the diet and PA guidelines, in which domains there was room for improvement, and how important a healthy diet and sufficient PA was to them. They also received a brief reminder about the structure of the program.

Subsequently, participants were invited to choose which module they wanted to follow: diet, PA, both, or no module. The ones who chose no module received an email 2 weeks later with a link to the program where they could again make a module choice. Within the program, participants who had chosen to follow either the diet or the PA module were given the option the follow the other module once they had completed a session. Participants who did not immediately enter the opening session after completing the baseline questionnaire got a friendly reminder to do so 1 week after they completed the baseline questionnaire.

**Advice**

Participants received traffic light–based advice presented on two separate pages, one each for diet and PA. The color of the traffic light displayed in the advice indicated how closely their current PA level and diet corresponded to health recommendations. The corresponding text advised which modules were most relevant for them to use. For diet, the targeted behaviors (based on a pilot study) were to consume at least 200 grams of fruit (2 portions) and 250 grams of vegetables daily, eat fish at least once a week, and consume no unhealthy (ie, energy-dense) snacks [44]. For PA, the advice recommended accumulating at least 2.5 hours of MVPA every week [45]. A green light was shown when participants met the guideline. We then praised the positive scores and advised that it was not of high priority to follow the corresponding module but participants were still free to have a look at the module. An orange light was shown when the participants were close to meeting the guidelines (ie, the recommendations for at least one of the targeted behaviors for diet but not all were unmet or participant had 120 to 150 minutes of MVPA per week). Here, we also praised the reasonable positive score but advised following the module because there was room for improvement. Last, a red light was displayed when the participant failed to meet the guideline (ie, less than 120 minutes of MVPA per week). We strongly advised the participant to follow the corresponding module because the module could help them improve their behavior and health. If participants did not meet a certain guideline, they got detailed results about their current activity toward that particular behavior (fruit, vegetables, fish, unhealthy snacks, or PA) in relation to the guidelines. See Figure 2 for an example of the traffic light–based advice. The traffic lights were meant to provide participants with insight into their behavior and what they could change; they were not necessarily intended to induce compliance with dietary recommendations and PA guidelines.
Statistical Analyses

Descriptive statistics were used to depict demographic and psychosocial characteristics of the participants included in this study. To investigate the predictors of module choice, we performed Spearman correlations between all predictors to determine the intercorrelation of predictors. In case of high intercorrelation, predictors could be removed beforehand. A stepwise multinomial logistic regression analysis was conducted to identify which demographic (step 1), psychosocial including SDT and MI constructs (step 2), dietary behavior (step 3), and program-related variables such as advice and changed importance (step 4) were related to module choice. Significance was set at $P < .05$. Multicollinearity was assessed using variance inflation factors (VIF). Furthermore, the fits of the models were related to module choice. Significance was set at $P < .05$. Multicollinearity was assessed using variance inflation factors (VIF). Furthermore, the fits of the models were compared with likelihood ratio tests. If $P < .05$, the more complex model was significantly better than the simpler model, and thus the more complex model was favored. All statistical analyses were performed with the statistical software R version 3.4.4 (R Foundation for Statistical Computing).

Results

Participants

The study population was slightly overrepresented by women (369/619, 59.6%; men: 250/619, 40.4%). The mean age was 51.9 years, and about two-thirds of the participants were in a relationship. Furthermore, the majority of the participants had a high level of education. Of this sample, more than half of the participants had a paid job (full-time or part-time). Of those who did not have a paid job, 8.9% (20/225) were volunteering, 7.1% (16/225) were unemployed, 16.4% (37/225) were incapacitated to work, 44.0% (99/225) were retired, 16.4% (37/225) were studying, and 7.1% (16/225) did household chores as their main activity. In total, 4.8% (30/619) of participants had a physical impairment that prevented them from being physically active. The mean BMI was 26.6 kg/m²; 1.8% (11/619) were classified as underweight, 42.2% (261/619) had a healthy weight, 35.2% (218/619) were classified as having nonobese overweight, and 20.8% (129/619) were classified as obese. About one in three participants complied with the fruit guideline of 2 portions of fruit per day, 11.8% (73/619) adhered to the vegetable guideline of 250 grams of vegetables per day, 62.5% (387/619) of this sample consumed fish at least once a week, and 7.8% (48/619) never consumed unhealthy snacks. More than 90% of this sample engaged in 150 minutes or more MVPA per week (Table 1).
Table 1. Characteristics of the study population.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Module choice</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Diet (n=157)</td>
<td>PA* (n=13)</td>
<td>None (n=110)</td>
<td>Total (n=619)</td>
</tr>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt; Age in years, mean (SD)</td>
<td>52.1 (12.8)</td>
<td>49.3 (15.1)</td>
<td>52.8 (14.3)</td>
<td>54.7 (12.6)</td>
<td>51.9 (13.5)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>215 (63.4)</td>
<td>97 (61.8)</td>
<td>7 (53.8)</td>
<td>50 (45.5)</td>
<td>369 (59.6)</td>
</tr>
<tr>
<td>Men</td>
<td>124 (36.6)</td>
<td>60 (38.2)</td>
<td>6 (46.2)</td>
<td>60 (54.5)</td>
<td>250 (40.4)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>13 (3.8)</td>
<td>6 (3.8)</td>
<td>1 (7.7)</td>
<td>4 (3.6)</td>
<td>24 (3.9)</td>
</tr>
<tr>
<td>Medium</td>
<td>94 (27.7)</td>
<td>38 (24.2)</td>
<td>4 (30.8)</td>
<td>23 (20.9)</td>
<td>159 (25.7)</td>
</tr>
<tr>
<td>High</td>
<td>232 (68.4)</td>
<td>113 (72.0)</td>
<td>8 (61.5)</td>
<td>83 (75.5)</td>
<td>436 (70.4)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partner</td>
<td>226 (66.7)</td>
<td>102 (65.0)</td>
<td>10 (76.9)</td>
<td>77 (70.0)</td>
<td>415 (67.0)</td>
</tr>
<tr>
<td>Single</td>
<td>113 (33.3)</td>
<td>55 (35.0)</td>
<td>3 (23.1)</td>
<td>33 (30.0)</td>
<td>204 (33.0)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>210 (61.9)</td>
<td>104 (66.2)</td>
<td>7 (53.8)</td>
<td>73 (66.4)</td>
<td>394 (63.7)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>129 (38.1)</td>
<td>53 (33.8)</td>
<td>6 (46.2)</td>
<td>37 (33.6)</td>
<td>225 (36.3)</td>
</tr>
<tr>
<td>Physical impairment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>322 (95.0)</td>
<td>147 (93.6)</td>
<td>13 (100)</td>
<td>107 (97.3)</td>
<td>589 (95.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>17 (5.0)</td>
<td>10 (6.4)</td>
<td>0 (0.0)</td>
<td>3 (2.7)</td>
<td>30 (4.8)</td>
</tr>
<tr>
<td>BMI group, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight</td>
<td>4 (1.2)</td>
<td>4 (2.5)</td>
<td>1 (7.7)</td>
<td>2 (1.8)</td>
<td>11 (1.8)</td>
</tr>
<tr>
<td>Normal</td>
<td>137 (40.4)</td>
<td>63 (40.1)</td>
<td>4 (30.8)</td>
<td>57 (51.8)</td>
<td>261 (42.2)</td>
</tr>
<tr>
<td>Overweight</td>
<td>112 (33.0)</td>
<td>62 (39.5)</td>
<td>5 (38.5)</td>
<td>39 (35.5)</td>
<td>218 (35.2)</td>
</tr>
<tr>
<td>Obese</td>
<td>86 (25.4)</td>
<td>28 (17.8)</td>
<td>3 (23.1)</td>
<td>12 (10.9)</td>
<td>129 (20.8)</td>
</tr>
<tr>
<td>BMI (kg/m^2), mean (SD)</td>
<td>27.1 (5.7)</td>
<td>26.4 (5.0)</td>
<td>26.1 (4.7)</td>
<td>25.4 (3.6)</td>
<td>26.6 (5.2)</td>
</tr>
<tr>
<td>Health status (1-100), mean (SD)</td>
<td>68.3 (16.2)</td>
<td>69.2 (16.9)</td>
<td>73.7 (9.0)</td>
<td>74.1 (13.7)</td>
<td>69.7 (16.0)</td>
</tr>
<tr>
<td>Psychosocial and SDTb/MIc, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Competence (1-7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diet</td>
<td>5.0 (1.5)</td>
<td>4.9 (1.3)</td>
<td>4.7 (1.4)</td>
<td>5.3 (1.4)</td>
<td>5.1 (1.4)</td>
</tr>
<tr>
<td>PA</td>
<td>5.2 (1.5)</td>
<td>5.3 (1.3)</td>
<td>4.8 (1.7)</td>
<td>5.3 (1.5)</td>
<td>5.2 (1.4)</td>
</tr>
<tr>
<td>Amotivation (1-7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diet</td>
<td>2.3 (1.2)</td>
<td>2.4 (1.2)</td>
<td>2.4 (1.3)</td>
<td>2.4 (1.2)</td>
<td>2.3 (1.2)</td>
</tr>
<tr>
<td>PA</td>
<td>2.0 (1.2)</td>
<td>2.3 (1.3)</td>
<td>2.3 (1.5)</td>
<td>2.2 (1.2)</td>
<td>2.2 (1.2)</td>
</tr>
<tr>
<td>Controlled regulatory style (1-7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diet</td>
<td>2.8 (1.3)</td>
<td>2.8 (1.1)</td>
<td>2.7 (1.3)</td>
<td>2.7 (1.1)</td>
<td>2.8 (1.2)</td>
</tr>
<tr>
<td>PA</td>
<td>2.7 (1.3)</td>
<td>2.8 (1.2)</td>
<td>2.7 (1.2)</td>
<td>2.7 (1.1)</td>
<td>2.7 (1.2)</td>
</tr>
<tr>
<td>Autonomous regulatory style (1-7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diet</td>
<td>5.5 (1.1)</td>
<td>5.4 (1.2)</td>
<td>5.1 (1.1)</td>
<td>5.4 (1.1)</td>
<td>5.5 (1.1)</td>
</tr>
<tr>
<td>PA</td>
<td>5.7 (1.1)</td>
<td>5.5 (1.2)</td>
<td>5.5 (1.3)</td>
<td>5.6 (1.1)</td>
<td>5.6 (1.1)</td>
</tr>
<tr>
<td>Intrinsic motivation (1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diet</td>
<td>3.4 (1.0)</td>
<td>3.4 (1.0)</td>
<td>3.1 (1.0)</td>
<td>3.5 (1.0)</td>
<td>3.4 (1.0)</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Module choice</td>
<td></td>
<td>PA (^a) (n=13)</td>
<td>None (n=110)</td>
<td>Total (n=619)</td>
</tr>
<tr>
<td>-----------------------</td>
<td>---------------</td>
<td>-------------</td>
<td>------------------</td>
<td>--------------</td>
<td>---------------</td>
</tr>
<tr>
<td></td>
<td>Both (n=339)</td>
<td>Diet (n=157)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PA</td>
<td>3.8 (1.1)</td>
<td>3.9 (1.1)</td>
<td>3.6 (1.4)</td>
<td>3.9 (1.1)</td>
<td>3.8 (1.1)</td>
</tr>
<tr>
<td>Intention (1-10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diet</td>
<td>7.9 (1.5)</td>
<td>7.7 (1.4)</td>
<td>7.5 (2.1)</td>
<td>7.9 (1.6)</td>
<td>7.8 (1.5)</td>
</tr>
<tr>
<td>PA</td>
<td>7.8 (1.7)</td>
<td>7.9 (1.8)</td>
<td>7.0 (1.4)</td>
<td>7.7 (1.8)</td>
<td>7.8 (1.7)</td>
</tr>
<tr>
<td>Commitment (1-5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diet</td>
<td>3.9 (0.6)</td>
<td>3.8 (0.7)</td>
<td>3.8 (0.7)</td>
<td>3.9 (0.6)</td>
<td>3.9 (0.7)</td>
</tr>
<tr>
<td>PA</td>
<td>3.8 (0.8)</td>
<td>4.0 (0.8)</td>
<td>3.8 (0.8)</td>
<td>3.8 (0.8)</td>
<td>3.9 (0.8)</td>
</tr>
<tr>
<td>Compliance to diet and PA guidelines, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diet</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fruit</td>
<td>106 (31.3)</td>
<td>50 (31.8)</td>
<td>3 (23.1)</td>
<td>52 (47.3)</td>
<td>211 (34.1)</td>
</tr>
<tr>
<td>Vegetables(^d)</td>
<td>36 (10.6)</td>
<td>16 (10.2)</td>
<td>1 (7.7)</td>
<td>12 (10.9)</td>
<td>65 (10.5)</td>
</tr>
<tr>
<td>Fish</td>
<td>206 (60.8)</td>
<td>98 (62.4)</td>
<td>9 (69.2)</td>
<td>74 (67.3)</td>
<td>387 (62.5)</td>
</tr>
<tr>
<td>Snacks</td>
<td>29 (8.6)</td>
<td>7 (4.5)</td>
<td>3 (23.1)</td>
<td>9 (8.2)</td>
<td>48 (7.8)</td>
</tr>
<tr>
<td>Diet</td>
<td>3 (0.9)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>3 (0.5)</td>
</tr>
<tr>
<td>PA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MVPAr(^e)</td>
<td>314 (93.7)</td>
<td>152 (97.4)</td>
<td>9 (69.2)</td>
<td>104 (96.3)</td>
<td>579 (94.6)</td>
</tr>
<tr>
<td>Program-related variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Module advised, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Both</td>
<td>21 (6.2)</td>
<td>4 (2.5)</td>
<td>5 (38.5)</td>
<td>4 (3.6)</td>
<td>34 (5.5)</td>
</tr>
<tr>
<td>Diet</td>
<td>315 (92.9)</td>
<td>153 (97.5)</td>
<td>8 (61.5)</td>
<td>106 (96.4)</td>
<td>582 (94.0)</td>
</tr>
<tr>
<td>PA</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>None</td>
<td>3 (0.9)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>3 (0.5)</td>
</tr>
<tr>
<td>Importance (1-10), mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diet</td>
<td>8.2 (1.4)</td>
<td>8.0 (1.3)</td>
<td>7.8 (1.5)</td>
<td>7.9 (1.4)</td>
<td>8.1 (1.4)</td>
</tr>
<tr>
<td>PA</td>
<td>8.5 (1.3)</td>
<td>8.4 (1.3)</td>
<td>8.5 (1.2)</td>
<td>8.4 (1.4)</td>
<td>8.5 (1.3)</td>
</tr>
</tbody>
</table>

\(^{a}\)PA: physical activity.  
\(^{b}\)SDT: self-determination theory.  
\(^{c}\)MI: motivational interviewing.  
\(^{d}\)Vegetables: corrected values were used. Portion sizes of 75 grams or larger were divided by 50, as one portion equals 50 grams.  
\(^{e}\)MVPAr: moderate to vigorous physical activity.  
\(^{f}\)Corrected values were used according to the Short Questionnaire to Assess Health manual; extreme values were furthermore replaced by the median. As a consequence, 7 participants were excluded as they reported to be physically active over 6720 minutes per week.

**Module Advice and Module Choice**

Table 2 displays the provided module advice and subsequent module choice. In total, 24.6% (152/619) of participants were strongly advised to follow the diet module (red traffic light), 75.0% (459/619) of participants were slightly advised to follow the diet module (orange traffic light), and only 0.5% (3/619) of participants were not advised to follow the diet module (green traffic light). Regarding the PA advice, 3.6% (22/619) of participants were strongly advised to follow the PA module (red traffic light), 1.9% (12/619) of participants were slightly advised to follow the PA module (orange traffic light), and 94.5% (585/619) of participants were not advised to follow the PA module (green traffic light). Of the participants who made a module choice in the opening session of the intervention, 54.8% (339/619) of participants chose to follow both modules, 25.4% (157/619) of participants chose to follow both modules, 25.4% (157/619) of participants chose only the diet module, 21.1% (13/619) of participants chose only the PA module, and 17.8% (110/619) of participants chose no module. Thus, more than 80% of the participants were interested in following at least one module, and more than half of the participants were interested in following both modules.
### Table 2. Overview of advice and module choice.

<table>
<thead>
<tr>
<th>Traffic light&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Module choice</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diet</td>
<td>PA&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Red</td>
<td>Red</td>
<td>5 (1.5)</td>
</tr>
<tr>
<td>Orange</td>
<td>2 (0.6)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Red</td>
<td>Green</td>
<td>86 (25.4)</td>
</tr>
<tr>
<td>Orange</td>
<td>9 (2.7)</td>
<td>3 (0.5)</td>
</tr>
<tr>
<td>Orange</td>
<td>5 (1.5)</td>
<td>142 (22.9)</td>
</tr>
<tr>
<td>Orange</td>
<td>229 (67.6)</td>
<td>7 (53.8)</td>
</tr>
<tr>
<td>Orange</td>
<td>0 (0.0)</td>
<td>114 (72.6)</td>
</tr>
<tr>
<td>Orange</td>
<td>3 (0.9)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Total</td>
<td>339 (54.8)</td>
<td>157 (25.4)</td>
</tr>
<tr>
<td>Both, n (%)</td>
<td>Diet, n (%)</td>
<td>PA, n (%)</td>
</tr>
<tr>
<td>5 (1.5)</td>
<td>1 (0.6)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>2 (0.6)</td>
<td>0 (0.0)</td>
<td>1 (7.7)</td>
</tr>
<tr>
<td>39 (24.8)</td>
<td>1 (7.7)</td>
<td>16 (14.5)</td>
</tr>
<tr>
<td>1 (0.6)</td>
<td>3 (23.1)</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>114 (72.6)</td>
<td>7 (53.8)</td>
<td>90 (81.8)</td>
</tr>
<tr>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>3 (0.9)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Traffic light advice was based on self-reported (uncorrected) values. A red traffic light indicates that the module was strongly advised, an orange traffic light indicates that the module was slightly advised, and a green traffic light indicates that the module was not advised but that participants could have a look at the module.

<sup>b</sup>PA: physical activity.

<sup>c</sup>Not applicable

### Which Factors Are Related to Module Choice?

First, it was investigated using Spearman correlations whether there was collinearity between the continuous predictors. There were several predictors that were highly intercorrelated (r≥.60) with the other predictors. See Multimedia Appendix 1 for the correlation table. Based on these results, it was decided to remove the psychosocial constructs of intention, as the correlation coefficients were approaching a correlation coefficient of .80 with perceived competence (intention diet with perceived competence of diet, rs=.78, P<.001, and intention PA with perceived competence of PA, rs=.76, P<.001) and because perceived competence was of more theoretical relevance in this study (basic psychological need in the SDT).

Since only 13 participants chose the PA module only, the frequency was too low to enable group comparisons and coefficients could not be reliably estimated. We, therefore, removed those cases from the analyses. Then the stepwise multinomial logistic regression analysis was conducted with module choice as the outcome (both modules, diet, or no module). The diet module served as the reference category, because everyone was advised to follow the diet module, except for 3 participants who were excluded here. Multimedia Appendix 2 presents the results of this analysis. The means each predictor presented in Table 1, stratified for module choice, may aid understanding.

Model 1 shows that people with a higher age were more likely to choose both modules as well as no module compared with the diet module; however, the effect that older adults were more likely to choose both modules became nonsignificant. When the psychosocial and SDT/MI predictors were added to the previous (model 2), it was found that people who had higher levels of amotivation to change their current PA levels were less likely to choose both modules compared with the diet module. Model 3 additionally shows that people who consumed more fruit per day were more likely to choose no module compared with the diet module. When the program-related variables (model 4) were added to model 3, it could be seen that people who were strongly advised to follow the diet module were more likely to choose both modules than those who were slightly advised compared with the diet module. Last, people who found it more important to change their current diet were less likely to choose no module compared with the diet module.

### Model Comparisons

Adding the predictors to each subsequent model led to an increased Nagelkerke $R^2$. Models 2 and 3 did not have a significantly improved fit compared with model 1 (see Multimedia Appendix 3). However, model 4 had a significantly better fit than models 2 and 3, whereas compared with model 1 there was found a marginal statistically significant effect. Therefore, model 4 seems to explain our data best, as this model had a significantly better fit than the other models (except for model 1) and also was indicated by the highest Nagelkerke explained variance (see Multimedia Appendix 2).

### Additional Information Regarding the Regression Analysis

A VIF larger than 10 is an indication of multicollinearity (see Multimedia Appendix 4). We removed autonomous motivation and commitment for diet and PA from the analysis. Importance was nevertheless included in the analysis, as this turned out to be an important factor in relation to module choice. The results of the full model, including those predictors that were excluded because of a too large VIF, can be seen in Multimedia Appendix 5. Although minor differences in the results were found, our main findings seem to hold.
Discussion

Principal Findings

This study investigated participant choice for a dietary and/or PA promotion module in a web-based computer-tailored intervention based on SDT/MI. The main aim was to examine which factors were associated with these module choices. The results showed that more than half of the sample (55%) chose to follow both the diet and the PA module. About a quarter of the sample chose to follow diet module only, 18% of the participants did not want to follow any module, and 2% chose the PA module only.

Our findings are in line with a previous study in which more participants used the diet module (58%) than the PA module (22%) [24]. But our findings are not consistent with several other studies in which the PA module was preferred over dietary modules that focused on limiting fat intake and increasing fruit and vegetable consumption [19,23,25]. Several explanations could be offered for this discrepancy. First, improvements in diet seemed to be far more necessary in our sample than improvements in PA levels. In our study, almost none of the participants already adhered to the dietary guidelines, whereas most participants already adhered to the MVPA guideline, which may be an overestimation of findings in the general Dutch population [46]. Second, people were completely free to decide for themselves which behavior they wanted to work on (ie, improving or maintaining current behavior) rather than simply trying to achieve or maintain the recommended levels as in line with Kanera and colleagues [41]. This may also be evident for a large proportion of the participants who chose both modules even though they were not advised to do so, indicating that for them it is important to maintain a healthy lifestyle. In other studies, there were restrictions in making a choice, such as only choosing modules when participants received orange or red traffic light advice [23]. Third, in our study, as well as in the study by Kanera and colleagues [41], the diet module was rather broad targeting multiple dietary behaviors; in other studies, individuals could choose more specific topics (eg, fat) which might be more relevant for some participants. Still, there were 110 participants in our study who were not interested in following either the diet or PA module, even though all participants were advised to choose at least the diet module. This is interesting since most studies did not investigate the explicit option of following no module, even though it is an important choice that might be common in the intervention practice and research.

The main aim of this study was to examine why some people are likely to make a particular module choice. Our results showed that age was the only demographic factor related to module choice. Older people were more likely to choose no module compared with the diet module. This is somewhat in contrast to our expectations and previous findings in which older people generally participated more in eHealth interventions in terms of start and (re)visit [14,15,17,19].

Surprisingly, amotivation was the only motivational construct found to be related to module choice, while we expected that especially intrinsic motivation was related to module choice. People who lacked motivation to become more physically active were less likely to choose both modules compared with the diet module alone, possibly because many already adhered to the MVPA guidelines and only those who were more motivated (ie, having lower amotivation scores for PA) were interested in the PA module. Next to these findings, it could still be that there are other motivational constructs that are more important in explaining module use, adherence/dropout, and behavioral change [6]; these will be investigated in a future study.

Previous research found that an already healthier lifestyle was related to module choice [23,24]. In our study, we only found that people who consumed more fruit per day were more likely to choose no module compared with the diet module. Almost half of the people who preferred no module already ate enough fruit according to the fruit consumption guideline of two servings per day. Sufficient fruit intake might be a reason why they were less interested in following the diet module. Eating behavior is very complex, and when people estimate how healthy their current diet is, they might use various indicators and fruit consumption may be an important one.

As expected, dietary advice did affect the modules people in our study chose. Participants who were strongly advised compared with those who were slightly advised to choose the diet module were more likely to choose both modules. It could be that these participants felt more need to change their lifestyle at a broader level. PA advice, on the other hand, did not affect module choice. These findings somehow validate our nondirectional goal of advice; many participants already adhered to the PA guideline but still preferred to choose the PA module in addition to the diet module. With regard to participant perceptions of how important they find eating healthy and getting sufficient PA, we found that people who considered it more important to eat more healthily during the opening session were less likely to choose no module compared with the diet module. To note, importance was measured after advice including feedback about their current behavior was given. It is conceivable that in this basic opening session awareness about their own unhealthy behavior was increased. As a result, people might have changed their perceptions on the importance of their dietary behavior. So in terms of the transtheoretical model of behavioral change, people who were in the precontemplation stage (ie, having no intention to change behavior) could have moved toward the contemplation stage (ie, intending to start the healthy behavior) as a result of the opening session [47]. It should further be noted that this model (including the program-related variables) had the highest explained variance and the best fit, meaning that compared with all other models we tested, this model explained our observed data the best.

By giving individuals the opportunity to not follow any of the offered modules—in accordance with SDT and MI principles [48,49]—we definitely lost people before the more specific parts of the intervention started. It is possible these participants were mainly interested in completing the questionnaires (eg, for the possibility of winning rewards). This may have resulted in additional dropout. However, participants received reminders in a later stage that they could still begin using the modules if they wanted, which has not been accounted for in this study. It would be interesting to see if the option of choosing no module...
would lead to less dropout during the actual modules, as it is expected that only motivated participants are actually participating. It could also be that for those who chose to follow no module, the opening session provided sufficient information to fulfill their needs (for example, by receiving feedback on their PA and dietary behavior) and possibly even change their health behavior.

The findings of this study are preliminary, making it difficult to provide concrete recommendations for intervention development. Several factors were identified that were linked to choosing no module instead of the advised diet module: an older age, eating more fruit, and finding eating healthily less important. More research is needed to find out why those individuals are more likely to choose no module compared with the diet module, thus examining what could be improved (ie, more relevant content, better tailoring to specific groups, using MI to improve importance as early as possible) to make them more likely to choose the diet module. Future research is also necessary to investigate how and when MI could be applied to target those individuals who are more likely to choose no module and for whom the opening session is not sufficient to get them engaged in intervention activities and behavioral change.

**Strengths and Limitations**

To our knowledge, this is the first study to investigate to what extent the combined demographic characteristics, SDT/MI constructs, psychosocial factors, diet-related behavioral outcomes, and program-related variables (eg, advice) are related to participant module choice in a web-based tailored eHealth lifestyle intervention that is directed to more than one behavior. The findings of this study should be interpreted in the light of several limitations. First, we only used self-report to gather data. For example, even though the Dutch Short Questionnaire to Assess Health was the most feasible method to measure PA levels in our study, it may be subject to recall bias. In our study, a larger proportion of the people adhered to the PA guidelines compared with the general Dutch population, which could also be an overestimation of their actual PA level [46]. Second, our findings may not be fully generalizable to the entire Dutch adult population. A large part of our sample was highly educated. Even though our results showed that education did not affect module choice, generalizability may be questioned as a large proportion of the sample also adhered to the PA guideline, which may also concern overrepresentation [50]. Furthermore, women and people who are classified as obese were overrepresented as well, but age seems to be in line with the Dutch population.

Third, attrition bias could play a role in several phases of the intervention period, such as between completing the baseline questionnaire but not completing the opening session (ie, making a module choice); this may threaten external and internal validity. This study did not provide insight into this matter; however, the process evaluation and effectiveness study will. Fourth, it may be that a combination of predictors and/or other predictors that are not measured in this study are also relevant in predicting module choice. No interaction effects were tested in this study since our sample size was not sufficient to test these effects on top of the already numerous predictors in our current analysis. Interactions between advice and the different types of motivation would be an interesting avenue to explore—for example, one can expect that people who score higher on controlled motivation might be more likely to follow advice within the intervention. Future research is necessary to examine additional relevant combinations of factors that could provide further insight into what predicts module choice.

**Conclusions**

Most participants chose to follow both the diet and PA modules in our web-based tailored lifestyle intervention. Our study has provided new insights into which characteristics are related to module choice in a lifestyle intervention. Additional research is necessary to examine how to target those individuals who are likely to choose no module and thereby who are at risk of dropping out in studies where this option is not explicitly offered. Most of the SDT/MI–related concepts did not affect module choice, suggesting that for initial module choice constructs from the SDT were less relevant than expected. These factors may, nevertheless, be relevant at a later stage of the intervention, and they could be related to participation or behavioral change. This will be examined in a follow-up study. A stepped approach to develop and pilot an intervention may be of relevance as various factors may be related to different aspects of an intervention (ie, module choice, participation, and behavioral change). To conclude, the findings in this study have important implications for developing eHealth interventions containing multiple health behaviors, as they can provide input for intervention improvement by providing insights that could help to optimally tailoring to the needs and characteristics of participants, such as making it more interesting for older adults, increase its effectiveness, and prevent dropout in a later stage.
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Abstract

Background: Unguided, web-based psychoeducational interventions are gaining interest as a way to reach patients while reducing pressure on clinical resources. However, there has been little research on how patients with cancer use these interventions.

Objective: The objective of this analysis was to evaluate how women newly diagnosed with breast cancer used the unguided web-based, psychoeducational distress self-management program CaringGuidance After Breast Cancer Diagnosis while enrolled in a pilot feasibility study.

Methods: Women with stage 0 to II breast cancer diagnosed within the prior three months were recruited from clinics primarily in the Northeastern United States for participation in a 12-week pilot study of CaringGuidance plus usual care versus usual care alone. Usage prompts included sets of emails sent weekly for 12 weeks; standardized congratulatory emails after every two hours of program use, and informative emails for each cognitive-behavioral exercise. Individual user activity on the site was automatically tracked by an analytics system and recorded directly in the CaringGuidance database.

Results: Complete usage data were available for 54 subjects. Ninety-eight percent of the intervention group logged into CaringGuidance independently at least once. Thirty-eight (70%) logged in during all three months, 15 (28%) were intermittent users, and one (2%) was a non-user. Users (n=53) averaged 15.6 (SD 9.85) logins. Mean logins were greatest in month 1 (7.26, SD 4.02) and declined in months 2 (4.32, SD 3.66) and month 3 (4.02, SD 3.82). Eleven (21%) used CaringGuidance with both the frequency and activity level intended at study outset, 9 (17%) exceeded intended frequency and activity (high-high users), and 10 (19%) were below expected usage on both login frequency and activity (low-low users). Low-low users and high-high users differed significantly (P<.001) in the total number of views and unique views of all program components. Change in depressive symptoms and the number of sessions (r=.351) and logins (r=.348) between study months 1 and 2 were significantly correlated (P=.018, .019). Higher baseline distress was associated with more unique views of program resources (r=.281, P=.043). Change in intrusive/avoidant thoughts from baseline to month 3, and the number of users’ unique exercise views were negatively correlated (r=–.319, P=.035) so that more unique exercise views, equated with greater decline in intrusive/avoidant thoughts from baseline to month 3.
Conclusions: These findings favor the hypothesis that the key ingredient is not the amount of program use, but each user’s self-selected activity within the program. More research is needed on the ideal ways to maintain use, and capture and define engagement and enactment of behaviors by people with cancer accessing unguided, self-management web-based programs.

(J Med Internet Res 2020;22(7):e19734) doi:10.2196/19734
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Introduction

Background

Interest in unguided, web-based psychoeducational and behavioral interventions is growing due to ease of delivery and need for few clinical resources. The outcomes of such interventions, however, rely on patients accessing and using these programs independently [1]. Identifying how populations of patients use web-based programs and the best way to support individuals in meaningful program use and engagement is an emerging science [2]. Perceived program quality and usability [3] and supporting potential users’ intent to and persistence in program use, are crucial to reducing use-attrition and increasing the likelihood that patients receive health benefits [4]. Duration of use may also be insufficient to describe the dose of web-based intervention necessary to achieve the intended benefit due to the inability to monitor off-line processing of program content, difficulty capturing the depth of online engagement [5,6], and not all users need to use the full program to attain their personal goals [7,8].

Moment-to-moment use of a website is one part of program users’ engagement and has been coined, “microlevel engagement” [6]. Together with measures of the depth of user interaction with the program, which results in the enactment of behavior change (ie, macrolevel engagement), micro- and macro-level engagement result in “effective engagement” [6]. At least some amount of program use, measurable through the program’s analytic system, must occur for there to be engagement and intervention effect. Analyses presented are focused upon the moment-to-moment use of a new unguided, web-based program for women with breast cancer.

Published reports on completely unguided, web-based psychosocial distress self-management interventions for adults with cancer are limited [9-13]. To the best of our knowledge, CaringGuidance After Breast Cancer Diagnosis [13-16] is one of only two such interventions specifically designed to address the psychosocial needs of women with breast cancer. The primary differences between CaringGuidance and the other program (BREATHE) [11] are that CaringGuidance is presented in English; was developed with input from, and includes vignettes of, Black as well as White American breast cancer survivors [16]; and is intended for initial use by women as soon as possible after diagnosis as opposed to after treatment has ended. While it is best to initiate cancer-related distress reduction to alleviate anxiety and depressive symptoms early after diagnosis [17], the initial post-diagnosis period is also busy with pre-treatment examinations, physician appointments, surgery, and chemotherapy. Therefore, it was expected that program use statistics for CaringGuidance might differ from unguided programs in which users access the program when treatment has been ongoing or is complete.

Objective

The objective of this analysis was to evaluate how women newly diagnosed with breast cancer used the unguided web-based, psychoeducational distress self-management program CaringGuidance while enrolled in its first pilot study [13-15]. The overall goal is to further inform the science of unguided web-based interventions by describing the (1) frequency, duration, and activity of CaringGuidance use by women newly diagnosed with breast cancer in total and by the month of study participation; (2) baseline characteristics of women who demonstrated high, moderate, low, and no program use; and (3) to evaluate high, moderate, and low program users’ study completion, program satisfaction, enactment of distress management skills, and distress outcomes.

Methods

Participants

Women with stage 0 to II breast cancer diagnosed within the prior three months were recruited from clinics primarily in the Northeastern United States for participation in a 12-week pilot feasibility study of CaringGuidance plus usual care versus usual care alone. Enrollment was limited to stage 0–II breast cancer to reduce variation in the treatment experience among subjects. Details of recruitment and eligibility for this study of 100 women have been previously reported [13,14]. Institutional Review Board approval was received, and written consent obtained from all participants before study assessments. This feasibility pilot study, not involving drugs or devices, was not deemed eligible in 2013 for clinical trial registration by the university research administration.

Intervention

Baseline demographic and psychosocial measures of distress (ie, Distress Thermometer, Center for Epidemiologic Studies Depression Scale, and Impact of Events Scale), as well as Social Constraints Scale on spouse/partner and family/friends, were completed following written consent. These measures were repeated at months 1-3. Participants randomized to the CaringGuidance user condition received individual usernames and passwords. Usernames and passwords cannot be changed by users, thus permitting tracking use by assigned usernames.

CaringGuidance After Breast Cancer Diagnosis (version 1) is an unguided, web-based, psychoeducational program based on theories of stress and coping [18], and adjustment to illness through cognitive processing of life-threatening events [19-22]. The program’s topical outline was guided by findings of the...
PI’s grounded theory describing women’s thought processes following diagnosis [23,24]. Interventional components of CaringGuidance are based on cognitive-behavioral, problem-solving, and supportive oncology techniques, which have demonstrated efficacy in both in-person and web-based delivery for the breast cancer population [25,26]. From 2011-2013, the program was developed in an iterative process of review and revision by a team of oncology professionals, including psychologists, breast cancer survivors, web developers/programmers, and software engineers [16].

CaringGuidance program components include 5 learning modules divided into 17 topical sections (Textbox 1). Resources include 90 video vignettes filmed with 6 breast cancer survivors (ages 30-70, stage 0-III breast cancer, equal representation of Black and White American women) and 20 self-management “cognitive-behavioral homework” exercises (eg, visualization, cognitive reframing). There are also 13 resource modules consisting of a glossary, links to the program exercises, a library of full-length videos from which the vignettes were derived, breast cancer risk factors, signs of depression and anxiety, links to cancer resources, and myths and facts about breast cancer. The five modules are listed in tabs at the top of each page. Pages include a list of topical sections within each module to provide quick access (Multimedia Appendix 1). Users can orient and navigate using breadcrumb navigation at the top of each page and the titles of the next and previous sections appearing at the bottom of each page. Additional descriptions of CaringGuidance may be found elsewhere [14,15].

At login, first-time users are directed by the program through three introductory pages, including a welcome video from the program creator/PI, instructions for use, and a 12-statement tailoring exercise that guides users to program modules based on their self-selected greatest concern. The purpose of tailoring in this program is to help match the content to each user’s needs with the expectation that this will increase content relevance [27] and contribute to users achieving their health goals [28]. Upon subsequent logins, users are directed to a personalized homepage but may access the introduction and tailoring exercise at any time. The 140 program components may be accessed by users at will in a flexible manner to direct their distress self-management. There is no required order in which to use the components nor requirements for completion before moving on to a different component.

Study participants were instructed that the suggested usage frequency and duration were 20-30 minutes for 2 to 3 times per week (range 40-90 minutes/week) for 12 weeks (480-1080 total minutes, 8-18 hours), but that they were permitted to access the program as much or as little as desired to create their own experience. The frequency/duration suggested was based on the traditional 12-week program of 1-hour counseling sessions. It was not expected that all users would access all components as everything within the program was not relevant to every user. Participants were informed during the consent process that program use would be tracked by the program’s analytic system in a manner invisible to them. At enrollment, research staff showed participants the login page and the first page containing the welcome video but did not go further into the program. When enrollment was completed by email, an explanation of the first three program pages was provided in the email containing the user’s login information. All participants received a hard copy pictorial guide on basic website use (eg, how to enlarge the font and adjust the volume).

During the study, usage prompts included standard emails sent weekly for 12 weeks supporting continued use or encouraging use; standard congratulatory emails after every two hours of program use, and pre-written informative emails for each cognitive-behavioral exercise sent following two or more minutes of a user accessing that component (these emails also directed users to relevant program components for self-reflection). All emails were automated or sent by staff using a CaringGuidance Gmail account to simulate an automated message, thus avoiding personal interaction. To assess safety and review of the daily symptom/support log maintained by all participants, one research assistant phoned monthly for a scripted conversation. These calls averaged 18.8 minutes (SD 7.73) in month 1, down to a mean 13.5 minutes (SD 4.64) in month 3. The script directed the research assistant to suggest portions of the program not yet accessed during the call. Calls were recorded and 10% reviewed by the principal investigator to assure script adherence. Emails and calls placed by participants to the research office for technical support (n=6) were tracked [14].
Textbox 1. CaringGuidance modules and topical sections

- Are my reactions normal?
  - Fears and anger
  - Exploring other emotions
  - Why might I think about cancer differently than other women?
- What does this diagnosis mean?
  - Why me? or Why not me?
  - Questions and misconceptions
- Who am I now?
  - Self-concept
  - Accepting support
  - Is a support group right for me?
  - The meaning of survivor
  - Body image and sexuality
  - How will people act toward me now?
- What are strategies to care for myself?
  - Coping with cancer
  - Talking with people around you
  - Personal control strategies
- Moving forward
  - Personal growth from this experience
  - How much will cancer be a part of my life?
  - Setting healthy goals

Usage Data Storage and Retrieval

The CaringGuidance web analytics system was developed by our team to collect user activity information that would facilitate the analysis of various usage modalities. The activity of individual users on the site was automatically tracked by the system and recorded directly in the CaringGuidance database. Each time a user visited an individual page on the site (referred to as a “page visit”), the analytics system collected the information specified inTextbox 2.

Textbox 2. Information collected by the analytics system.

- The name and internal identifier of the user,
- Whether or not the activity is a login event (e.g., the user logged into the site using their username and password),
- A session identifier that facilitates the tracking of a user’s activity during a particular visit,
- Whether or not the user viewed a resource, article, exercise, or video and which of these items were viewed
- A timestamp with second resolution

Usage Definitions and Measures

Page visits and login information stored in the database were used to construct a set of sessions that provided details as to how each user utilized the site during that time. We defined a session as a set of consecutive page visits, starting with a login event and ending with a logout or a period of inactivity. The amount of time that a user spent on any given page visit was calculated using the difference between the timestamps of the current page visit and the next page visit within the session. Because users may simply close their web browser, turn off their computer, or leave their computer for some time in addition to clicking the “logout” button, we did not have a reliable method for calculating the time spent on the final page visit in a session (Figure 1). To overcome this limitation, we used a configurable period of inactivity to infer a logout event and expired the session—currently set to 30 minutes. In the case where a user’s session expired, and they later returned to the
site, this activity was treated as a new login event and initiated a new session for that user (Figure 2). The activity/inactivity rules provided a lower bound for the time that a user visited CaringGuidance during any given session.

**Figure 1.** User session comprised of 4-page visits where clocks represent page view timestamps. The user visited for at least 20 minutes; however total time is underestimated as it is not known how long the user spent on the site during page visit 4.

**Figure 2.** User session wherein a period of inactivity triggers use to be treated as two individual sessions.

---

### Usage

In this current micro-level engagement analysis, usage was defined as frequency, duration, and user program activity. This definition is consistent with definitions of usage applied in prior research [29]. The frequency was defined as the number of logins to CaringGuidance per participant per study month over the 3-month study enrollment. Frequency also was characterized by the number of sessions in which users engaged per month and over the study enrollment period, since more than one session may have been engaged in during a single login (Figure 2). The duration was defined as the total number of minutes logged in each month and over the 3-month study period. The activity was defined as the number of total page views and the number of unique page views per participant per month and overall for each of the CaringGuidance program components (ie, module, exercise, videos, and resource pages). Finally, activity was examined for which components appeared to be preferred based on use and repeated access.

### Users and Non-Users

It was expected that participants would access CaringGuidance with varying frequency and duration for multiple reasons, including the recency of their cancer diagnosis, levels of distress, and ongoing treatment. Non-users were defined as study participants who received a username and password but who registered ≦1 log-ins/sessions and for whom zero minutes were recorded. Consistent with definitions described by van den Berg et al [29], continuous users were defined as registering at least one login/session per month for each of the 3 study months. Intermittent users were defined as those who logged in initially and registered at least one login/session in study month 1 but then registered <1 session in study month 2 or 3, or both study months 2 and 3.

### Macrolevel Engagement

For this pilot study, macro-level engagement [6] was measured with three questions rated from 1 (strongly disagree) to 5 (strongly agree) on the self-report satisfaction survey at the conclusion of month 3 [14]. These questions were, “(a) I used things I learned from CaringGuidance to change (a) my thoughts about breast cancer; (b) how I talked or acted around people; and (c) my self-care behaviors.

### Participant Usage Groups

In order to characterize CaringGuidance usage concerning baseline and monthly psychological outcomes, user patterns were divided into three usage groups designated as low, moderate, and high. In so doing, we were inspired by definitions used by van den Berg et al [29]. For our usage analysis, low frequency was defined as 1-12 logins total throughout the 12 weeks; in other words, 50% or less of the minimum number of logins suggested to participants (ie, 24 logins) at enrollment. Moderate frequency was defined as 13-24 logins throughout the study, and high frequency was defined as ≥25 logins over the 12 weeks. Activity was likewise defined as low activity...
equal to opening 0-25% of the program’s 140 components (ie, unique views), moderate activity equal to opening 26-50%, and high activity equal to opening 51-100% of the program components. High activity was defined as viewing >50% of the components because not all components applied to all study participants. Logins and activity were cross-tabulated to characterize use as low-low, moderate-moderate, or high-high.

Total duration logged into the program was not used in the usage group calculation because of varying speeds of Internet connections, differing participants’ reading speed, differing times needed to use various program components, and the analytics systems’ inability to measure the duration of the last session, thus underestimating total time on the program.

Results

Demographics

Study participants were women diagnosed with stage 0 to II breast cancer within the prior three months at baseline. Ability to read English and access a computer with Internet service and email were required since the program at that time was not mobile accessible. Fifty-seven participants were randomized to the CaringGuidance condition; however, one participant did not receive a password until week 5, and two participants withdrew after randomization due to feeling too busy to participate. Thus, CaringGuidance analytic data were available for 54 participants.

These 54 participants ranged in age from 36 to 78 years (mean 55.02, SD 9.4). They reported prior experience using the Internet, with a median of 1-hour Internet use (range 10 to 600 minutes) per day at baseline. Of these 54 participants, the majority were White (n=50, 93%) and married/partnered (n=32, 59.3%), while 22 (40.7%) were single/divorced/widowed. Forty-nine of the 54 (91%) had attended at least some college. Most were employed full-time (n=33, 61.1%) while 10 (18.5%) reported part-time employment at baseline, and of those reporting income (n=47), 53.2% had a household annual income of $75,000 or above. See Textbox 3 for clinical characteristics. Full demographic data on the 100 participants enrolled in the pilot study have been previously reported [13].

Textbox 3. Clinical characteristics and treatment during the study (N=54).

- Cancer stage at baseline
  - 0 (n=13)
  - I (n=24)
  - II (n=16)
  - “early” (n=1)

- Time since diagnosis at baseline
  - <4 weeks (n=20)
  - 1-2 months (n=28)
  - 2-3 months (n=6)

- Breast surgery procedure during the study (n=29)
- Chemotherapy received during the study (n=33)
- Radiation therapy received during the study (n=43)

Attrition

Eight participants assigned to the CaringGuidance condition withdrew or were lost to follow up, meaning that they did not complete all study psychosocial measures [14]. These include the 3 participants noted above who did not receive their login information or withdrew after randomization. The other 5 participants continued to use CaringGuidance despite not completing all psychosocial measures. Four of these were intermittent users (ie, logged in only in month 1) while one was a continuous user (ie, logged in all three study months). These five participants did not differ demographically at baseline from others assigned to the CaringGuidance condition.

Of the 54 CaringGuidance participants for whom usage data are available, 38 (70%) were continuous users, 15 (28%) were intermittent users, and one (2%) was a non-user. The non-user was age 62, Black, unemployed and widowed, with Stage 0 breast cancer. She completed the psychosocial surveys and monthly calls with the research assistant, during which she indicated her intention to use a library computer to access CaringGuidance, but transportation barriers prevented her from doing so. The “non-user” was eliminated from this analysis and findings for the 53 “users” (continuous or intermittent) with mean age 54.9 years (SD 9.4), and 94% White are reported here.

Frequency

Users (n=53) logged in an average of 15.6 (SD 9.85) times during their 12-week access period. The mean number of logins was highest in month 1 (mean 7.26; SD 4.02) and declined after that such that the mean logins in month 2 were 4.32 (SD 3.66) and 4.02 (SD 3.82) in month 3. Overall, login attrition was significant across all three study months (F₁,52=28.9, P<.001) with the sharpest decline in logins occurring between study months 1 and 2 (F₁,52=38.8, P<.001) (Figure 3).
Users averaged 16.94 sessions (SD 10.42) over 12 weeks. Session attrition mimicked login attrition, as would be expected, with the most considerable decline in sessions between months 1 (mean 7.85, SD 4.34) and 2 (mean 4.83, SD 4.28; $F_{1,52}=27.4$, $P<.001$) and remaining stable from month 2 to month 3 (mean 4.26, SD 3.84; $F_{1,52}=17.0$, $P=.217$).

With one exception, no significant correlations were identified between use frequency (number of logins or sessions) and change in psychological outcomes; the one exception being a significant positive correlation between change in depressive symptoms and the number of sessions ($r=.351$) and logins ($r=.348$) between study months 1 and 2 ($P=.018$ and .019 respectively), but not between any other study months.

**Figure 3.** Change in login frequency and duration of program use over 3 months.

**Duration**
Time spent on CaringGuidance by users during their 12 weeks of access ranged from 9.27 to 1265.3 minutes (21.1 hours; mean 4.98 hours, SD 3.61). The mean duration of use declined significantly over the 3 study months from 169.38 minutes (SD 120.08) in month 1 to 49.06 minutes (SD 45.06) in month 3 ($F_{2,104}=40.2$, $P<.001$). The decline in duration of use was also significant when examined by month; from month 1 to month 2 ($F_{1,52}=33.7$, $P<.001$) and month 2 to month 3 ($F_{1,52}=7.9$, $P=.007$).

The total duration of CaringGuidance use was found to have a significant positive relationship ($r=.291$, $P=.036$) with users’ baseline intrusive/avoidant thinking such that users with more initial intrusive/avoidant thinking used CaringGuidance for more total minutes over the 3 study months [14,15]. This was also true for baseline spouse/partner derived social constraints and the total duration of CaringGuidance use ($r=.370$, $P=.031$) and minutes of use in study month 2 ($r=.422$, $P=.013$) and month 3 ($r=.345$, $P=.045$) [15]. No additional statistically significant correlations were found between duration and baseline or month 3 psychological outcomes.

**Activity**

**Modules**
The 17 written learning component pages (modules) were accessed 1 to 103 times per user (mean 41.11, SD 26.57). All 53 users accessed at least one module. There were between 1 and 17 unique module page views per user (mean 12.06, SD 4.65), meaning that all module pages were accessed at least once. Eleven users (21%) accessed all 17 module pages. The five most viewed modules were: “Fears and Anger” (211 views), “Why me? Why not me?” (218 views), “Self-concept” (242 views), “Personal growth from this experience” (243 views), and “Coping with cancer” (290 views). Least accessed modules were: “Is a support group right for me?” (51 views), and “How will people act toward me now?” (59 views).

**Exercises**
Each of the 20 cognitive-behavioral exercises was accessed from 33 to 199 times [14]. Fifty-two of the 53 users (98%) viewed exercises yielding between 0 and 162 exercise views per user (mean 38.91, SD 34.69). Of these, there were between 0 and 20 unique exercise views (mean 12.06, SD 5.61), meaning that some users viewed the same exercises multiple times. Repeat viewing was encouraged by several exercises that directed users to review prior exercises as a means to self-monitor changes in thinking over time. Six of 53 users (11%) viewed all 20 exercises.

**Videos**
Fifty users (94%) accessed videos resulting in between 0 and 119 video views per user (mean 29.7, SD 28.29). Unique video views ranged from 0-80 (mean 23.91, SD 21.17). Eighty-nine of the 90 videos (99%) were viewed. The 10 most viewed videos were viewed between 29 to 42 times and featured four of the six survivors (two Black and two White American survivors). An overall theme of these most viewed videos was self-concept as a newly diagnosed survivor.

**Resources**
Each of the 13 resource components was accessed from 30 to 252 times by program users. Fifty-one of 53 users (96%) accessed at least one resource page. Three users (6%) accessed all resource pages. Resource pages were accessed between 0 and 67 times per user (mean 20.91, SD 14.93). On average, 7.62 (SD 3.62) of the resource page views were unique, indicating that some users returned to the same resource pages multiple times to review the content. The five most accessed pages were:
breast cancer risk factors (96 times), cancer information resources (98 times), common questions about breast cancer (99 times), mindfulness-based stress reduction (109 times) and all program exercises list (252 times). Least accessed were questions to ask your doctor (30 times) and first appointments—talking with your doctors (40 times).

**Figure 4.** Program component views over 3 study months.

Overall, the most significant program activity occurred in month 1 for all components and significantly decreased between months 1 and 2 ($P<.001$). Views of program modules and videos continued to decrease between study months 2 and 3 ($P=.004$ and .003) (Figure 4).

**Psychosocial Associations**

Baseline overall distress correlated positively with activity such that higher baseline distress was associated with more unique views of program resources by users ($r=.281$, $P=.043$). Additionally, at study month 3, the number of unique module views was negatively associated with spouse/partner derived social constraints ($r=-.418$, $P=.021$). In other words, more unique modules were viewed by subjects when perceived social constraints were lower.

When the change in overall distress, depressive-symptoms, and intrusive/avoidant thinking was examined, no correlations were found with user activity, with one exception. A significant negative correlation ($r=-.319$, $P=.035$) was identified between the change in intrusive/avoidant thoughts from baseline to month 3 and the number of users’ unique exercise views. In other words, the higher number of unique exercise views, the more significant the decline in intrusive/avoidant thoughts from baseline to month 3.

**Use Groups**

Eleven of 53 (21%) users were defined as moderate program users. In other words, they used CaringGuidance in the range that approached the intended usage told to them at study entry for both frequency and activity (mod-mod). Nine users (17%) exceeded intended usage for both login frequency and activity (high-high), while 10 users (19%) were below expected usage on both login frequency and activity (low-low). In total, 39 (74%) users were in the moderate to high activity range during the period they were logged in the program, and 30 (57%) logged-in with moderate to high frequency. Overall frequency and activity were highly associated ($r=.565$, $P<.001$). Low-low users and high-high users differed significantly ($P<.001$) on the total number of views and unique views of all program components.

**Low Frequency/Low Activity (Low-Low)**

Three of the 10 low-low users were also part of the group who did not complete any of the study’s monthly mailed psychological assessments, and one of these subjects formally withdrew due to feeling too busy to participate. The low-low use group’s number of logins ranged from 2 to 10 (mean 5.2, SD 3.26). This group consisted of the one subject of all 53 users who viewed no exercises, the two subjects who viewed no resources, and the three subjects who viewed no videos. Low-low user activity involved 0 to 13 unique exercise views per subject (mean 5.3, SD 3.62) of the possible 20, 1 to 14 unique module views per subject of a possible 17 (mean 5.9, SD 3.87), 0 to 10 unique views of resource pages per subject of a possible 13 (mean 3.7, SD 3.62), and 0-18 unique video views per subject of a possible 90 (mean 4.0, SD 5.44). Low-low users returned to view individual study components, on average, 3.8 (resources) to 6.6 (modules) times, exclusive of videos. No videos were viewed a second time by these users (Figure 5). Despite being low on frequency and activity, 30% of subjects in the low-low group were “continuous” users, logging-in 8 to 10 times each over the 12-week study.
Figure 5. Repeat views by user group. An asterisk indicates significant differences between adjacent groups (left to right): Resources $P = .002$; Exercises $P < .001$ and .012; Modules $P < .001$; Videos $P = .001$ and .016.

**High Frequency/High Activity (High-High)**

In contrast to the low-low user group, the 9 high-high users returned all monthly psychosocial assessments and completed the study. All 9 were “continuous” users logging-in from 25 to 30 times (range) throughout the study (mean 27.3, SD 2.0). Their activity involved 15 to 20 unique exercise views per subject of a possible 20 (mean 18.56, SD 1.67; 33% accessed all 20 exercises), 10 to 17 unique module views per subject of a possible 17 (mean 15.56, SD 2.35; 56% accessed all of the modules), 8 to 13 unique views of resource pages out of a possible 13 (mean 10.56, SD 1.74; 1 subject accessed all resource pages), and 34 to 74 unique video views per subject of a possible 90 unique video views (mean 51.0, SD 14.76). High-high users returned to view program components an average of 17.7 (videos) to 64.1 (exercises) times. The most return views were to exercises and modules (mean 54.8 views). This behavior resulted in significant differences in repeat viewing behavior between usage groups (Figure 5).

**Demographic Characteristics of User Groups**

There were no significant differences identified in the demographic characteristics (age, race, education, employment status, income, breast cancer stage, pre/post-op status, and self-rated knowledge about breast cancer at baseline) of low, moderate, and high login frequency users nor users with varying amounts of activity. Additionally, no significant difference was found between pre-study self-reported daily Internet minutes across low, moderate, or high CaringGuidance login frequency or activity. This remained true when low-low and high-high groups’ demographic characteristics were compared.

**Psychosocial Outcomes by User Group**

Study outcomes on psychological distress indicated that access to CaringGuidance versus not was favorable for the intervention group as evidenced by significant differences in the reduction of distress and depressive symptoms between study months 2 and 3 [13]. When low, moderate, and high number of logins and low, moderate and high activity groups were examined individually, or combined low-low, mod-mod, or high-high, no significant differences in change for overall distress, depressive-symptoms, intrusive/avoidant thinking, or reports of social constraints from family/friends or spouse/partners were found from baseline to month 3 or between study months. In other words, no usage group was superior to another regarding the change in distress over the study period as represented by these variables.

**User Satisfaction Survey Completion**

The CaringGuidance user satisfaction survey was completed by 60% (n=6) of the low-low users and 100% of high-high users. Low-low and high-high users did not differ significantly in CaringGuidance satisfaction except that the high-high users perceived that using CaringGuidance increased their knowledge about their breast cancer (mean 4.56, SD 0.73) versus mean 3.50 (SD 0.84) of possible 5 points among low-low users, (P=0.049). Forty-nine percent of survey respondents reported that CaringGuidance use changed their thoughts about breast cancer, 44% indicated that program content led them to change self-care behavior, and 40% reported that what they learned from CaringGuidance changed how they talked or behaved with people [14].

**Discussion**

**Principal Findings**

This analysis explored the unguided use of a web-based psychoeducational distress self-management program by women recently diagnosed with breast cancer. We described the characteristics of users and non-users, the frequency and duration of use, users’ activity within the program, and outcomes associated with different use patterns. Ninety-eight percent of the women who proceeded in the study logged into the CaringGuidance program independently at least once after randomization, a very positive result given reports of other studies in which rates of initial login were less than 50% [30]. Our data closely approximates that of similar unguided programs tested in a research environment where 90% of those assigned to the intervention logged in [29]. Those who volunteer for research are likely a motivated population and, of course, are aware that they have committed to study participation. On the other hand, the usage results from this study are notable because subjects not only voluntarily logged into a website on their own time, they did so after recently receiving likely the worst news of their lives—a cancer diagnosis, and while making hospital and clinics visits to undergo tests, surgery, chemotherapy and radiation treatments.
Of course, use attrition was significant after month 1, but this is also typical of web-based interventions [30-33]. We did not collect information on users’ reasons for waning use, which could represent that some users achieved their goal for using the program sooner than others (e-attainers) [8]. Research continues to be needed to understand better how people recently diagnosed with cancer may be motivated to use and engage with unguided programs.

We also found that, consistent with prior research, total duration users spent on CaringGuidance did not correlate with psychological outcomes. Neither did the sheer number of logins nor the number of program components viewed correspond with distress as measured in this study. In other words, simply more use was not better. Researchers have argued that it is the depth of engagement with the program and the ability to glean what the user desires to support their needs that matters [5,6]. Evidence varies, however, among studies concerning the effect of higher amounts of intervention use on psychological outcomes, with some finding more logins and time spent reduces distress [34]. In contrast, other studies found the number of logins and duration not to affect depression or anxiety [35]. The variability in findings is likely related to the uniqueness of interventions’ targeted populations, behaviors targeted by the intervention, and how program use is defined, supporting the need to evaluate micro and macro-engagement for specific interventions [6].

Based on our findings, we hypothesize that given at least a minimal amount of program use, it is the content that viewers access and whether that content engages and satisfies the user that holds the most significant import to psychological outcomes. While this hypothesis requires additional testing, support is provided by our finding that the higher number of unique exercise views made by users, the more significant their decline in intrusive/avoidant thoughts. This finding supports the mechanism of action of the cognitive-behavioral influenced program exercises, which are intended to assist users to reframe their thinking and process the cancer experience, in turn reducing intrusive/avoidant thoughts over time.

Additionally, our findings demonstrated that women who reported higher depressive symptom scores logged in with greater frequency over months 1 to 2; in turn, significant differences between months 2 and 3 in depressive symptoms favored the intervention over control [13]. Although it is acknowledged that correlation does not inform us whether depressive symptoms led to more frequent logins or visa-versa, it is logical to presume that if logging in increased women’s feelings of depression, they would have stopped this voluntary activity.

Repeated views of program components favor the hypothesis that women found value in using CaringGuidance. If users found no value, they would not have returned dozens of times to multiple components, as we saw in this study. Similar conclusions have been drawn in prior studies [29]. Not only did we note repeated viewing of program components, but a greater propensity among high frequency/high activity users compared to other users to return to all components while showing repeat interest, particularly in program exercises and written content. This finding is promising because these components convey the program’s cognitive-behavioral ingredients, and thus, further development of these types of components is supported. Also promising is that the most accessed program modules focused on coping, personal growth from the cancer experience, and supporting survivors’ self-concept. The most viewed videos also dealt with self-concept, indicating that CaringGuidance users independently focused on program components that were meaningful for distress reduction through confronting and re-evaluating how cancer reshaped their identity and world view which are vital to cognitively processing the cancer experience [19-24].

Finally, we were surprised to find that there was no relationship between high distress and greater use of program videos. At the time of design, it was anticipated that women with more considerable distress at baseline would gravitate toward the program videos as an activity that took less focused attention. At the same time, those further in their ability to cognitively process the diagnosis would attend to program exercises. Breast cancer survivors involved in program development expressed concern over overwhelming distressed women, which in turn inspired our addition of more videos, the glossary of terms, and “Questions for your doctor” resource components. The hypothesis seemed to be somewhat supported in that women distressed at baseline gravitated to the program resources component, however women with intrusive/avoidant thoughts and experiencing spouse/partner social constraints used the overall program with greater duration and women with depressive symptoms used the program with greater frequency.

Limitations
A limitation of this usage analysis was the potential underestimation of the total time users spent on the program because of the tracking system’s inability to define the time users spent on their last page visit of a session. This underestimation may be balanced somewhat by the fact that all participants in this pilot study received scripted monthly calls from the research assistant about which the primary purpose was to assess for adverse study events but included questions about users’ ability to login and find the information they sought in the program. Although it was not found that users viewed program components that were discussed during the calls, the contact may have prompted more program use than if users had only received the email prompts [36,37]. Other researchers have also found phone calls to be less effective than email prompts [38]. Data were not collected on whether email prompts were opened, although the sender (CaringGuidance program) likely acted as a weekly reminder. Additional limitations include the small, educated, and racially homogeneous sample of women whom all had prior Internet experience and computer access, thus limiting generalizability. Lastly, although data were collected on user satisfaction and enactment of behaviors gleaned from the program, data were not systematically collected that would allow for analysis regarding reasons for use attrition.

Conclusions
In conclusion, distressed women recently diagnosed with breast cancer self-selected the CaringGuidance program components that satisfied their needs and used these components with
considerable variability in frequency, duration, and activity. These findings favor the hypothesis that the key ingredient is not the amount of use, but rather the self-selected activity of each user within the program. Given the ease of accessibility and low resource utilization associated with CaringGuidance as well as the safety, satisfaction, and preliminary efficacy findings [13-15], CaringGuidance offers a potential clinically implementable option for distress management in this population. Future work should focus on implementation such as encouraging women’s acceptance of mental health online support, helping users to find the components within the program that they desire, increase users’ motivation to continue using to their maximum benefit and to explore the depth of engagement and cognitive processing in which users engage off-line. Overall, more information is needed on the ideal ways to capture and define engagement and enactment of behaviors by people with cancer accessing unguided, self-management web-based programs.
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Abstract

Background: Web-based interventions for depression have been widely tested for usability and functioning. However, the few studies that have addressed the therapeutic quality of these interventions have mainly focused on general aspects without consideration of specific quality factors related to particular treatment components. Clinicians and scientists are calling for standardized assessment criteria for web-based interventions to enable effective and trustworthy patient care. Therefore, an extensive evaluation of web-based interventions at the level of individual treatment components based on therapeutic guidelines and manuals is needed.

Objective: The objective of this study was to evaluate the quality of unguided web-based interventions for depression at the level of individual treatment components based on their adherence to current gold-standard treatment guidelines and manuals.

Methods: A comprehensive online search of popular app stores and search engines in January 2018 revealed 11 desktop programs and 17 smartphone apps that met the inclusion criteria. Programs and apps were included if they were available for German users, interactive, unguided, and targeted toward depression. All programs and apps were tested by three independent researchers following a standardized procedure with a predefined symptom trajectory. During the testing, all web-based interventions were rated with a standardized list of criteria based on treatment guidelines and manuals for depression.

Results: Overall interrater reliability for all raters was substantial with an intraclass correlation coefficient of 0.73 and Gwet AC1 value of 0.80. The main features of web-based interventions included mood tracking (24/28, 86%), psychoeducation (21/28, 75%), cognitive restructuring (21/28, 75%), crisis management (20/28, 71%), behavioral activation (19/29, 68%), and relaxation training (18/28, 64%). Overall, therapeutic meaningfulness was rated higher for desktop programs (mean 4.13, SD 1.17) than for smartphone apps (mean 2.92, SD 1.46).

Conclusions: Although many exercises from manuals are included in web-based interventions, the necessary therapeutic depth of the interventions is often not reached, and risk management is frequently lacking. There is a need for further research targeting general principles for the development and evaluation of therapeutically sound web-based interventions for depression.

(J Med Internet Res 2020;22(7):e16136) doi:10.2196/16136
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Introduction

Background

Major depression is the leading cause of disability and affects more than 300 million people worldwide [1], with a lifetime prevalence up to 20.6% for different populations [2-4]. Even minor forms of depression are associated with reduced quality of life [5], increased mortality [6], and functional impairments [7]. Additionally, the economic consequences of depression are extensive, and the treatment costs are increasing [8]. Although psychotherapy is an established, evidence-based treatment for depression [9-12], many individuals in need of mental health services do not receive adequate treatment [13,14]. Access barriers to treatment that are often associated with mental illness include limited availability of psychotherapists, long waiting lists, high costs of treatment, and fear of stigmatization [15-19]. Web-based interventions are considered a promising model to address this treatment gap [13,14]. They provide immediate support at any time and place, are cost-effective, and can easily be administered to a vast majority of people, thus reducing barriers and enabling high accessibility to treatment [20-22].

The number of concepts for web-based interventions has been gradually increasing, including telemedicine, electronic health apps, smartphone health apps, or mobile health apps. Furthermore, web-based interventions can be classified according to various criteria, ranging from smartphone apps for mere self-management to guided programs that include the support of a therapist through either asynchronous communication (such as email) or synchronous communication (such as videoconferencing). In many cases, a clear and distinctive assignment of a web-based intervention to a single type is not possible [23]. In this study, we followed the definition of a web-based intervention as an intervention program that is (1) available via the internet, (2) provides interactive components, (3) comprises health-related material, (4) aims to create positive change, and (5) aims to improve knowledge and understanding of a disease [24]. Following this definition, we included interventions that provide initial access via the internet, whereas it was not mandatory for the intervention to remain connected to the internet throughout its course. Additionally, we distinguished between smartphone apps and desktop programs because of their differences in technological features (eg, use of push notifications in smartphones and better readability of text on desktop screens).

The increase of innovative technologies in the field of web-based interventions shows great promise for potential in improving quality of life for people suffering from depression. Web-based treatment for depression has proven to be effective in reducing symptoms [25-29], reducing stigma [30-32], and improving depression literacy [31,32]. Furthermore, web-based interventions can deliver therapy to users independent of location with 24-hour accessibility [33].

Consumers searching for mental health apps most likely use social media, online search engines, or web forums [34]. A recent study identified more than 380,000 health apps worldwide, 28% of which are targeted toward mental health and behavioral disorders [35]. For users in the United States, more than 500 apps for depression are currently available [36]. Nevertheless, only a small proportion of the web-based interventions available for depression are supported by evidence-based studies [37], and research on web-based interventions has thus far focused mainly on validating single products [38]. Criticisms of web-based interventions include poor methodological quality of effectiveness studies such as by comparing interventions with wait-list control groups or by showing evidence only through analysis of short-term effects [23,39].

When web-based interventions lack evidence or disregard standards and guidelines for psychotherapeutic treatment, they may offer ineffective care or cause direct harm to users, such as by providing adverse advice or diverting users from accessing effective treatment [40-42]. Another problem that many web-based interventions face is a high attrition rate because many users drop out after a few days or weeks of using the intervention [43,44]. Reasons for low user engagement, especially with smartphone-based mental health apps, were recently summarized in a review by Torous et al [45]. Low usability, lack of user-centric design, concerns about privacy, lack of trust by users and by clinicians, and concerns about unhelpfulness in emergencies were the most relevant issues identified. Thus, “building trust through standards” [45] is considered to be the most important, yet challenging, goal for developers of high-quality web-based interventions.

Clinicians and scientists are calling for standardized assessment criteria for web-based interventions to enable effective and trustworthy patient care [23,46]. As a result, professional associations such as the Anxiety and Depression Association of America have started to develop their own criteria [47], but further research is necessary.

Previous Research on Quality Measures for Web-Based Interventions

There are several approaches adopted in previous research to develop appropriate assessment tools for ensuring the therapeutic quality of web-based interventions for depression. Renton et al [48] provided a scoping review and evaluated web-based interventions for depression on a 28-point rating system, covering aspects such as usability, accessibility, and type of tools used (eg, worksheets and assessments). They found high variability among the web-based interventions, and that most of these interventions used cognitive behavioral therapy (CBT) as the therapeutic approach with mood assessments and homework sheets implemented as the primary interactive tools. These results are supported by another recent review showing that 85% of the web-based interventions for depression implemented CBT techniques [49].

One prominent and often used scale is the Mobile App Rating Scale (MARS) [50], a multidimensional measure that includes 19 items on 4 objective quality indicators for apps: engagement, functionality, esthetics, and information quality. Additionally, 4 items measure the subjective quality of an app [50]. MARS has been validated with well-being apps and the instrument showed high internal consistency (Cronbach α=.90) [50]. The MARS has been used for a broad scope of apps, including...
smoking cessation apps [51], fitness apps for cancer patients [52], and German depression apps [53].

However, Baumel et al [54] noted that current criteria-based rating scales such as MARS lack an assessment of therapeutic alliance principles. Therefore, the authors developed a detailed evaluation tool for mobile and web-based health interventions termed “Enlight,” which includes a quality assessment section with 6 constructs: usability, visual design, user engagement, content, therapeutic persuasiveness, and therapeutic alliance (ie, basic acceptance and support). The instrument was validated with mobile apps and web-based programs for behavioral change in the case of medical illness or mental health, and showed high internal consistency (Cronbach α=.83 to .90). Although Enlight recognizes the therapeutic content of web-based interventions, only 4 items are dedicated to this issue.

Previous studies have measured the therapeutic quality of web-based interventions only at a general level, reflecting the overall impression of raters, without specific analysis of particular treatment components (eg, behavioral activation, cognitive restructuring) or therapeutic approaches. Although the majority of web-based interventions implement CBT as the therapeutic approach [48,49], we found only one study that examined the realization of a specific component of CBT in web-based interventions in detail (ie, behavioral activation) [55]. The authors found that the utility of these interventions is questionable, because only a few adhere to the core principles of CBT.

Qu et al [56] systematically examined the functionalities of depression apps and found that 31% of the apps evaluated offer depression screening, 66% offer tracking functionalities (eg, mood tracking), and 83% offer some form of therapeutic intervention (eg, psychoeducation or thought diaries). However, the therapeutic quality of these interventions was not the focus of their study.

To our knowledge, no studies published to date have aimed at specifically evaluating the therapeutic quality of web-based interventions at the level of several individual treatment components. As clinicians and scientists are calling for standardized assessment criteria, and previous measures did not examine the individual treatment components of web-based interventions for depression at an in-depth level, in the present study, we evaluated the therapeutic quality of currently available web-based interventions for depression.

**Study Aim**

The aim of this study was to evaluate the quality of unguided web-based interventions for depression at the level of individual treatment components based on their adherence to gold-standard treatment guidelines and manuals. Our primary research question was: How extensively do web-based interventions for depression adhere to established treatment standards? This includes (1) which core treatment components of established guidelines were realized in the web-based intervention, (2) how close did the treatment components follow the recommendations of the guidelines regarding their delivery mode and instruction, and (3) how potential risks in the treatment process are managed. We did not aim to provide recommendations for or against individual programs or apps. As a means to achieve the study aims, we examined current treatment guidelines and manuals for depression, and developed a questionnaire that comprises standardized testing criteria.

**Methods**

**Search Strategy and Inclusion Criteria**

In January 2018, three researchers independently searched for online treatment programs targeted at depression. Since we aimed at searching for web-based interventions from a patient perspective, the searches were carried out in three major app stores (Google Play, iTunes, Windows Store) and four broadly popular search engines (Google, Yahoo, Bing, Duckduckgo). Additionally, we investigated the Beacon website [57] (an Australian platform for health apps) and HealthOn [58] (a German platform for health apps) for web-based interventions meeting our inclusion criteria. We did not search published evidence in the scientific literature because it is not clear when a web-based intervention reported in the literature becomes available on the market. Further, we excluded web-based interventions that required participation in a study. We found that it is more likely for patients to participate in a noncommittal web-based intervention with easy access when they are looking for online treatment options, which is not the case in a clinical study. The search terms used were “depression” or the wildcard search term “depress*” either by itself or in combination with one or more of the following terms: “online,” “web-based,” “treatment,” and “program.”

Apps or desktop programs were included in our analysis based on the following criteria: (1) claimed to provide treatment or support for depression, (2) were accessible to the public via the internet (with or without fee), (3) had an interactive component (ie, were not purely educational) and required user participation or input (eg, homework, worksheets, mood assessments), (4) were available in English or German (because these were the fluently spoken languages by all raters), (5) provided a scientific basis for their treatment (eg, based on CBT), and (6) were targeted to adults (older than 18 years). We adapted inclusion criteria that can be found in previous scoping reviews on web-based interventions for depression in the scientific literature [48] to fit the purpose of this study (criteria 1-4), and added further criteria that we considered necessary to fulfill the particular objective of this study (criteria 5-6).

Apps or desktop programs were excluded from this study if they (1) only provided information regarding depression (ie, psychoeducation) and offered no further intervention, (2) did not claim to be based on a scientific background, (3) did not specifically target depression (ie, were targeted at other or multiple disorders), (4) were not accessible to the public (ie, programs for patients of a specific clinic), (5) targeted health care professionals for training purposes, (6) offered only mood tracking, (7) were only available for research purposes (ie, user must be enrolled in a study to access the program), (8) offered no treatment program, (9) could not be completed within the home or private setting (ie, must attend classes), (10) required the participant to get in touch with a counselor (ie, webcam...
counseling, therapy sessions, chatroom counseling), and (11) refused participation in this study.

Programs were screened for relevance based on the title, description, and available further information given on the respective webpages (eg, frequently asked questions, videos, or screenshots).

In line with previous work that identified web-based intervention programs for depression [48], we ceased the search when no new programs could be identified within five consecutive pages of search results.

Testing Criteria
The original questionnaire used in this study was developed in German. A translated version of the complete questionnaire can be found in Multimedia Appendix 1.

To obtain objective testing criteria, we examined current guidelines and manuals that are established in the treatment of depression, including the S3 and National Health Care guideline on unipolar depression [59,60], Beck’s manual for CBT [61], and the “Coping with Depression” course [62].

The treatment guidelines were examined by three researchers who each extracted treatment components and developed a set of objectively ratable criteria that could possibly be implemented by a web-based intervention. Subsequently, the researchers compared their criteria and solved discrepancies by consensus. The criteria were then reviewed by medical experts of the psychosomatic and psychosocial field, who provided comments and compared the criteria to the guidelines once more. The researchers used this information to revise the criteria conclusively, and any discrepancies were solved by consensus.

Following this process, we chose CBT components as superordinate categories in our questionnaire because CBT was identified as the most frequent approach in web-based interventions for depression [48,49]. Based on the guidelines and manuals, we expected the following components to occur in web-based interventions that claim to be evidence-based: behavioral activation, cognitive restructuring, psychoeducation, mood tracking, journal keeping, relaxation training, social skills training, resource activation, and crisis management.

The questionnaire includes a general and a specific part for each component, except for resource activation and crisis management. The general part comprises the same items for each component and aims to address basic principles such as transparency, understandability, or therapeutic potential. Example items for the general part are: “The therapeutic background for the intervention is presented.” “The instruction can easily be understood,” and “Possible difficulties regarding the intervention are addressed.”

The specific part comprises items unique to the therapeutic tools or the theoretical rationale of each component. For example, in case of cognitive restructuring, items for the specific part were: “The principle of automatic thoughts is explained clearly.” “The program suggests alternative thoughts for negative thoughts,” and “The program offers the option to create a daily record of negative thoughts.”

The questionnaire closes with crisis management and resource activation. For crisis management, items concerning the instruction, therapeutic background, digital implementation, and therapeutic meaningfulness were included from the general part. Further items asked for emergency contacts, relapse prevention, contact to support groups, and behavior in case of suicidality. Resource activation comprises 4 items concerning the identification of resources and their reflection in the course of the intervention.

The developed criteria do not claim to be exhaustive. Rather, we tried to find as many objectively ratable aspects as possible that can characterize a good and CBT-conforming psychotherapy. The absence of a treatment component or a particular criterion does not necessarily imply poor quality of the intervention. However, the presence of many criteria can indicate high quality.

Testing Procedure
The three independent researchers who conducted the search also rated the included web-based interventions following a standardized testing procedure. Raters followed the recommendations for usage given by each web-based intervention regarding the time and duration of usage (eg, daily usage for several minutes or weekly completion of session). When programs consisted of sessions, the programs were tested until all sessions relevant to the identified treatment components were completed. When provided, we followed the suggested order and instructions of each web-based intervention (eg, completing 12 sessions over 12 weeks). When a web-based intervention was designed to be used at will and no clear point of completion of the treatment could be identified, it was tested in an intuitive manner (ie, interventions were completed in the order in which they appeared to the user) until each intervention was completed at least once.

When symptom questionnaires, mood tracking, or progress tracking were included in a web-based intervention, raters responded with a set of previously defined symptoms. At the beginning of the web-based intervention, raters responded with a moderate symptom severity and changed the occurrence and severity of symptoms during the course of the intervention. Symptoms were chosen following a moderate depression score according to Beck’s depression inventory II [63]. When repeated assessments were included during the progression of a web-based intervention, each researcher submitted a deterioration of symptoms, characterized by increased severity of core symptoms and the addition of suicidal thoughts, to test how the web-based intervention responded to suicidal tendencies and how it provided risk management. At later stages, each rater submitted an improvement of symptoms, characterized by mild degrees of core symptoms and loss of additional symptoms, to test how the program responded to treatment progress.

All raters have a degree in psychology and backgrounds in psychotherapy (CBT, psychodynamic therapy, and systemic therapy). Web-based interventions were randomly allocated to the raters and each intervention was independently tested by two raters.
No ethical approval was required because no human participants outside the researchers took part in this study.

**Statistical Analysis**

Descriptive statistical analysis (including means, SDs, and frequencies) and intraclass correlation coefficient (ICC) estimates were calculated using SPSS statistical package version 24 (IBM Corp Released 2016, IBM SPSS Statistics for Windows, Armonk, NY, USA).

To assess the interrater reliability for all reported metric items, ICC estimates and their 95% CIs were calculated for each rater pair based on a one-way random-effects model with absolute agreement.

To assess the interrater reliability for all reported dichotomous items, Gwet AC1 statistic was calculated using formula 4.1 of Gwet [64] through the WINPEPI software developed by Abramson [65]. Gwet AC1 statistic is a chance-corrected measure of the extent of agreement between raters but has been recommended for use because it is less influenced by differences in individual rater tendencies to give positive ratings and by differences in the prevalence of the response categories, thus making it more robust and less biased compared to other metrics [66-68].

**Results**

**Search Results**

The initial search yielded 519 web-based interventions. Thirty-two of these were identified to meet our inclusion criteria. Discrepancies regarding the identified programs were resolved by consensus. During our testing period, 2 programs withdrew their participation from the study and 2 programs were no longer publicly available, leaving 28 programs that were ultimately tested (see Figure 1 for a flowchart of the screening and inclusion process). The 28 programs included 11 desktop programs and 17 smartphone apps. A list of the tested web-based interventions can be found in Multimedia Appendix 2.

**Interrater Reliability**

Mean ICC estimates and Gwet AC1 statistics for all reported metric items are shown in Table 1. The overall range for ICC estimates was 0.66 to 0.79. According to the guideline developed by Koo and Li [69], mean ICC estimates in this study were indicative of moderate to good interrater reliability for all rating pairs. The overall range for the Gwet AC1 statistic was 0.75 to 0.84. Concordance for Gwet AC1 statistic is measured on the same scale as used for Landis and Koch’s κ criteria [70,71]; therefore, interrater reliability for the dichotomous items in this study can be considered to be substantial.
Table 1. Intraclass correlation (ICC) estimates and Gwet AC1 statistics for all rating pairs.

<table>
<thead>
<tr>
<th>Rating pair</th>
<th>ICC (95% CI)</th>
<th>Gwet AC1 (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rating pair 1 and 2</td>
<td>0.79 (0.72-0.87)</td>
<td>0.84 (0.79-0.89)</td>
</tr>
<tr>
<td>Rating pair 1 and 3</td>
<td>0.70 (0.58-0.83)</td>
<td>0.75 (0.68-0.83)</td>
</tr>
<tr>
<td>Rating pair 2 and 3</td>
<td>0.66 (0.51-0.81)</td>
<td>0.80 (0.74-0.87)</td>
</tr>
<tr>
<td>Overall</td>
<td>0.73 (0.67-0.79)</td>
<td>0.80 (0.76-0.84)</td>
</tr>
</tbody>
</table>

General Results

An overview of the identified treatment components for each web-based intervention can be found in Multimedia Appendix 3. Table 2 depicts the relative number of treatment components for each web-based intervention. We did not include resource activation in this summary because no web-based intervention assigned a specific module to resource activation, but rather implemented resource activation in several treatment components.

Table 2. Absolute numbers and respective availability of treatment components for desktop programs (N=11) and apps (N=17).

<table>
<thead>
<tr>
<th>Treatment component</th>
<th>Desktop programs, n (%)</th>
<th>Apps, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavioral activation</td>
<td>9 (82)</td>
<td>10 (59)</td>
</tr>
<tr>
<td>Cognitive restructuring</td>
<td>8 (73)</td>
<td>13 (76)</td>
</tr>
<tr>
<td>Psychoeducation</td>
<td>10 (91)</td>
<td>11 (65)</td>
</tr>
<tr>
<td>Mood tracking</td>
<td>11 (100)</td>
<td>13 (76)</td>
</tr>
<tr>
<td>Journal keeping</td>
<td>4 (36)</td>
<td>8 (47)</td>
</tr>
<tr>
<td>Relaxation training</td>
<td>8 (73)</td>
<td>10 (59)</td>
</tr>
<tr>
<td>Social skills training</td>
<td>6 (55)</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Crisis management</td>
<td>9 (82)</td>
<td>11 (65)</td>
</tr>
</tbody>
</table>

Taken together, the presentation of the therapeutic background of interventions received higher ratings in desktop programs (mean 4.13, SD 1.17) than in apps (mean 2.92, SD 1.46) and moderate ratings overall (mean 3.47, SD 1.46). Regarding the understandability of instructions, desktop programs received higher ratings than apps, and high ratings were given desktop programs and apps overall (mean 4.18, SD 1.15). The digital implementation of interventions was rated as moderate for both desktop programs and apps (mean 2.90, SD 1.17). Overall, interventions received moderate ratings for their therapeutic meaningfulness for desktop programs and apps (mean 3.54, SD 1.15). However, discrepancies regarding the therapeutic quality were identified between single interventions, with desktop programs receiving higher scores for behavioral activation, cognitive restructuring, and psychoeducation than apps, and similar scores for mood tracking and relaxation training (see Table 3 and Table 4 for detailed results).
Table 3. Mean (SD) scores of assessments of the therapeutic quality in interventions of desktop programs.

<table>
<thead>
<tr>
<th>Item</th>
<th>Overall&lt;sup&gt;a&lt;/sup&gt;</th>
<th>BA&lt;sup&gt;b&lt;/sup&gt;</th>
<th>CR&lt;sup&gt;c&lt;/sup&gt;</th>
<th>PE&lt;sup&gt;d&lt;/sup&gt;</th>
<th>MT&lt;sup&gt;e&lt;/sup&gt;</th>
<th>JK&lt;sup&gt;f&lt;/sup&gt;</th>
<th>RT&lt;sup&gt;g&lt;/sup&gt;</th>
<th>SST&lt;sup&gt;h&lt;/sup&gt;</th>
<th>CM&lt;sup&gt;i&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>“The therapeutic background for the intervention is presented.”</td>
<td>4.13 (1.17)</td>
<td>4.89 (0.32)</td>
<td>4.94 (0.25)</td>
<td>3.65 (1.40)</td>
<td>3.36 (1.40)</td>
<td>4.25 (0.71)</td>
<td>4.13 (1.15)</td>
<td>4.25 (0.87)</td>
<td>4.00 (1.19)</td>
</tr>
<tr>
<td>“The instruction can easily be understood.”</td>
<td>4.70 (0.62)</td>
<td>5.00 (0.00)</td>
<td>4.81 (0.40)</td>
<td>4.70 (0.85)</td>
<td>4.59 (0.85)</td>
<td>4.63 (0.74)</td>
<td>4.56 (0.73)</td>
<td>4.58 (0.67)</td>
<td>4.67 (0.59)</td>
</tr>
<tr>
<td>“The (digital) implementation of the intervention is adequate.”</td>
<td>3.04 (1.09)</td>
<td>3.28 (0.83)</td>
<td>3.63 (1.03)</td>
<td>3.20 (1.11)</td>
<td>2.55 (1.06)</td>
<td>3.00 (1.31)</td>
<td>2.56 (1.03)</td>
<td>3.25 (1.14)</td>
<td>3.11 (0.83)</td>
</tr>
<tr>
<td>“The intervention is therapeutically meaningful.”</td>
<td>3.92 (1.07)</td>
<td>4.56 (0.62)</td>
<td>4.69 (0.60)</td>
<td>4.05 (1.05)</td>
<td>3.14 (1.04)</td>
<td>4.00 (0.93)</td>
<td>3.31 (1.08)</td>
<td>3.83 (1.47)</td>
<td>3.94 (0.73)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Overall: includes all desktop programs.
<sup>b</sup>BA: behavioral activation.
<sup>c</sup>CR: cognitive restructuring.
<sup>d</sup>PE: psychoeducation.
<sup>e</sup>MT: mood tracking.
<sup>f</sup>JK: journal keeping.
<sup>g</sup>RT: relaxation training.
<sup>h</sup>SST: social skills training.
<sup>i</sup>CM: crisis management.

Table 4. Mean (SD) scores on assessments of the therapeutic quality in interventions of smartphone apps.

<table>
<thead>
<tr>
<th>Item</th>
<th>Overall&lt;sup&gt;a&lt;/sup&gt;</th>
<th>BA&lt;sup&gt;b&lt;/sup&gt;</th>
<th>CR&lt;sup&gt;c&lt;/sup&gt;</th>
<th>PE&lt;sup&gt;d&lt;/sup&gt;</th>
<th>MT&lt;sup&gt;e&lt;/sup&gt;</th>
<th>JK&lt;sup&gt;f&lt;/sup&gt;</th>
<th>RT&lt;sup&gt;g&lt;/sup&gt;</th>
<th>SST&lt;sup&gt;h&lt;/sup&gt;</th>
<th>CM&lt;sup&gt;i&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>“The therapeutic background for the intervention is presented.”</td>
<td>2.92 (1.46)</td>
<td>3.20 (1.32)</td>
<td>3.42 (1.42)</td>
<td>2.68 (1.59)</td>
<td>2.58 (1.45)</td>
<td>3.19 (1.33)</td>
<td>2.80 (1.47)</td>
<td>3.00 (2.31)</td>
<td>2.59 (1.40)</td>
</tr>
<tr>
<td>“The instruction can easily be understood.”</td>
<td>3.74 (1.31)</td>
<td>3.80 (1.15)</td>
<td>3.77 (1.28)</td>
<td>3.64 (1.47)</td>
<td>4.04 (1.08)</td>
<td>4.06 (1.12)</td>
<td>3.80 (1.40)</td>
<td>3.50 (1.91)</td>
<td>3.18 (1.50)</td>
</tr>
<tr>
<td>“The (digital) implementation of the intervention is adequate.”</td>
<td>2.83 (1.28)</td>
<td>2.80 (1.47)</td>
<td>2.73 (1.25)</td>
<td>2.68 (1.52)</td>
<td>3.04 (1.11)</td>
<td>3.19 (1.05)</td>
<td>2.75 (1.29)</td>
<td>2.00 (0.82)</td>
<td>2.36 (1.00)</td>
</tr>
<tr>
<td>“The intervention is therapeutically meaningful.”</td>
<td>3.22 (1.12)</td>
<td>3.50 (1.15)</td>
<td>3.38 (1.17)</td>
<td>3.36 (1.26)</td>
<td>3.08 (1.06)</td>
<td>3.25 (0.78)</td>
<td>3.05 (1.05)</td>
<td>3.75 (0.96)</td>
<td>2.86 (1.28)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Overall: includes all apps.
<sup>b</sup>BA: behavioral activation.
<sup>c</sup>CR: cognitive restructuring.
<sup>d</sup>PE: psychoeducation.
<sup>e</sup>MT: mood tracking.
<sup>f</sup>JK: journal keeping.
<sup>g</sup>RT: relaxation training.
<sup>h</sup>SST: social skills training.
<sup>i</sup>CM: crisis management.

Behavioral Activation

Interventions aimed at behavioral activation were included in 9 desktop programs and 10 apps. All behavioral activation interventions suggested activities, including activating activities and relaxing activities, whereas fewer interventions suggested social activities (16/19, 84%). The suggested activities were rated to be easy to realize (mean 4.47, SD 0.89) and pleasant (mean 4.26, SD 0.89). Complex activities were rated as not divided into achievable intermediate steps (mean 1.74, SD 1.33). Difficulties that can occur in the realization of suggested activities were rated as not sufficiently addressed (mean 2.24, SD 1.52).

The relative share of web-based interventions realizing further features of behavioral activation can be found in Table 5.
Table 5. Absolute numbers and relative share of web-based interventions addressing specific features of behavioral activation in desktop programs (N=9) and apps (N=10).

<table>
<thead>
<tr>
<th>Features of behavioral activation</th>
<th>Desktop programs, n (%)</th>
<th>Apps, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difficulty levels for activities</td>
<td>1 (11)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Push notifications</td>
<td>9 (100)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Add individual activities</td>
<td>9 (100)</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Schedule activities</td>
<td>9 (100)</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Reminders for activities</td>
<td>9 (100)</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Check completed activities</td>
<td>1 (11)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Reference to past activities</td>
<td>2 (22)</td>
<td>3 (30)</td>
</tr>
</tbody>
</table>

Cognitive Restructuring

Cognitive restructuring was included in 8 desktop programs and 13 apps. The explanation of the principle of automatic thoughts was rated to be more clear in desktop programs (mean 4.44, SD 1.15) than in apps (mean 2.92, SD 1.57). Beck's cognitive triad was addressed in desktop programs (mean 3.00, SD 1.41), but less often in apps (mean 1.50, SD 1.14).

Desktop programs and apps presented typical negative thoughts (8/8, 100% and 10/13, 77%, respectively), suggested alternative thoughts (8/8, 100% and 8/13, 62%, respectively), and suggested that the user write down individual negative thoughts (8/8, 100% and 13/13, 100%, respectively) as well as alternative thoughts (8/8, 100% and 10/13, 77%, respectively).

All cognitive restructuring interventions offered the option of keeping a daily thought protocol (21/21, 100%), which included the situation (19/21, 90%), feelings (17/21, 81%), negative thoughts (19/21, 90%), alternative positive thoughts (15/21, 71%), and the result of positive thoughts (16/21, 76%).

Cognitive distortions were addressed in both desktop programs and apps. An overview of the relative share of web-based interventions addressing cognitive distortions can be found in Table 6.

Table 6. Absolute numbers and relative share of web-based interventions addressing cognitive distortions for desktop programs (N=8) and apps (N=13).

<table>
<thead>
<tr>
<th>Type of cognitive distortion</th>
<th>Desktop programs, n (%)</th>
<th>Apps, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Should statements</td>
<td>7 (88)</td>
<td>10 (77)</td>
</tr>
<tr>
<td>Focus on the negative</td>
<td>7 (88)</td>
<td>10 (77)</td>
</tr>
<tr>
<td>Disqualifying the positive</td>
<td>7 (88)</td>
<td>8 (62)</td>
</tr>
<tr>
<td>Personalization</td>
<td>3 (38)</td>
<td>11 (85)</td>
</tr>
<tr>
<td>Labeling and mislabeling</td>
<td>6 (75)</td>
<td>9 (69)</td>
</tr>
<tr>
<td>Catastrophizing</td>
<td>7 (88)</td>
<td>9 (69)</td>
</tr>
<tr>
<td>Magnification and minimization</td>
<td>6 (75)</td>
<td>8 (62)</td>
</tr>
<tr>
<td>Emotional reasoning</td>
<td>6 (75)</td>
<td>10 (77)</td>
</tr>
<tr>
<td>Jumping to conclusions</td>
<td>7 (88)</td>
<td>11 (85)</td>
</tr>
<tr>
<td>Polarized thinking</td>
<td>7 (88)</td>
<td>10 (77)</td>
</tr>
<tr>
<td>Overgeneralization</td>
<td>8 (100)</td>
<td>10 (77)</td>
</tr>
</tbody>
</table>

Psychoeducation

Psychoeducation was implemented in 10 desktop programs and 11 apps, which included explanations of depressive symptoms in both desktop programs (mean 3.90, SD 1.29) and apps (mean 3.35, SD 1.53). An explanatory model for the development of depression was provided in desktop programs (mean 3.95, SD 1.40) and apps (mean 3.48, SD 1.59). Low ratings were found for whether the user received support in the development of an individual explanatory model for desktop programs (mean 1.80, SD 1.24) and apps (mean 1.22, SD 0.52).

Both desktop programs and apps conveyed that depression is well treatable (mean 4.25, SD 1.12 and mean 3.30, SD 1.40, respectively) and that the user can overcome depression (mean 4.60, SD 0.75 and mean 3.30, SD 1.40, respectively).

Further evaluations regarding psychoeducation can be found in Table 7.
**Mood Tracking**

Mood tracking was implemented in 24 web-based interventions, including 11 desktop programs and 13 apps. When a web-based intervention reminded the user to report his or her mood on a regular basis, the reminders occurred less than every 6 hours in most cases (19/24, 79%). The queries of the mood were visualized in desktop programs (mean 3.41, SD 1.37) and apps (mean 3.85, SD 1.32), and took into account common diagnostic criteria for depression (desktop programs mean 3.45, SD 1.50; apps mean 2.50, SD 1.56). The mood queries fulfilled our criteria for scaling (ie, offering at least 5 options) in some desktop programs (8/11, 73%) and apps (11/13, 85%).

Low ratings were given for the explanation of why it can be important to track small periods of time (to detect triggers for specific moods; overall mean 1.27, SD 0.79) or large periods of time (to detect trends in the mood progression; overall mean 1.08, SD 0.35). When mood progression was visualized (eg, as a curve), small periods of time (eg, the last few hours) could be chosen in 10 web-based interventions, including 3/11 (27%) of desktop programs and 7/13 (54%) of apps, and longer periods of time (eg, more than 1 week) could be chosen in 12 web-based interventions, including 5/11 (45%) desktop programs and 7/13 (54%) apps. When mood improvements were given, 4 web-based interventions highlighted improvements (3/11, 27% of desktop programs and 1/13, 8% of apps) and 8 web-based interventions suggested possible relations between mood and current events (2/11, 18% of desktop programs and 6/13, 46% of apps).

Overall, 11 web-based interventions asked the user about anxiety symptoms (6/11, 55% of desktop programs and 5/13, 38% of apps) and 15 web-based interventions asked the user about physical ailments (8/11, 73% of desktop programs and 7/13, 54% of apps). When physical ailments were assessed, 7 web-based interventions advised the user to consult a physician (5/11, 45% of desktop programs and 2/13, 15% of apps).

**Journal Keeping**

Interventions that provided journal keeping were included in 4 desktop programs and 8 apps. Overall, the web-based interventions received low ratings for their explanation of which components the journal entries might contain (mean 1.96, SD 1.43) or for their explanation of how it can be helpful to note the positive aspects of the day (mean 2.38, SD 1.70). In most cases, journal entries could be entered through blank text boxes, although some web-based interventions suggested preset phrasings for particular aspects of the journal (7/12, 58%). Some web-based interventions took up journal entries in the progression of the program (2/12, 17%) or provided feedback on the content of journal entries (2/12, 17%).

**Relaxation Training**

Overall, relaxation trainings were realized in 8 desktop programs and 10 apps. In both types of web-based interventions, mindfulness was suggested as a relaxation technique and the concept of mindfulness was explained in desktop programs (mean 3.00, SD 1.63) and apps (mean 2.85, SD 1.63). Other relaxation techniques that were suggested in the web-based interventions are summarized in Table 8.

When mindfulness was discussed in an intervention, 12 web-based interventions suggested to accept perceptions without judging them (5/8, 63% of desktop programs and 7/10, 70% of apps). Overall, 12 web-based interventions suggested to distance oneself from thoughts (5/8, 63% of desktop programs and 7/10, 70% of apps) and 7 web-based interventions suggested to perform mindfulness exercises as part of a daily routine (2/8, 25% of desktop programs and 5/10, 50% of apps). Additionally, 14 web-based interventions offered audio- or video-based mindfulness exercises (6/8, 75% of desktop programs and 8/10, 80% of apps).

The explanation of typical stressors received low ratings in desktop programs (mean 2.00, SD 1.14) and apps (mean 1.45, SD 0.76). One desktop program and one app offered the user to add personal stressors. The explanation of possible risks in performing mindfulness exercises (eg, the occurrence of unpleasant feelings) received low ratings for desktop programs (mean 1.81, SD 1.17) and apps (mean 1.30, SD 0.57). Similar results were found for the explanation of possible difficulties in performing mindfulness exercises (eg, boredom or falling asleep) in desktop programs (mean 2.00, SD 1.10) and apps (mean 1.80, SD 1.15).

### Table 7. Mean (SD) scores for evaluation of psychoeducation features in web-based interventions.

<table>
<thead>
<tr>
<th>Item</th>
<th>Overall</th>
<th>Desktop programs</th>
<th>Apps</th>
</tr>
</thead>
<tbody>
<tr>
<td>“The program appropriately conveys that there may be fluctuations in the course of treatment.”</td>
<td>2.45 (1.35)</td>
<td>2.89 (1.49)</td>
<td>2.09 (1.13)</td>
</tr>
<tr>
<td>“The possible relationship between depression and anxiety is adequately conveyed.”</td>
<td>2.16 (1.29)</td>
<td>2.45 (1.36)</td>
<td>1.91 (1.20)</td>
</tr>
<tr>
<td>“The role of avoidance behavior is explained clearly.”</td>
<td>2.62 (1.58)</td>
<td>3.21 (1.40)</td>
<td>2.65 (1.58)</td>
</tr>
<tr>
<td>“The role of social isolation is explained clearly.”</td>
<td>2.91 (1.44)</td>
<td>3.20 (1.24)</td>
<td>2.65 (1.58)</td>
</tr>
<tr>
<td>“The possibly increased perception of physical symptoms associated with depression is explained clearly.”</td>
<td>1.84 (1.31)</td>
<td>1.75 (1.16)</td>
<td>1.91 (1.44)</td>
</tr>
<tr>
<td>“Possible somatic causes of physical symptoms are adequately addressed.”</td>
<td>1.91 (1.49)</td>
<td>1.85 (1.63)</td>
<td>1.96 (1.40)</td>
</tr>
</tbody>
</table>
Table 8. Absolute numbers and relative share of relaxation techniques suggested in web-based interventions for desktop programs (N=8) and apps (N=10).

<table>
<thead>
<tr>
<th>Relaxation technique</th>
<th>Desktop programs, n (%)</th>
<th>Apps, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mindfulness</td>
<td>8 (100)</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Progressive muscle relaxation</td>
<td>7 (88)</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Meditation</td>
<td>4 (50)</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Guided imagery journeys</td>
<td>1 (13)</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Imagination exercises</td>
<td>2 (25)</td>
<td>5 (50)</td>
</tr>
</tbody>
</table>

Social Skills Training
Social skills training was included in 6 desktop programs and 2 apps. When social skills training was included, users were encouraged to perform a change of perspective in desktop programs (mean 4.25, SD 1.22) and apps (mean 4.50, SD 0.58).

When nonverbal or verbal components of social interaction were discussed (eg, maintaining eye contact or paying attention to voice modulation), desktop programs received higher ratings for their explanations (mean 3.08, SD 1.38 for nonverbal components and mean 3.42, SD 1.44 for verbal components) than apps (mean 1.50, SD 0.58 and mean 1.25, SD 0.50, respectively).

Six desktop programs and one app encouraged the user to perform exercises of social interaction (eg, paying somebody a compliment). The perception of social cues was rated higher in desktop programs (mean 2.92, SD 1.38) than in apps (mean 1.75, SD 0.96).

Both desktop programs and apps addressed the establishment and maintenance of social contacts (mean 3.17, SD 1.33 and mean 3.00, SD 1.42, respectively) and the assertion of one’s own wishes in social situations (mean 3.50, SD 1.62 and mean 3.25, SD 1.71, respectively).

Crisis Management
Crisis management was included in 9 desktop programs and 11 apps. Nine desktop programs and 9 apps provided an emergency contact to the user (eg, phone numbers or contact details that are accessible at any time; 9/9, 100% and 9/11, 82%, respectively). One desktop program and one app required the user to provide an emergency contact in order to use the program (1/9, 11% and 1/11, 9%, respectively). To prevent relapses, 3/9 (33%) desktop programs and 3/11 (27%) apps suggested creating an individual list of warning signs. Contact to support groups was offered by 2/9 (22%) desktop programs and 3/11 (27%) apps.

When the mood in the mood tracking dropped immensely, 7/9 (78%) desktop programs and 4/11 (36%) apps suggested contacting the emergency contact. Three desktop programs and 5 apps suggested creating an emergency plan with individual measures (3/9, 33% and 5/11, 45%, respectively). When the mood dropped, 1/9 (11%) desktop program and 1/11 (9%) app suggested resorting to the emergency plan.

Resource Activation
Although no web-based intervention evaluated in our study implemented a specific module for resource activation, this aspect was indirectly included within several other treatment components. A summary of evaluations regarding resource activation can be found in Table 9, including encouragement to identify individual resources, assistance in identifying resources, encouragement to reflect resources in their context, and uptake of resources in the progression of the web-based intervention. Among all web-based interventions included in this study, 3 desktop programs and 3 apps took up identified resources as the intervention progressed.

Discussion
Principal Results
The aim of this study was to evaluate the quality of unguided web-based interventions for depression at the level of individual treatment components based on their adherence to established treatment guidelines. We tested 28 web-based interventions with a self-developed, standardized list of criteria, which were based on gold-standard treatment guidelines and manuals for depression. Despite the high number of programs and apps for depression available through the commercial market that claim to follow a scientifically sound methodology, we found varying degrees of adherence to established treatment guidelines and manuals.

All web-based interventions included some of the interventions we expected in a CBT-based treatment, indicating conformance
to treatment guidelines to some extent. As a result, our criteria were applicable, and we could gather insights about how the interventions were digitally realized. Overall, there is an evident trend for desktop programs to be rated as more adherent to treatment manuals than apps, which is in line with previous research. In a systematic review, Huguet et al [55] found that only 10% of depression apps seem to be consistent with evidence-based methods of CBT. However, their study focused on behavioral activation, which was only one part of our approach. In our study, cognitive restructuring, psychoeducation, and mood tracking were the most frequently realized components, which were included in more than 70% of the web-based interventions that we tested.

Our key findings reveal substantial variation regarding the therapeutic utility of these interventions, and interventions were diversely realized. For example, in treatment components targeting cognitive restructuring, the explanation of the principle of automatic thoughts was rated high in desktop programs, yet had a lower rating in apps. In contrast, Beck’s cognitive triad was addressed less often, although it can provide therapeutic background as an explanatory model for depression. Nevertheless, all cognitive restructuring interventions offered the option to keep a protocol of negative thoughts, as recommended in the manuals, and most of them included details such as the situation, feelings, negative thoughts, alternative positive thoughts, and result of positive thoughts.

When considering the use of mood tracking, we found that 79% of the web-based interventions that implemented mood tracking in our study inquired the mood only once every 6 hours or less frequently. Since retrospective recall of mood in people with depression is biased toward the negative [72,73], web-based interventions could be improved by adding more frequent mood inquiries. Additionally, frequent mood tracking throughout the day can help patients identify triggers for negative moods. However, it may be difficult for patients to track their mood frequently throughout the day on a desktop program. This could be complemented by using worksheets or combining desktop programs with app features. In particular, apps that have the opportunity to make ideal use of ecological momentary assessment could tap into their full potential by suggesting multiple mood inquiries throughout the day [74].

Out of all of the web-based interventions that we tested, 61% did not provide sufficient risk and crisis management when the mood dropped immensely. The most common reaction to a sudden mood drop was the recommendation to call emergency contacts or a crisis line. Yet, some web-based interventions did not react at all to severe mood drops. Although all of the web-based interventions self-identified as not suitable for suicidal patients, strong mood changes and suicidality are common symptoms in depression [75] that should not be completely excluded.

Another aspect that we noted is that the majority of web-based interventions asked the user about physical ailments, but not about anxiety symptoms. Web-based interventions should pay attention to and educate the user about anxiety symptoms and somatic diseases related to depression because there are high rates of comorbidity among depression, anxiety, and physical illness [76-78]. It would be beneficial if a web-based intervention asked the user about anxiety symptoms and provided information about treatment opportunities for anxiety so that users can reach out to professional help when they need it. Additionally, web-based interventions should recommend that users receive a proper somatic examination when somatic symptoms are present because some symptoms of depression can also be caused by physical illnesses (eg, lack of energy, difficulty in concentrating).

Some web-based interventions did not mention possible difficulties regarding the interventions they suggested. This can result in feelings of failure or disappointment when the user does not manage to complete the intervention. As an example, we found that 19 web-based interventions included behavioral activation and suggested the uptake of specific activities, but the raters evaluated that complex activities were not sufficiently divided into achievable intermediate steps, difficulties for the realization of suggested activities were not sufficiently addressed, and difficulty levels for the suggested activities were not sufficiently provided. Additionally, only 2 out of these 19 web-based interventions asked if an activity was completed. Altogether, this may result in the user feeling invalidated.

As some components of web-based interventions can be text-intensive and do not achieve proper risk management, ongoing engagement and motivation may be required for the user to follow the intervention, which may be very challenging for a depressed individual. Previous research found dissatisfaction and a lack of motivation to be a possible explanation when no benefits of a web-based intervention could be found [79]. Additionally, lack of a user-centric design and concerns about unhelpfulness in emergencies were identified as reasons for low user engagement in smartphone-based mental health apps [45].

Taken all together, we suggest that lack of adherence to treatment guidelines might be a reason why some users find no sufficient benefit in web-based interventions and discontinue the use after a short time, a phenomenon that was identified in previous research [43,44]. The quality of reviewed interventions is variable and the lack of risk management and appropriate adherence to treatment guidelines make it questionable as to whether these products can be recommended to patients suffering from depression without professional oversight. However, many developers are aware of this issue and most web-based interventions do not claim to be a sole therapy tool, but rather a supplement to professional treatment. One reason for this is that high-quality web-based interventions require a wide range of psychotherapeutic, financial, legal, and technological support that cannot always be provided by the developers.

Given the rising demand for web-based treatment options, further research should aim to find principles for the development and evaluation of therapeutically sound web-based interventions for depression, to make it easier for both clinicians and patients to find a suitable product.
Limitations
This is the first study that investigated the quality of unguided web-based interventions for depression at the level of individual treatment components based on established treatment guidelines. However, some limitations should be regarded when interpreting our findings.

Although we used a standardized questionnaire and trained psychologists to achieve systematic and thorough evaluations, the questionnaire in this study has not yet been externally validated and all ratings are subjective to a certain degree. Further, some beneficial interventions might not be included in this questionnaire. For example, some web-based interventions offered interventions based on problem-solving therapy or systemic therapy, which we did not examine in this study. We consider this questionnaire to be an important first step, but there is room for improvement in the future. A future direction is the external verification of this questionnaire. Additionally, future research should aim to examine a wider range of interventions beyond those based on CBT. As we only used three psychologists to rate the web-based intervention in this study, future research should aim to include more raters with different areas of expertise.

Another limitation is that our raters had no depression diagnosis. Therefore, our raters were not the selected target group of the examined interventions and no conclusion on the effectiveness of web-based interventions for patients can be made. Although the criteria used in this study can be an indicator of high-quality interventions, they do not necessarily have a causal relation to symptom reduction or quality of life improvement, and they cannot be compared to randomized controlled trials involving patients. However, since the aim of this study was not to evaluate effectiveness or symptom reduction, but rather to evaluate the quality of interventions based on their adherence to psychotherapeutic guidelines, we considered the use of expert ratings to be suitable for the purpose of our study. Nevertheless, future research could compare the ratings of patients with the ratings of experts to determine if end users hold different opinions toward the quality of an intervention.

A further limitation of this study is that web-based interventions that required the user to get in touch with a counselor or psychotherapist were not included. Therefore, we can make no claim about how elaborated these interventions are. Additionally, we only evaluated interventions that were available in English or German, as these were the only languages that are fluently spoken by the researchers.

Finally, as we searched for web-based interventions in January 2018 and all our evaluations were performed in 2018, some interventions might no longer be available or may have changed through updates in the meantime.

As a side note, we did not evaluate web-based interventions that used sensor data (eg, through a smartwatch), because we could only identify one such app, which was not available in Germany. As the usage of sensor data is rising in research and practice and promises many advantages to patients, practitioners, and researchers, future research should aim to develop and evaluate web-based interventions that include sensor data.

Conclusion
Many unguided web-based interventions for depression claim to deliver therapeutic content of high quality, but there is high variability in their adherence to established treatment guidelines and manuals. Although many interventions from manuals are included in web-based interventions and developers offer a wide range of treatment components, the necessary level of therapeutic depth is seldom reached. Mental health professionals and developers should work together to implement current treatment guidelines in their interventions to close this gap, especially concerning the lack of risk management that we identified in our study. This could improve user experience and prevent adverse side effects such as users feeling overwhelmed, frustrated, or leaving the intervention altogether. When developers implement quality criteria of established treatment guidelines in their products, web-based interventions can be a valuable tool to supplement professional treatment. The use of web-based interventions in the treatment of depression enables patients and professionals to gather important information from the patients’ everyday lives and to save financial and time resources because treatment components can be completed at home. There is a need for further research targeting general principles for the development and evaluation of therapeutically sound web-based interventions for depression, which includes treatment interventions beyond CBT.
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Abstract

Background: The health behaviors of young adults lag behind those of other age groups, and active health management is needed to improve health behaviors and prevent chronic diseases. In addition, developing good lifestyle habits earlier in life could reduce the risk of metabolic syndrome (MetS) later on.

Objective: The aim of this study is to investigate the effects of the e-Motivate4Change program, for which health apps and wearable devices were selected based on user needs. The program was developed for the prevention and management of MetS in young adults.

Methods: This experimental study used a nonequivalent control group. In total, 59 students from 2 universities in Daegu, Korea participated in the study (experimental group n=30; control group n=29). Data were collected over 4 months, from June 1 to September 30, 2018. The experimental group received a 12-week e-Motivate4Change program intervention, and the control group received MetS education and booklets without the e-Motivate4Change program intervention.

Results: After the program, the experimental group had significantly higher scores for health-related lifestyle (t=3.86; P<.001) and self-efficacy (t=6.00; P<.001) than did the control group. Concerning BMI, there were significant effects by group (F=1.01; P<.001) and for the group × time interaction (F=4.71; P=.034). Concerning cholesterol, there were significant main effects for group (F=4.32; P=.042) and time (F=9.73; P<.001).

Conclusions: The e-Motivate4Change program effectively improved participants’ health-related lifestyle scores and self-efficacy, and significantly reduced their BMI and cholesterol levels. The program can be used to identify and prevent MetS among young adults.

Introduction

Background

Chronic disease is a significant factor of disability as well as a major cause of death for nearly 60% of the global population [1]. Metabolic syndrome (MetS) is a serious risk factor for heart disease, stroke, and type 2 diabetes. There are numerous indicators of MetS, including hypertriglyceridemia, high blood sugar, and abdominal obesity; the incidence rate of MetS is steadily increasing [2]. Concurrently, MetS significantly lowers individuals’ quality of life (QOL) [3-6], which is defined as one’s level of acceptance in relation to the ideals, interests, expectations, and norms of one’s culture and value system [7]. Health-related QOL, in particular, is a personal evaluation of the physical and psychological impact of a disorder [8].
Although patients use this indicator to demonstrate their satisfaction level with their own functionality, scholars use it to analyze the average health level and the impact of health care among a wide range of populations [6].

The World Health Organization (WHO) reported that the incidence rate of chronic disease is not only related to social and economic factors but also to individuals’ eating habits and physical activities such as drinking and smoking [9]. Sedentary lifestyle, high-calorie diet, sweetened drinks, low economic status, and saturated fats are key risk factors that increase the risk of obesity; however, regular physical activity is known to lower individuals’ risk [10,11]. People who are habitually active, less sedentary, and have better cardio-pulmonary functions are less obese and thus have lower incidence rates of MetS [12]. Further, one exemplary study reported that better knowledge of one’s own disease increases medical accessibility and has a positive impact on the treatment process and self-care, thus improving individuals’ lifestyles [13].

The incidence rate of MetS is notably high among children and adolescents in the United States [14]. Further, the morbidity rate is associated with the obesity rate among young adults, which is also highly related to numerous adult diseases including arteriosclerosis, cardiovascular disease, cancer, and diabetes. Thus, appropriate prevention and intervention is needed in all related fields [14]. One can significantly lower the risk of and prevent MetS by controlling diet habits, physical activity, smoking, drinking, and stress levels [10,15,16]. In particular, men aged 30 to 39 years and women aged 20 to 29 years have worse health activity compared to other age categories, and thus require more active and focused health management to improve their health habits and prevent chronic diseases [17]. Since most health habits become more solidified in mid to older age, it is important to develop a MetS prevention program and prepare the foundation for appropriate health habits among young adults.

Several studies have analyzed the relationship between the incidence rate of MetS and its risk factors such as smoking, drinking, physical activity, depression, and environmental and demographic factors [18]. Moreover, one study revealed that an unhealthy daily lifestyle increases the risk of cardiocerebrovascular diseases and that improved habits act as preventive measures [19]. Further, the Third Report of the National Cholesterol Education Program Expert Panel in Europe reported that it is important to identify patients with MetS and treat them to prevent cardiocerebrovascular diseases [20].

Previous studies on MetS intervention programs examined ubiquitous health (uHealth) nutrition education that focused on increasing fruit and vegetable intake [21] and community-based health education, both of which appeared effective [22]. The uHealth nutrition education initiative is an online self-monitoring program, and data are collected during each session, and are then analyzed cumulatively [21]. A previous cross-sectional study in rural Taiwan successfully reduced the mortality rate from MetS by applying an appropriate Health City plan [23]. The Health City plan for Miaoli County, Taiwan integrated public and civil departments, nongovernmental organizations, and community resources to develop a model of “must move” and “healthy diet” as part of a sustainable development strategy. Thus, an appropriate health promotion project may effectively reduce the threat of death by MetS [23]. However, most previous studies on MetS and its interventions focused on adults aged >30 years; consequently, more studies about young adults are needed.

With the rapid development of information and smart technology, the demand for mobile health (mHealth), which uses mobile technology such as health apps to prevent disease and improve health, has increased [24,25]. Currently, there are numerous apps that support users’ health management. However, users report an unsatisfactory experience when they download the desired app and do not find the content of the app useful or relevant, making it difficult to use the app in the long run [26]. According to a user experience survey, 25.3% of users delete an app once they stop using it [27].

Wearable devices are a key subfield of mHealth. Wearable devices can constantly and easily monitor one’s physical activity, and they can provide tailored feedback through synchronized apps [28]. According to previous international studies, wearable devices can improve the lifestyle of patients with chronic diseases [24,26,28]. Numerous companies including Fitbit, Xiaomi, and Samsung produce wearable devices, and the market for devices that primarily manage health is steadily increasing [29]. According to Wijsman and colleagues [30], health interventions using wearable devices increase the daily physical activities of older adults and improve their metabolism.

However, there are some problems with mHealth. First, there is a lack of entertaining aspects that can motivate sustained use. Second, the system that directly delivers the information and professional health care guidelines is incomplete [27]. Other reported problems include a lack of visual information, inconvenient data entry, and one-sided feedback [26]. Therefore, to motivate users and foster active participation, it is important to increase users’ self-efficacy, which provides significant intrinsic motivation [31].

Self-efficacy is closely related to how well a person can control and perform specific activities under certain situations. Based on previous studies, health-related self-efficacy is a key motivator for one to continue physical activity; [32] thus, it serves as an important determinant of healthy lifestyle promotion [33]. Previous studies also reported a significant correlation between young adults’ health activity and self-efficacy [34,35]. Therefore, this study aims to improve on existing intervention programs by actively using wearable devices and mobile apps and increasing entertaining factors and motivation. To support sustained health activity, we developed a tailored program based on the specific needs of young adults to increase their self-efficacy and general health-related QOL.

**Objectives**

The specific goal of our study is to develop a program (e-Motivate4Change) using health apps and wearable devices selected based on user's needs, and analyze its impact on MetS prevention among young people. In addition, we sought to determine the program’s effect on participants’ health-related lifestyle, self-efficacy, and QOL.
Methods

Study Design

This experimental study used a nonequivalent control group and pre- and post-test design. The experimental group completed a presurvey, the e-Motivate4Change program intervention, and three postsurveys. The control group received a pamphlet on MetS and completed three postsurveys. Data were collected over 4 months, from June 1 to September 30, 2018.

The questionnaire consisted of general characteristics, healthy lifestyle promotion, self-efficacy, and QOL. To collect physiological indicators, we measured participants’ BMI, blood pressure, blood sugar, and cholesterol level. The general flow of the study is shown in Figure 1.

Figure 1. Flowchart of participants through each stage of the study.

Participants

Nursing students from Daegu University and Keimyung University who volunteered to participate and met the criteria were recruited. G*power (Version 3.1.7) was used to calculate the appropriate sample size with an effect size of 0.50, a significance level of .05, and a qualification level of 80%. The program indicated that at least 27 participants were required.

Anticipating a dropout rate of 20%, we recruited 60 participants (30 for each group) [36]. During the study period, one student from the control group opted out owing to a leave of absence; therefore, the data from 59 students were analyzed.

Research Procedure

Participants were allocated to either the experimental or control group and the questionnaires were distributed. To measure healthy lifestyle promotion, we used Kang’s modified version [31] of Walker’s health-promoting lifestyle profile [37]. We used a self-efficacy measurement tool developed by Sherer and colleagues [38] to measure self-efficacy. We also used the translated version of the WHO’s QOL instrument (short version;
WHOQOL-BREF) to measure QOL. It took approximately 10 minutes to complete the questionnaire. After completion, participants’ height, weight, body composition, blood pressure, blood sugar level, and cholesterol level were measured (Figure 2). BMI was measured using a body composition analyzer (InBody 3.0; Biospace), which uses bioelectrical impedance analysis. According to the categorization of Asian adults’ BMI, as reported by the Korean Society for the Study of Obesity, participants with a BMI from 18.5 to 24.9 kg/m$^2$ are “normal,” while a BMI from 25.0 to 29.9 kg/m$^2$ indicates “slightly overweight,” and a BMI over 30.0 kg/m$^2$ indicates “obese” [39].

Figure 2. Physical and physiological assessment tools.

Participants were not provided with any written results of their body measurements since participants could freely check their status through the program. Additionally, the case report form, which is the electronic document of individuals’ information as stated in the research design, provided the necessary data to the team. All participants were thoroughly educated on how to complete the case report form.

The e-Motivate4Change program was implemented for 10 minutes with the experimental group to increase their knowledge about MetS and promote health-related activities. Participants could also ask questions. In addition, 5 minutes were allowed for questions and answers. The control group was not provided with the e-Motivate4Change program; they only received a pamphlet. After the e-Motivate4Change program, the experimental group were asked to complete the questionnaire on healthy lifestyle promotion, QOL, and self-efficacy. We then measured their BMI, blood sugar level, cholesterol, and blood pressure again. Participants also completed an online satisfaction survey using a separate site on the e-Motivate4Change app. The control group completed the same surveys and health measurements.

Intervention Design

When participants entered their personal information, the e-Motivate4Change program generated and delivered tailored information and feedback. Such an interaction aimed to increase users’ interest and self-efficacy. The e-Motivate4Change program framework is shown in Figure 3. The entity-relation of the e-Motivate4Change system is shown in Figure 4.

To develop an effective intervention program for young adults with a risk of MetS, we surveyed and analyzed users’ demands, which could be used as foundational data for the development of further prevention and intervention programs that use mobile health. According to the needs analysis of professional program developers (N=40), nearly half had previously used health apps. The need for tailored prescription for individual users was rated the highest. Furthermore, 13.9% of the sample had used smart health bands. The most requested functions included a record of calorie consumption (88.9%), followed by a pedometer function, analysis of sleeping patterns, and a waterproof device [40].

We required a mobile app for data collection, a back-end server for storage, a server for real-time data analysis, a prediction server, and a message push server for a long-run comprehensive platform. To make exercise an entertaining factor, gamification was necessary. Therefore, we motivated users through the most foundational flow of gamification: mission, point, rewards [41]. After unifying all necessary factors, we developed a customized program for individual users [42].
The e-Motivate4Change program was developed based on three modules (Figure 5). The first is a health behavior prediction and planning module that notified users of their current risk of MetS when they input their current health status, life habits,
and hobbies. It also provided customized health activity information (physical activity, diet, education, etc). In addition, it recommends a customized wearable device for users so that they can select one that they prefer. The second is an education module, which aimed to change users’ health behavior based on the I-Change 2.0 model [43]. The education module included the definition of MetS and its causes, diagnosis criteria, incidence rate, further symptoms, prevention, and intervention. Such contents were also customized to maintain users’ focus. The third module is an interactive communication module. Unlike previous one-sided feedback, the e-Motivate4Change program was designed to provide interactive feedback so that its users can share information and achieve the same goals together.

On the first page, participants could see a brief description about MetS, as well as a description of the program, types of MetS, and its risk factors. We also provided participants with links to websites (including YouTube) that provided information about effective dance moves for preventing MetS. Users could self-diagnosis their health status at the login page and check their risk of MetS as well as their body image. Risks of MetS were categorized into diet, disease, and lifestyle factors. Once the users answered a quick survey, the program provided scores on diet, disease, and lifestyle, indicating users’ risk of MetS as “fair,” “warning,” or “danger.”

Users were also asked to enter their basic health status, which provided an appropriate avatar with the same body image as the user (based on height and weight). There were five types of male and female avatars based on users’ risk of MetS, and the avatar was designed to change as users’ health status changed. Moreover, users could choose their preferred health management method (app, wearable, diet, or physical activity). The program reflected the needs of the users and recommended customized apps and wearable devices. The recommended algorithm is shown in Figure 6.

Concerning users’ health management, we sought the advice of two professional clinical nurses who worked at the national health care company, “Meta Health.” We regularly examined users’ health information such as weight, obesity rate, body fat, and fasting cholesterol to provide individualized health prescriptions, which included detailed descriptions regarding physical activity, diet, and sleep management.

The community category consisted of a social networking service, questions, and games and quizzes for entertaining factors. Health rankings and a free bulletin board represented the community function. First, users could view their real-time health ranking information, which was determined by points (“mileage”) gained from active participation in the program, such as writing on the bulletin or participating in a quiz. Users received mileage for getting the correct answer on a health quiz as well as writing and replying on the bulletin. To encourage participation and motivate the users, the users could check their real-time mileage rankings as well as their rewards. The program also included a “real-life alarm service” so that users could look at their avatars as their risk of MetS changed. Group messaging through a social network was also provided so that the participants could actively engage in information sharing about their health status. Lastly, we included a user preference survey so that we could receive feedback on their experience with the program at the end of the study.
Figure 5. Screenshots of the e-Motivate4Change program.
Statistical Analyses
All data collected through the study were analyzed using SPSS Statistics (Version 23.0; IBM Corp). To compare the general characteristics between groups, we used numbers, percentages, means, and standard deviations. We conducted chi-squared tests and Fisher exact tests to analyze the differences between groups, and we used t-tests to determine if there were original differences in the dependent variable before the study. Subsequently, we used independent t-tests to identify the effects of the program on participants’ healthy lifestyle promotion, self-efficacy, and QOL. A repeated-measures analysis of variance was conducted for participants’ physiological measurements (i.e., weight, BMI, cholesterol, fasting blood sugar, and blood pressure level).

Ethical Considerations
This study was approved by the heads of two universities in D city and by the Institutional Review Board of Keimyung University (number 40525-201704-HR-020-02). Participants were informed about the research purpose and methods, as well as their rights, including the right to cease participation at any point without penalty. All questionnaires were completed anonymously, and participants were told that the results would not be used for anything other than research purposes. Participation was voluntary, and all respondents provided written informed consent.

Results
Participants’ General Characteristics and Homogeneity Test
In total, 59 students (57 females) participated in the study (30 in the experimental group and 29 in the control group). Everyone agreed that lifestyle habits matter for the prevention of MetS. Further, 54.2% (26/48) answered that MetS was “a disease related to obesity and high cholesterol,” 75% (36/48) answered that MetS causes “adult disease,” 25% (12/48) answered that MetS results in “decreased physical strength and abnormal symptoms,” and 52.1% (25/48) answered that exercise matters the most for preventing MetS, followed by a better diet (20/48; 41.7%). No significant differences were found in the homogeneity test conducted between the experimental and control groups regarding general characteristics; thus, the two groups were homogeneous.

Effect of the e-Motivate4Change Program on Psychosocial Indicators
We compared healthy lifestyle promotion, self-efficacy, and QOL between the two groups (Table 1). After the program, there were significant differences in healthy lifestyle promotion and self-efficacy, but not QOL. We also used Cronbach α to measure the reliability of the questionnaire.
Table 1. Comparison of psychosocial indicators between the experimental and control groups.

<table>
<thead>
<tr>
<th>Variable and group</th>
<th>Prestudy, mean (SD)</th>
<th>Poststudy, mean (SD)</th>
<th>t value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Healthy lifestyle promotion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental (n=30)</td>
<td>173.13 (21.89)</td>
<td>191.57 (19.19)</td>
<td>3.86</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Control (n=29)</td>
<td>161.66 (26.12)</td>
<td>165.48 (24.76)</td>
<td>N/A³</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Quality of life</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental (n=30)</td>
<td>88.73 (9.79)</td>
<td>88.50 (11.23)</td>
<td>.08</td>
<td>.93</td>
</tr>
<tr>
<td>Control (n=29)</td>
<td>82.66 (9.28)</td>
<td>83.55 (9.80)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Self-efficacy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental (n=30)</td>
<td>977.97 (185.87)</td>
<td>1140.33 (99.74)</td>
<td>6.00</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Control (n=29)</td>
<td>940.34 (178.11)</td>
<td>957.24 (134.66)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

³N/A: not applicable.

**Effect of the e-Motivate4Change Program on Physiological Indicators**

Table 2 shows participants’ change in BMI, cholesterol, blood sugar, and blood pressure based on different measurement periods. First, there were significant differences in BMI between groups and times; however, the interaction between group and time was nonsignificant. Second, there were significant differences in cholesterol scores per time, group, and the group × time interaction. Lastly, there were no significant differences concerning fasting blood sugar, systolic blood pressure, or diastolic blood pressure between groups.

Table 2. Comparison of physical and physiological indicators between the experimental and control groups.

<table>
<thead>
<tr>
<th>Variable and group</th>
<th>Baseline, mean (SD)</th>
<th>Week 4, mean (SD)</th>
<th>Week 8, mean (SD)</th>
<th>Week 12, mean (SD)</th>
<th>F value (P value)</th>
<th>Group</th>
<th>Time</th>
<th>Group × time</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cholesterol</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental (n=30)</td>
<td>219.47 (66.09)</td>
<td>193.67 (53.84)</td>
<td>183.23 (52.62)</td>
<td>166.30 (43.15)</td>
<td>4.32 (.42)</td>
<td>9.73 (.001)</td>
<td>6.15 (.01)</td>
<td></td>
</tr>
<tr>
<td>Control (n=29)</td>
<td>221.48 (61.01)</td>
<td>224.76 (63.41)</td>
<td>212.03 (60.30)</td>
<td>209.86 (58.98)</td>
<td>N/A³</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Body mass index</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental (n=30)</td>
<td>23.34 (3.57)</td>
<td>23.24 (3.62)</td>
<td>22.67 (3.55)</td>
<td>22.10 (3.47)</td>
<td>1.01 (&lt;.001)</td>
<td>4.71 (.03)</td>
<td>2.66 (.10)</td>
<td></td>
</tr>
<tr>
<td>Control (n=29)</td>
<td>22.07 (3.28)</td>
<td>21.96 (3.14)</td>
<td>22.36 (3.62)</td>
<td>21.73 (3.34)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Fasting blood sugar</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental (n=30)</td>
<td>87.97 (12.35)</td>
<td>81.50 (9.13)</td>
<td>80.73 (8.53)</td>
<td>84.47 (7.87)</td>
<td>1.13 (.29)</td>
<td>1.99 (.11)</td>
<td>1.07 (.34)</td>
<td></td>
</tr>
<tr>
<td>Control (n=29)</td>
<td>86.14 (6.36)</td>
<td>83.86 (22.65)</td>
<td>85.97 (9.80)</td>
<td>86.14 (6.36)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Blood pressure (systolic)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental (n=30)</td>
<td>110.80 (10.17)</td>
<td>111.23 (11.27)</td>
<td>109.37 (11.73)</td>
<td>110.80 (10.17)</td>
<td>.55 (.46)</td>
<td>.49 (.66)</td>
<td>.13 (.94)</td>
<td></td>
</tr>
<tr>
<td>Control (n=29)</td>
<td>109.62 (10.59)</td>
<td>109.34 (8.47)</td>
<td>108.52 (6.99)</td>
<td>108.52 (9.95)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Blood pressure (diastolic)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental (n=30)</td>
<td>73.07 (9.79)</td>
<td>73.47 (10.37)</td>
<td>73.47 (10.37)</td>
<td>70.63 (7.60)</td>
<td>1.26 (.26)</td>
<td>1.06 (.37)</td>
<td>1.79 (.16)</td>
<td></td>
</tr>
<tr>
<td>Control (n=29)</td>
<td>70.10 (8.40)</td>
<td>69.59 (8.61)</td>
<td>71.90 (6.82)</td>
<td>71.41 (6.06)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

³N/A: not applicable.

**Discussion**

**Principal Findings**

To the best of our knowledge, this study was the first of its kind in Korea. This study was conducted to investigate the effectiveness of the e-Motivate4Change program using mobile apps and wearable devices developed to prevent and manage MetS in young adults. In total, 59 people from 2 universities in Korea participated. (experimental group n=30; control group n=29). The experimental group received a 12-week e-Motivate4Change program intervention, and the control group received MetS training and brochures without the e-Motivate4Change intervention. After the intervention, the experimental group scored significantly higher for health-related lifestyle ($t=3.86; P<.001$) and self-efficacy ($t=6.00; P<.001$) than the control group. With regard to BMI, there was a
significant effect by group ($F=1.01; P<.001$) and group × time interaction ($F=4.71; P=.03$). Regarding cholesterol, significant main effects for group ($F=4.32; P=.04$) and time ($F=9.73; P<.001$) were confirmed.

As the boundaries of traditional industry change owing to the fourth industrial revolution, scholars are anticipating an era of individually tailored services [44]. Such a trend also applies to the national medical policy. The paradigm of worldwide medical policy is gradually shifting from treatment to prevention. Concurrently, considering the rising incidence rate of MetS, the need for appropriate prevention is necessary, especially among young adults who benefit most from lifestyle changes [14,17,45]. Thus, in this study, we developed a MetS prevention program that used mobile apps, wearable devices, and the advice of professional nurses and developers. We then tested its effectiveness on voluntary participants for 12 weeks.

Among both groups, most participants answered that lifestyle was a key preventive factor of MetS, and most defined MetS as a disease related to obesity and cholesterol. Many answered that there was an abnormal physical change when one fails to prevent MetS, and that exercise and diet improvement matter the most. Such answers are consistent with the results of Cornier and colleagues [16] and Clark and colleagues [21].

Participants were asked to record their daily activities in the e-Motivate4Change program for 12 weeks, and the program provided a visual change in the form of their avatars to display their goals and achievements. When we analyzed the risk factors of MetS, there was a significant difference in the mean change in BMI and cholesterol level between the two groups. There was a significant decrease in mean BMI and cholesterol for the experimental group. Such results also showed that, despite their young age, participants had a relatively high BMI and cholesterol level and were at a high risk for MetS [34].

For the experimental group, continued participation in the e-Motivate4Change program decreased their cholesterol and BMI significantly. This result aligns with Aktas and colleagues’ [46] study in Turkey, which tracked the lifestyles of participants for 12 weeks. These findings show that people with a chronic disease (including MetS) could lower their blood sugar and cholesterol by continuously improving their lifestyle. However, while fasting blood sugar and blood pressure levels decreased marginally for the experimental group, there was no significant difference between the two groups. One possible explanation is that all participants had average levels at baseline.

Concerning the psychosocial aspects of this study, we must note that the experimental group’s self-efficacy and healthy lifestyle promotion scores increased significantly. This result aligns with Khalili and colleagues [22] and Shekari and colleagues [47], who showed that a health education program based on social recognition theory increased young adults’ self-efficacy. However, when we look at QOL, the score of the experimental group slightly decreased, and there was no significant difference between the two groups. One potential explanation could be the short duration of the study. The study lasted for 12 weeks, which may have been too short to impact participants’ QOL. Therefore, further studies should implement a longer intervention to determine if it could increase young adults’ health-related QOL.

Moreover, it is critical to increase young adults’ self-efficacy and promote health-related lifestyles. Their needs and preferences should be properly understood so that more customized management programs can be developed. The e-Motivate4Change program is a customized interactive program that provides individualized information (ie, an avatar that reflects personal body shape and recommends health apps and wearable devices) and feedback based on users’ input. The program also used big data technology with gamification functions to entertain users, ultimately promoting a healthy lifestyle and educating users about MetS.

Generally, MetS can be prevented through changing diet habits and lifestyle. However, it can be challenging to maintain regular physical activities and good diet habits at an individual level. Thus, by recommending appropriate mobile apps and wearable devices and encouraging their use, this study made it possible for the users to engage in sustained health management. The findings of this study align with those from previous studies that revealed the significance of health trackers and smart apps that are free of time and space limitations for a sustained increase in physical activities [30,48]. Previous recommendation systems were rather one-sided and manager-centered, which made it difficult for users to stay entertained. Consequently, most users stopped using the service.

To find a solution, we developed a needs-based customized recommendation system. Some of the most important features of this program can be summarized as follows. First, the program provides individualized health management prescriptions for the prevention of MetS. Based on the medical paradigm shift from treatment to prevention and management owing to an increasing risk of chronic disease, effective prevention is largely changing the clinical health sectors, as is the fourth industrial revolution [45]. Thus, the combination of data and artificial intelligence will enable individualized medical service. When supported with digital technology, the prevention and management of chronic disease will become much more effective and efficient [45,49]. Furthermore, it is critical for health managers to learn new competencies and skills in rapidly changing medical environments [49]. Thus, health managers for the e-Motivate4Change program analyzed the real-time data of participants and provided customized consulting and health prescriptions, which brought about positive changes in health-related lifestyle and self-care. An efficient system will increase the usability of medical services, decrease the symptoms of chronic disease, and increase cost efficiency, while also improving patients’ medical experiences.

Clinical nurses play a critical role in enhancing health; therefore, more effort is needed to expand the role of nurses and support their competency [50]. Clinical nurses will pioneer a new field of expertise by using big data technology and artificial intelligence. Thus, it is necessary to combine the humane and technological aspects of nurse’s expertise [45,49,51].

Second, previously one-sided services may not include gamification and entertainment factors. Such improvement provides individualized services for the users, maintaining their high level of interest and their motivation, encouraging them to keep using the program. For sustained management of chronic
diseases, including MetS, more user-centered content is necessary.

**Limitations**

The personalized service recommendation system proposed in this study provides appropriate dietary and physical activity recommendations to improve youth health to prevent MetS. The ranking system included in the program provides entertainment and motivation to encourage continued use of the program. Moreover, this study can be regarded as different from previous studies as the participants were aged <30 years, whereas the typical age range of MetS study participants is 40 to 60 years. However, this study had limitations. We used a portable body fat measurement device that may not be able to provide accurate and detailed data. At the same time, it was not possible to monitor the type, intensity, or length of physical activity. Subsequent studies should aim to achieve this. In addition, future studies could aim to recruit a participant group with a wider age range than this study. For example, future health intervention programs could include young working women and working mothers.

**Conclusions**

Despite its limitations, this study is meaningful in that we tried to increase accessibility and usability through smartphone apps while also bringing about changes in the perceptions and health behaviors of young adults by providing individualized recommendations from professional clinical nurses [47]. Moreover, unlike previous group-based education, this program encouraged users’ voluntary participation in creating a healthy lifestyle, which allows for better long-term management and operation of the program.

In conclusion, the e-Motivate4Change program was associated with increased physical activity, decreased BMI, lower cholesterol, and increased self-efficacy among experimental group participants, thus effectively promoting a health-related lifestyle. Moreover, by providing programs to prevent and manage MetS, the program informed further studies. Therefore, this study provides foundational data to design further preventive strategies for relevant chronic disorders (eg, diabetes, high blood pressure, hyperlipidemia, cardiovascular disease).
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Abstract

Background: In the Netherlands, human papillomavirus (HPV) vaccination uptake remains low. To improve informed decision making (IDM) and HPV vaccination acceptability, we systematically developed an interactive, web-based tailored intervention to which mothers of Dutch girls were invited to participate.

Objective: The aim of this study was to provide insight into the intervention’s working mechanisms by evaluating (1) program use, (2) program acceptability, and (3) the relationship of program use with program acceptability and intervention effects (ie, dose-response relationship).

Methods: Only mothers from the intervention arm of a randomized controlled trial that assessed the effectiveness of the web-based, tailored intervention were included in this study. They were invited to visit the website of the web-based intervention between baseline (January 2015, just before access to the intervention) and follow up (March 2015, prior to the first HPV vaccination). Indicators for program use were time of website use (ie, duration of intervention exposure) and completeness (ie, proportion of all available web pages visited). HPV vaccination uptake registered by Praeventis was used as the primary outcome. Secondary outcomes were IDM, decisional conflict, and social-psychological determinants of HPV vaccination uptake.

Results: Among the 3995 invited mothers, 2509 (62.80%) logged on to the website, 2239 of whom (89.24%) visited at least one page of the intervention components. On average, mothers spent 21.39 minutes (SD 12.41) on the website and completed 50.04% (SD 26.18%) of the website components. Participants rated the website 7.64 (SD 1.39) on a 10-point scale. Program acceptability was significantly associated with completeness (β=4.36, P<.001), but not with time of website use (β=−.07, P=.77). Intention-to-treat analysis (N=3995) showed a significant positive effect of completeness on all outcome measures (all P<.003; Bonferroni-corrected α=.05/15 factors), including on HPV vaccination uptake. Time of website use had a significant positive effect on all outcomes (all P<.003), except for uptake (P=.20), risk perception when not vaccinated (P=.14), subjective norms (P=.03), and habit (P=.01).

Conclusions: Program use and acceptability of the intervention were adequate. Completeness was positively associated with acceptability. Furthermore, positive effects (ie, dose-response effects) were found for completeness and time of website use on the mothers’ IDM, decisional conflict, and almost all of the social-psychological determinants of HPV vaccination acceptability. In addition, the extent to which mothers completed the intervention had a positive impact on their daughters’ vaccination uptake. This indicates that the web-based, tailored intervention fits well with the mothers’ needs, and that completeness of use is essential for improving HPV vaccination uptake, acceptability, and IDM. Program use should therefore be promoted.
Introduction

Cervical cancer is the fourth most common cancer among women worldwide. Globally, in 2018, there were 569,847 new cases and 311,365 deaths caused by cervical cancer [1]. Persistent infection by human papillomavirus (HPV) appears to be the major cause of cervical cancer; nearly all cases (over 99%) are attributable to an HPV infection [2,3]. There is also an increasing body of evidence that strongly links HPV infection with cancers of the anus, vulva, vagina, penis, and head and neck (eg, [4,5]). In the Netherlands, on an annual basis since 2010, girls are invited by the Dutch National Immunization Program to receive the vaccine against HPV upon reaching 13 years of age. However, HPV vaccination uptake remains low (45.5% in 2017) [6]. The uptake needs to be higher to reduce the incidence of cervical cancer in women. Therefore, we developed an interactive, web-based, tailored intervention promoting HPV vaccination acceptability among Dutch mothers of invited girls for HPV vaccination [7]. Further, to improve vaccine acceptability, important intervention objectives were to improve informed decision making (IDM) and to decrease decisional conflict [7].

To date, only four studies have examined the effectiveness of tailored interventions in promoting HPV vaccination acceptance [8-11]; three of these studies showed positive effects [9-11]. To our knowledge, the only tailored intervention that was web-based turned out to be ineffective [8]. The advantage of web-based interventions is that they have the potential to enable large-scale application at relatively low cost [12] and therefore can have a substantial impact on the population level [13].

Furthermore, only two of the existing studies using tailored interventions to promote HPV vaccination acceptance incorporated a process evaluation [9,11]. Process evaluation provides insight into the extent to which an intervention was used, which is relevant for determining factors that influence the effectiveness of an intervention [14-16]. Specifically, this analysis can provide insight into whether an intervention is ineffective due to implementation failure or to the inferior quality of the intervention method(s), thereby avoiding the so-called type III error [17]. It also provides recommendations for intervention improvement.

For the use of online interventions, three aspects are relevant: a first visit, staying, and revisiting [18,19]. In the context of decision making about HPV vaccination, we consider a first visit and staying as the most relevant aspects. Revisiting seems less relevant, since getting the HPV vaccine is hardly a repetitive behavior (ie, it consists of two injections). Within the electronic health (eHealth) arena, limited intervention use in terms of a first visit and staying is a broadly recognized problem [20]. The extent to which one uses an intervention may positively impact the intervention effects (ie, the so-called “dose-response relationship”). Positive dose-response relationships have been found for eHealth interventions (eg, [21-23]). In the context of promoting HPV vaccination acceptability, none of the studies that incorporated a process evaluation addressed the dose-response relationship (for a review, see [24]). Moreover, data on the use of web-based interventions have been poorly reported [20,25] or not reported at all [26].

Furthermore, assessing program acceptability may shed light on the causes of nonuse or incomplete use [27]. An intervention needs to be considered appropriate by the target group and to suit their needs in order to reach the intended outcomes [28]. Acceptability will improve interaction and the users’ feelings of engagement, and, as a consequence, the likelihood of health-related behavior changes [29].

Results from the effect evaluation showed positive intervention effects on IDM, decisional conflict, and nearly all determinants of HPV vaccination uptake (for more details on the results of the effect evaluation, see [30]). This paper describes the process evaluation of the web-based tailored intervention promoting HPV vaccination acceptance [7]. The aim of this process evaluation was to provide insights into the intervention’s working mechanisms by evaluating (1) program use, (2) program acceptability, and (3) the relationship of program use with program acceptability and intervention effects (ie, dose-response relationships).

Methods

Participants and Study Design

The study was approved by the Ethical Committee of the VU Medical Center in Amsterdam (Netherlands Trial Register: NTR4795). This process evaluation was part of a randomized controlled trial on the effectiveness of the intervention [30]. For the purpose of this study, only participants from the experimental condition (ie, those invited to use the web-based intervention; N=3995) were included in the analyses. Details of the trial design, such as power calculations, participant eligibility, and recruitment procedures, have been published elsewhere [30]. This study was conducted between January 2015 (baseline, just before access to the intervention) and March 2015 (follow up, prior to the first HPV vaccination), in line with the national HPV vaccination round of 2015. Mothers were invited to use the web-based intervention between baseline and follow up (mid-January 2015).

Intervention Components

We developed the web-based tailored intervention with virtual assistants using the 6-step Intervention Mapping protocol for developing theory- and evidence-based health promotion interventions [31]. In short, the web-based intervention provided mothers with tailored feedback about topics on HPV vaccination, delivered by two virtual assistants. Multimedia Appendix 1
presents a selection of screenshots of the website. The website consisted of 4 menu options: (1) 2-sided, tailored information about HPV vaccination, (2) a decisional balance in which mothers could weigh their perceived pros and cons, (3) practical information, and (4) frequently asked questions. Within menus 1-3, mothers could visit several components. In addition, mothers were given the opportunity to visit an “in-depth” information page within some of the components (e.g., educational movies). Table 1 provides a brief overview of the intervention components. More detailed descriptions of the intervention, including its theoretical basis, are published elsewhere [7].

Table 1. Brief description of intervention components.

<table>
<thead>
<tr>
<th>Menu and component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Information about HPV vaccination</strong></td>
<td></td>
</tr>
<tr>
<td>General information</td>
<td>Mothers are provided with general information about HPV, cervical cancer, and HPV vaccination.</td>
</tr>
<tr>
<td>Importance of vaccinating at a young age</td>
<td>Mothers are challenged to consider whether the age of their daughter is appropriate to get vaccinated against HPV. The relationship between sexual activity in relation to the HPV vaccine is also discussed.</td>
</tr>
<tr>
<td>HPV-related risks</td>
<td>Mothers are asked to estimate both the risk of their daughter getting infected with HPV and the risk of their daughter developing cervical cancer later in life, and are then provided with tailored feedback accordingly.</td>
</tr>
<tr>
<td>Methods to protect against cervical cancer</td>
<td>Mothers are asked to rate the effectiveness of alternative methods for protecting against cervical cancer and are then provided with tailored feedback according to their answers.</td>
</tr>
<tr>
<td>From HPV to cervical cancer</td>
<td>Mothers are provided with an explanation of how infection with HPV can lead to cervical cancer (e.g., by viewing an educational video).</td>
</tr>
<tr>
<td>Facts and stories</td>
<td>Mothers are provided with several statements regarding HPV, cervical cancer, and HPV vaccination, and are asked to indicate whether these are true (a fact) or false (a story). They then receive tailored feedback accordingly.</td>
</tr>
<tr>
<td>Side effects</td>
<td>Mothers are presented with a variety of potential side effects of the HPV vaccine and are asked to indicate whether or not they are scientifically proven. They are then provided with tailored feedback, stating the correct responses.</td>
</tr>
<tr>
<td>Effectiveness</td>
<td>Mothers are asked about the effectiveness of the HPV vaccine in protecting both against their daughter getting infected with HPV and developing cervical cancer. They are then provided with tailored feedback about the effectiveness of HPV vaccination.</td>
</tr>
<tr>
<td>Other mothers</td>
<td>Mothers are asked to indicate what they think most mothers in their direct environment will decide regarding their daughters’ HPV vaccination. They are then provided with tailored feedback and are shown the actual HPV vaccination uptake in different regions of the Netherlands in 2014.</td>
</tr>
<tr>
<td>Vaccine working mechanisms</td>
<td>Mothers are explained in a generic way how the HPV vaccine works in protecting against HPV and cervical cancer with an educational video.</td>
</tr>
<tr>
<td><strong>Weighing the pros and cons</strong></td>
<td></td>
</tr>
<tr>
<td>Decisional balance</td>
<td>Mothers are presented with a list of pros and cons of HPV vaccination. Based on pros and cons mothers marked as most salient, a decisional balance reveals their current position on a scale ranging between wanting and not wanting to get their daughter vaccinated.</td>
</tr>
<tr>
<td>Value clarification</td>
<td>Mothers are invited to list their central values for life and link these to HPV vaccination.</td>
</tr>
<tr>
<td>Practical information</td>
<td>Practical information provides mothers with information such as how and where to receive the HPV vaccine and provides them with advice on how they discuss HPV vaccination with personal important others (e.g., their daughter and partner).</td>
</tr>
<tr>
<td><strong>Frequently asked questions</strong></td>
<td></td>
</tr>
<tr>
<td>About HPV vaccination</td>
<td>Frequently asked questions provides answers to known questions about the HPV vaccine (e.g., “does my daughter know if she’s infected with HPV?”) or getting the HPV vaccine (e.g., “where do I get the HPV vaccine?”).</td>
</tr>
<tr>
<td>Problems with the website</td>
<td>Mothers are provided with possible solutions to problems with the website such as not being able to hear or see the virtual assistants.</td>
</tr>
</tbody>
</table>

aHPV: human papillomavirus.

**Measurements**

All data were derived from web-based self-report questionnaires and computer logs.

**Program Use**

Program use was measured according to time of website use and completeness. Both factors were constructed based on computer logs that registered the pages and components the
mothers had visited and the amount of time they spent on the website during their visit(s).

Time of website use represents the total amount of time spent on the website. Each time mothers logged on to the website, a record was created, in which both the date and time of the first and last page the mothers entered were registered. Time per session was calculated by subtracting the time of the last entered page from the time of the earliest entered page. The total time of website use was then calculated by adding up the amount of time spent in each session.

Completeness represents the proportion of all available web pages visited by the mother while she was logged on to the website, ranging from 0% (visited no pages) to 100% (visited all pages).

Program Acceptability
Program acceptability was assessed at the 6-week follow up by asking mothers to rate the intervention and the virtual assistants on a 10-point scale, ranging from 0 (very bad) to 10 (excellent). The grade for the website was used as an indicator for overall program acceptability to examine the association with program use. In addition, mothers evaluated the information provided by the website (eg, credibility, relevance), perceived user control (eg, perceived degree of autonomy), and how they perceived the virtual assistants (eg, reliability) (See Table 2 and Table 3 for an overview). These acceptability measures were assessed on a 7-point scale, and some were averaged into one scale. All composite scores showed sufficient internal consistency (Cronbach $\alpha \geq 0.71$ for scales with >2 items; Pearson $r \geq 0.84$ for scales with 2 items).
Table 2. Overview of the program acceptability measures for the website.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Items</th>
<th>Score and scale</th>
<th>Cronbach α or Pearson r</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate</td>
<td>On average, how would you rate the website on a scale from 0 to 10?</td>
<td>0=very bad to</td>
<td>N/A</td>
<td>[32]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10=excellent</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interest</td>
<td>In general, what did you think of the website?</td>
<td>1=very uninteresting to 7=very interesting; 1=boring to 7=engaging</td>
<td>0.84 (r)</td>
<td>[33]</td>
</tr>
<tr>
<td>Informative</td>
<td>In general, what did you think of the website?</td>
<td>1=very uninformative to 7=very informative; 1=very noneducational to 7=very educational</td>
<td>0.86 (r)</td>
<td>[34]</td>
</tr>
<tr>
<td>Perceived user control</td>
<td>I felt that I had a lot of control over my visiting experiences at this website. While I was on the website, I could choose freely what I wanted to see. While surfing the website, I felt in control. While surfing the website, my actions decided the kind of experiences I got.</td>
<td>1=strongly disagree to 7=strongly agree</td>
<td>.71 (α)</td>
<td>[35]</td>
</tr>
<tr>
<td>Elaboration</td>
<td>How well did you read the information?</td>
<td>1=not carefully at all to 7=very carefully</td>
<td>N/A</td>
<td>[36]</td>
</tr>
<tr>
<td>Support</td>
<td>The website has helped me decide about my daughter’s HPV(^b) vaccination.</td>
<td>1=strongly disagree to 7=strongly agree</td>
<td>N/A</td>
<td>[37]</td>
</tr>
<tr>
<td>Recall</td>
<td>I can recall the information from the website.</td>
<td>1=strongly disagree to 7=strongly agree</td>
<td>N/A</td>
<td>[32]</td>
</tr>
<tr>
<td>Personal relevance</td>
<td>I considered the website to be personally relevant.</td>
<td>1=strongly disagree to 7=strongly agree</td>
<td>N/A</td>
<td>[32,37]</td>
</tr>
<tr>
<td>Tailoring</td>
<td>I considered the information on the website to be…</td>
<td>1=not tailored to me at all to 7=very tailored to me</td>
<td>N/A</td>
<td>[37]</td>
</tr>
<tr>
<td>Comprehensibility</td>
<td>I considered the information on the website to be…</td>
<td>1=not at all understandable to 7=very understandable</td>
<td>N/A</td>
<td>[37]</td>
</tr>
<tr>
<td>Reliability</td>
<td>I considered the information on the website to be…</td>
<td>1=very unreliable to 7=very reliable</td>
<td>N/A</td>
<td>[37]</td>
</tr>
<tr>
<td>Credibility</td>
<td>I considered the information on the website to be…</td>
<td>1=very incredible to 7=very credible</td>
<td>N/A</td>
<td>[37]</td>
</tr>
<tr>
<td>Usefulness</td>
<td>I considered the information on the website to be…</td>
<td>1=very useless to 7=very useful</td>
<td>N/A</td>
<td>[38]</td>
</tr>
<tr>
<td>Readability</td>
<td>I considered the information on the website to be…</td>
<td>1=very unreadable to 7=very readable</td>
<td>N/A</td>
<td>[39]</td>
</tr>
<tr>
<td>Sidedness</td>
<td>I considered the information on the website to be…</td>
<td>1=focused on the cons to 7=focused on the pros</td>
<td>N/A</td>
<td>[40]</td>
</tr>
<tr>
<td>Enjoyment</td>
<td>I considered the information on the website to be…</td>
<td>1=very unenjoyable to 7=very enjoyable</td>
<td>N/A</td>
<td>[41]</td>
</tr>
<tr>
<td>Novelty</td>
<td>The website contained new information for me.</td>
<td>1=strongly disagree to 7=strongly agree</td>
<td>N/A</td>
<td>[39]</td>
</tr>
<tr>
<td>Attitude toward website</td>
<td>How good or bad did you find…</td>
<td>1=very bad to 7=very good</td>
<td>.81 (α)</td>
<td>[42]</td>
</tr>
<tr>
<td></td>
<td>- the possibility to first answer a question and then receive information?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- the possibility to weigh the pros and cons?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- the speed of the website?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- the layout of the website?</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(a\): N/A: not applicable.  
\(b\): HPV: human papillomavirus.
Table 3. Overview of the program acceptability measures for the virtual assistants.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Items</th>
<th>Score and scale</th>
<th>Pearson r</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall rating</td>
<td>On a scale from 0 to 10, how would you rate:</td>
<td>0=very bad to 10=excellent</td>
<td>0.94</td>
<td>[43]</td>
</tr>
<tr>
<td></td>
<td>- the mother-like assistant</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- the doctor-like assistant</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enjoyment</td>
<td>I considered the virtual assistants to be…</td>
<td>1=very unenjoyable to 7=very enjoyable</td>
<td>N/A²</td>
<td>[41]</td>
</tr>
<tr>
<td>Reliability</td>
<td>I considered the virtual assistants to be…</td>
<td>1=very unreliable to 7=very reliable</td>
<td>N/A</td>
<td>[43]</td>
</tr>
<tr>
<td>Credibility</td>
<td>I considered the virtual assistants to be…</td>
<td>1=very incredible to 7=very credible</td>
<td>N/A</td>
<td>[37]</td>
</tr>
<tr>
<td>Usefulness</td>
<td>I considered the virtual assistants to be…</td>
<td>1=very useless to 7=very useful</td>
<td>N/A</td>
<td>[37]</td>
</tr>
</tbody>
</table>

²N/A: not applicable.

**Outcomes**

**Primary Outcome: HPV Vaccination Uptake**

An objective measure for HPV vaccination uptake was derived from Praeventis, which is the national electronic vaccination register that monitors the vaccination status for all children up to 18 years of age living in the Netherlands [44]. Uptake was dichotomized into having received no HPV injection (0=not vaccinated) and having received 1 or 2 HPV injections (1=vaccinated), as data analyses showed that determinants of HPV vaccination uptake contrasted the most between these groups.

**Secondary Outcomes: IDM, Decisional Conflict, and Social-Psychological Determinants of HPV Vaccination Uptake**

Multimedia Appendix 2 provides the measurement details of the constructs IDM, decisional conflict, and the social-psychological determinants of HPV vaccination uptake [30,45-54]. Determinants accounted for were intention, attitude, risk perception of having received the HPV vaccine, risk perception without having received the HPV vaccine, anticipated regret about rejecting the HPV vaccine, beliefs, subjective norms, habit strength toward HPV vaccination, self-efficacy, knowledge, and perceived relative effectiveness of HPV vaccination compared to alternative methods.

**Sociodemographics**

Sociodemographics were included as background variables (ie, age, educational level, country of birth, and religion).

Level of education referred to the mothers’ highest completed level of education. It was classified as low (less than secondary or vocational education), intermediate (secondary through preuniversity education), or high (professional or university education) [30,49,50].

Country of birth was dichotomized into “Netherlands” vs “other,” because the percentage of mothers born in the latter category (276/3995, 6.91%) was too small for further subdivision in our sample.

Religion was measured by asking mothers about their religious convictions (Protestant, Roman Catholic, Muslim, Jewish, Buddhist, Hindu, other, or no religion). This was dichotomized into “Protestant” vs “not Protestant” as earlier research and data analyses showed that Protestants more frequently refrain from vaccination compared to other religious groups [30,49,50].

**Statistical Analyses**

The sample and intervention use data are summarized using descriptive statistics. For determining the dose-response relation, intention-to-treat (ITT) analyses were used, which increases power, while decreasing the risk of possible bias caused by selective dropout [55]. Missing data were imputed for uptake, determinants, and sociodemographics (not for use): we applied multiple imputation by chained equations [55,56]. In total, 15 imputed datasets were generated using the predictive mean matching algorithm in Statistical Package for the Social Sciences (SPSS, IBM Corp). Results from these datasets were pooled together using Rubin’s rules [57]. Iteration plots were inspected to check convergence of the imputations.

The relationship between acceptability and use was examined using univariate regression analyses. The dose-response relation between program use and intervention effects was examined by logistic and linear regression analyses (for dichotomous and continuous variables, respectively) using the outcome score at follow up as the dependent variable and the outcome scores at baseline and program use (both completeness and time of website use) as the independent variables [58]. Effects were considered significant when the P value was lower than .003 (Bonferroni-corrected α=.05/15 factors). For the logistic regressions, the odds ratio (OR) was used as an index of effect sizes. These were interpreted as small (OR=1.5), medium (OR=3.5), or large (OR=9.0) [59]. For the linear regressions, effect sizes were calculated in R software (R Development Core Team, Vienna, Austria) using Cohen f² statistic, (R²AB – R²A)/(1 – R²AB), in which B is the variable of interest (ie, use), A is the set of all other variables (ie, the outcome at baseline), R²AB is the proportion of variance accounting for A and B together, and R²A is the proportion of variance accounted for by A [60]. These were classified as small (f²=0.02), medium (f²=0.15), and large (f²=0.35) [59]. We performed complete case analyses as a sensitivity check for substantial differences with the results from ITT.
Results

Response Rates and Attrition
A flow diagram of the recruitment and response of participants in the experimental condition, as part of the process evaluation, is shown in Figure 1. From the 4555 participants who were randomized into the experimental condition at baseline (T0), 4277 (93.90%) completed the baseline questionnaire, 2511 (55.13%) visited the intervention, and 2197 (48.23%) completed the follow-up questionnaire 8 weeks later (T1). Dropout analysis showed that there was significantly more dropout with regard to participants not born in the Netherlands, those with a lower educational level, those having a daughter not being vaccinated, and those with low levels of risk perception. In total, 564 participants were excluded as they (a) did not meet the inclusion criteria (ie, being a mother of a daughter born in 2002 and aged 24-62 years), (b) were found to be duplicates, or (c) encountered a language barrier. The final sample for ITT analysis consisted of 3995 mothers.

Figure 1. Flow diagram of the recruitment and response of study participants from the experimental condition. Participants could be excluded based on multiple criteria (eg, male with an invalid age). Therefore, the total number of participants excluded differed from the sum of separate criteria for exclusion.

Sample Description
Table 4 shows the sample description of participants in the experimental condition. No data were available on sociodemographics of the population from which the sample was derived (ie, Dutch mothers of 12-year-old girls); hence, we were unable to assess whether the study sample was representative. The mothers’ mean age was 43.70 years (range 27.00-62.00 years). On average, mothers had a positive intention toward their daughters’ HPV vaccination at baseline (mean score 5.35, SD 1.69). Compared with the national HPV vaccination uptake at the time (ie, 2015), uptake was higher in the study sample (59,866/93,173; 60.98% vs 2923/3995; 73.17%) [61].
Table 4. Sample description of mothers in the intervention group (N=3995).

<table>
<thead>
<tr>
<th>Variables</th>
<th>N (% missing)</th>
<th>Valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>3995 (0)</td>
<td>43.70 (4.27)</td>
</tr>
<tr>
<td>Country of birth, n (%)</td>
<td>3991 (0.10)</td>
<td></td>
</tr>
<tr>
<td>The Netherlands</td>
<td>3715 (92.99)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>276 (6.91)</td>
<td></td>
</tr>
<tr>
<td>Religion, n (%)</td>
<td>3998 (0.18)</td>
<td></td>
</tr>
<tr>
<td>Protestant</td>
<td>753 (18.85)</td>
<td></td>
</tr>
<tr>
<td>Not Protestant</td>
<td>3235 (80.98)</td>
<td></td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td>3991 (0.10)</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>588 (14.72)</td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>1736 (43.45)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>1660 (41.55)</td>
<td></td>
</tr>
<tr>
<td>HPVb vaccination uptake, n (%)</td>
<td>3986 (0.23)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2923 (73.17)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1063 (26.60)</td>
<td></td>
</tr>
</tbody>
</table>

aBy reporting 2 decimal points for the percentages, summing the percentages for each category may differ from 100%.
bHPV: human papillomavirus.

Program Use

From the 3995 mothers in the intervention group, a total of 2509 mothers (62.80%) logged in (ie, time of website use >0). Of these, 73.06% (1833/2509) logged in once, 19.89% (499/2509) logged in twice, 5.00% (125/2509) logged in three times, and 2.07% (52/2509) logged in four times or more. On average, mothers spent 21.39 minutes (SD 12.41) on the website.

Of the 2509 mothers that had initially logged in, 2239 (89.24%) visited at least one page of a component of the intervention (ie, completeness >0). Only these 2239 mothers were included for describing use of specific intervention components and program acceptability (see below). On average, the mothers completed 50.04% (SD 26.18%) of the website components (ie, 51/101 pages).

Use of Intervention Components

Table 5 shows the breakdown for the use of intervention components (N=2239). When mothers clicked on one or more links to receive in-depth information, it was marked as “visited.” Mothers visited the page “Ways to Protect Against Cervical Cancer” the most frequently (1971/2239, 88.03%), followed by “Chance” (1945/2239, 86.87%), whereas they visited “Value Clarification” the least (293/2239, 12.53%). “General Information” had the highest completion rate (1622/2239, 72.44%), whereas “Side Effects” and “Effectivity” were completed the least (both 19/2239, 0.85%). Only a small percentage of the mothers (4.20%-13.22%; n=94-298) visited in-depth information (comprising educational movies or extra information).
Table 5. Program use of the various intervention components among those who visited at least one page of the intervention (N=2239).

<table>
<thead>
<tr>
<th>Intervention component</th>
<th>Completed(^a), n (%)(^b)</th>
<th>Partly completed(^c), n (%)</th>
<th>Not visited(^d), n (%)</th>
<th>Visited in-depth information(^e), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>General Information</td>
<td>1622 (72.44)</td>
<td>71 (3.17)</td>
<td>546 (24.39)</td>
<td>N/A(^f)</td>
</tr>
<tr>
<td>Ways to Protect against Cervical Cancer</td>
<td>130 (5.81)</td>
<td>1841 (82.22)</td>
<td>268 (11.97)</td>
<td>N/A</td>
</tr>
<tr>
<td>Chance</td>
<td>135 (6.03)</td>
<td>1810 (80.84)</td>
<td>294 (13.13)</td>
<td>142 (6.34)</td>
</tr>
<tr>
<td>From HPV(^g) to Cervical Cancer</td>
<td>96 (4.29)</td>
<td>1110 (49.58)</td>
<td>1033 (46.14)</td>
<td>298 (13.22)</td>
</tr>
<tr>
<td>Age</td>
<td>154 (6.88)</td>
<td>1568 (70.03)</td>
<td>517 (23.09)</td>
<td>160 (7.15)</td>
</tr>
<tr>
<td>Side Effects</td>
<td>19 (0.85)</td>
<td>1686 (75.30)</td>
<td>534 (23.85)</td>
<td>299 (13.35)</td>
</tr>
<tr>
<td>Effectivity</td>
<td>19 (0.85)</td>
<td>1542 (68.87)</td>
<td>678 (30.28)</td>
<td>339 (15.14)</td>
</tr>
<tr>
<td>Other Mothers</td>
<td>1099 (49.08)</td>
<td>416 (18.58)</td>
<td>724 (32.34)</td>
<td>N/A</td>
</tr>
<tr>
<td>Working Mechanisms Vaccination</td>
<td>94 (4.20)</td>
<td>1015 (45.33)</td>
<td>1130 (50.47)</td>
<td>94 (4.20)</td>
</tr>
<tr>
<td>Facts and Stories</td>
<td>95 (4.24)</td>
<td>1220 (54.49)</td>
<td>924 (41.27)</td>
<td>99 (4.42)</td>
</tr>
<tr>
<td>Weighing Pros and Cons</td>
<td>615 (27.47)</td>
<td>911 (40.69)</td>
<td>713 (31.84)</td>
<td>N/A</td>
</tr>
<tr>
<td>Value Clarification</td>
<td>269 (12.01)</td>
<td>24 (1.07)</td>
<td>1946 (86.91)</td>
<td>N/A</td>
</tr>
<tr>
<td>Practical Information</td>
<td>556 (24.83)</td>
<td>1147 (51.23)</td>
<td>536 (23.94)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\) A component was considered “completed” when mothers visited every page of the component.

\(^b\) By reporting 2 decimal points for the percentages, summing the percentages for each category may differ from 100%.

\(^c\) “Partly completed” indicates that the mothers had seen at least one, but not all pages.

\(^d\) “Not visited” means that the mothers had not visited any of the component’s pages.

\(^e\) “Visited in-depth information” was also part of the total completeness, but is depicted separately here to provide a better overall view of the mothers’ interest in this information. When one or more of the links to more in-depth information had been clicked on, the in-depth information was marked as “visited.”

\(^f\) N/A: not applicable as the component did not contain in-depth information.

\(^g\) HPV: human papillomavirus.

Program Acceptability

The overall acceptability of the intervention was rated 7.64 (SD 1.39) on a 10-point scale (1513/2239, 67.57%). Acceptability was significantly and positively associated with completeness (β=4.36, \(P<.001\)); this did not account for time of website use (β=−.07, \(P=.77\)). The virtual assistants were rated 7.41 (SD 1.57) on a 10-point scale (1513/2239, 67.57%). The mean scores on all other program acceptability measures were moderate to high (range 4.34-5.71 on a 7-point Likert scale; see Table 6). As the data were not normally distributed but were positively skewed, the median scores are also included in Table 6.
Table 6. Mean (SD) and median scores on the program acceptability measures among those who visited at least one page of the intervention (N=2239)\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Website (n\textsubscript{missing}=726-734)</th>
<th>Virtual assistants (n\textsubscript{missing}=960)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median</td>
</tr>
<tr>
<td>Rate (1-10)</td>
<td>7.64 (1.39)</td>
<td>8.00</td>
</tr>
<tr>
<td>Interest (1-7)</td>
<td>5.41 (1.05)</td>
<td>5.50</td>
</tr>
<tr>
<td>Informative (1-7)</td>
<td>5.67 (1.04)</td>
<td>6.00</td>
</tr>
<tr>
<td>Attitude toward website (1-7)</td>
<td>5.53 (.89)</td>
<td>6.00</td>
</tr>
<tr>
<td>Perceived user control (1-7)</td>
<td>5.26 (.97)</td>
<td>5.50</td>
</tr>
<tr>
<td>Elaboration (1-7)</td>
<td>5.70 (1.14)</td>
<td>6.00</td>
</tr>
<tr>
<td>Tailoring (1-7)</td>
<td>5.22 (1.21)</td>
<td>5.22</td>
</tr>
<tr>
<td>Comprehensibility (1-7)</td>
<td>5.40 (1.70)</td>
<td>6.00</td>
</tr>
<tr>
<td>Reliability (1-7)</td>
<td>5.27 (1.23)</td>
<td>6.00</td>
</tr>
<tr>
<td>Credibility (1-7)</td>
<td>5.35 (1.21)</td>
<td>6.00</td>
</tr>
<tr>
<td>Usefulness (1-7)</td>
<td>5.52 (1.10)</td>
<td>6.00</td>
</tr>
<tr>
<td>Readability (1-7)</td>
<td>5.71 (1.04)</td>
<td>6.00</td>
</tr>
<tr>
<td>Sidedness (1-7)</td>
<td>4.74 (1.09)</td>
<td>4.00</td>
</tr>
<tr>
<td>Enjoyment (1-7)</td>
<td>4.70 (1.08)</td>
<td>5.00</td>
</tr>
<tr>
<td>Novelty (1-7)</td>
<td>5.11 (1.39)</td>
<td>5.00</td>
</tr>
<tr>
<td>Support (1-7)</td>
<td>4.34 (1.80)</td>
<td>5.00</td>
</tr>
<tr>
<td>Recall (1-7)</td>
<td>5.16 (1.22)</td>
<td>5.00</td>
</tr>
<tr>
<td>Personal relevance (1-7)</td>
<td>4.87 (1.41)</td>
<td>5.00</td>
</tr>
</tbody>
</table>

\textsuperscript{a}A higher score represents a higher score on the program acceptability measure.

\textsuperscript{b}N/A: not applicable.

Dose-Response Relation Between Program Use and Intervention Outcomes

Table 7 provides an overview of the effects of program use (completeness and time of website use) on the primary and secondary outcomes according to the ITT analyses. Significant positive effects were found for completeness on all outcome measures (all $P<.003$). The more mothers had completed the intervention, the more likely they were to have their daughter vaccinated against HPV and make an informed decision, and were less likely to experience decisional conflict at follow up. In addition, positive effects of completeness were found with respect to all social-psychological determinants of HPV vaccination acceptability (eg, HPV vaccination intention, beliefs; see Table 7).

Time of website use had a positive effect on all outcomes (all $P<.003$), except for HPV vaccination uptake, risk perception when not vaccinated, subjective norms, and habit (Table 7). The more time mothers spent on the intervention, the more likely they were to make an informed decision, experience less decisional conflict, have a higher intention to vaccinate their daughter, have a more positive attitude, have more positive beliefs, have a lower risk perception of HPV vaccination, anticipate more feelings of regret about rejecting the HPV vaccine, report a higher relative effectiveness of the HPV vaccine, have higher self-efficacy expectations, and have more knowledge at follow up.

Effect sizes were small overall (see Table 7). Results from the complete case analyses were similar for both completeness and time of website use, except for a lack of effect of time of website use on intention.
Table 7. Effects of use on the outcome measures according to intention-to-treat analyses (N=3995).

<table>
<thead>
<tr>
<th>Outcome&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Pretest, mean (SD)</th>
<th>Posttest, mean (SD)</th>
<th>Completeness</th>
<th>Cohen $\hat{f}^2$&lt;sup&gt;b&lt;/sup&gt; or OR$^b$</th>
<th>β (SEM)</th>
<th>Cohen $\hat{f}^2$&lt;sup&gt;b&lt;/sup&gt; or OR$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary outcome: HPV&lt;sup&gt;c&lt;/sup&gt; vaccination uptake&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has received no HPV injection (reference)</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>26.67% (1066)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Has received one or two HPV injections</td>
<td>N/A</td>
<td>73.32% (2929)</td>
<td>.004 (.001)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1.004</td>
<td>.003 (.003)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1.003</td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IDM&lt;sup&gt;f&lt;/sup&gt;: Not informed (reference)</td>
<td>67.31% (2689)</td>
<td>42.53% (1699)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>IDM: Informed</td>
<td>32.69% (1306)</td>
<td>57.47% (2296)</td>
<td>.014 (.001)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1.014</td>
<td>.021 (.003)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1.021</td>
</tr>
<tr>
<td>IDM: continuous (0-48)</td>
<td>18.69 (11.21)</td>
<td>25.85 (12.30)</td>
<td>.087 (.006)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.075</td>
<td>.122 (.013)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.027</td>
</tr>
<tr>
<td>Decisional conflict (1-7)</td>
<td>4.33 (1.75)</td>
<td>5.38 (1.36)</td>
<td>.007 (.001)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.043</td>
<td>.011 (.002)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.018</td>
</tr>
<tr>
<td>Intention (1-7)</td>
<td>5.35 (1.69)</td>
<td>5.59 (1.87)</td>
<td>.004 (.001)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.014</td>
<td>.005 (.002)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.004</td>
</tr>
<tr>
<td>Attitude (1-7)</td>
<td>5.18 (1.45)</td>
<td>5.37 (1.51)</td>
<td>.005 (.001)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.027</td>
<td>.007 (.001)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.010</td>
</tr>
<tr>
<td>Beliefs (1-7)</td>
<td>4.19 (.73)</td>
<td>4.47 (.81)</td>
<td>.004 (.000)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.051</td>
<td>.005 (.001)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.016</td>
</tr>
<tr>
<td>Risk perception; not vaccinated (1-7)</td>
<td>3.74 (0.98)</td>
<td>3.77 (1.08)</td>
<td>.002 (.001)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.003</td>
<td>.002 (.001)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.001</td>
</tr>
<tr>
<td>Risk perception; vaccinated (1-7)</td>
<td>2.77 (1.07)</td>
<td>2.64 (1.10)</td>
<td>-.003 (.001)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.008</td>
<td>-.005 (.001)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.005</td>
</tr>
<tr>
<td>Anticipated regret (1-5)</td>
<td>3.71 (1.25)</td>
<td>3.59 (1.31)</td>
<td>.002 (.001)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.007</td>
<td>.004 (.001)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.004</td>
</tr>
<tr>
<td>Subjective Norm (–20-20)</td>
<td>5.88 (7.81)</td>
<td>7.25 (9.20)</td>
<td>.020 (.004)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.009</td>
<td>.018 (.008)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.002</td>
</tr>
<tr>
<td>Habit (1-7)</td>
<td>4.28 (1.78)</td>
<td>4.51 (1.83)</td>
<td>.004 (.001)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.011</td>
<td>.004 (.002)&lt;sup&gt;k&lt;/sup&gt;</td>
<td>.003</td>
</tr>
<tr>
<td>Relative effectiveness (1-10)</td>
<td>-1.97 (2.22)</td>
<td>-1.35 (2.27)</td>
<td>.013 (.001)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.051</td>
<td>.016 (.003)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.015</td>
</tr>
<tr>
<td>Self-efficacy (1-7)</td>
<td>6.27 (.73)</td>
<td>6.29 (.75)</td>
<td>.003 (.000)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.022</td>
<td>.004 (.001)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.007</td>
</tr>
<tr>
<td>Knowledge (–8-8)</td>
<td>4.40 (2.14)</td>
<td>5.75 (2.09)</td>
<td>.017 (.001)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.095</td>
<td>.024 (.002)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>.034</td>
</tr>
</tbody>
</table>

<sup>a</sup>A higher score means a higher outcome (eg, more positive attitude) except for decisional conflict in which a higher score means less decisional conflict.

<sup>b</sup>OR: odds ratio; OR>1 means the higher the score on a factor, the higher the outcome of IDM and higher chance of the daughter being vaccinated; OR<1 means the higher the score on a factor, the lower outcome of IDM and lower chance of the daughter being vaccinated.

<sup>c</sup>HPV: human papillomavirus.

<sup>d</sup>HPV vaccination uptake was not assessed at baseline.

<sup>e</sup>N/A: not applicable.

<sup>f</sup>P<.003 (significant; Bonferroni: 0.05/15 factors).

<sup>g</sup>P=.20.

<sup>h</sup>IDM: informed decision making.

<sup>i</sup>P=.14.

<sup>j</sup>P=.03.

<sup>k</sup>P=.01.

**Discussion**

**Principal Findings**

The aim of this process evaluation was to examine (1) program use, (2) program acceptability, and (3) the relationship between program use and acceptability and intervention outcomes for the web-based tailored intervention about HPV vaccination.

**Program Use**

Almost two thirds (62.80%) of the mothers who were invited to visit the intervention logged in to the intervention. This reach is adequate, and is comparable to that reported for other eHealth interventions (eg, [62]). However, it still leaves room for improvement to increase the reach by employing strategies such as arousing interest in this eHealth intervention. Support for this notion comes from Crutzen et al [63], who showed that arousing interest successfully increased the intention to visit a
website about hepatitis A, B, and C virus and the likelihood of clicking on the link to visit the website. Interest was aroused in the invitation by challenging the potential visitor regarding their knowledge about hepatitis and it was emphasized that the website provided this information in a comprehensible manner. Not only could interest be aroused in the invitation for HPV vaccination for girls and their parents but also, for instance, via other channels by which the target group is reached (eg, the internet, social media). In addition, research has shown a positive recommendation by word of mouth to be an important trigger for visiting a web-based intervention for the first time [19]. Word-of-mouth recommendations could be encouraged by providing “tell-a-friend” services at the web-based intervention [19].

Of the mothers that logged in to the intervention, nearly all visited at least one component. However, a small portion of the mothers (10.76%) did not view any of the intervention’s content after having logged in. This is likely due to technical difficulties because at follow-up, some mothers (320, 12.75%) indicated that they were not able to see or hear the virtual assistants.

On average, time of website use, indicating the time mothers spent with the intervention, was adequate (21.39 minutes). This is longer than that reported by Brouwer and colleagues [26] in their review of web-based, interactive healthy lifestyle interventions, in which intervention exposure time varied from less than 10 minutes to 10-20 minutes. However, the present exposure time was lower than found by Sanders and colleagues [64] for their interactive, web-based tailored intervention promoting colorectal cancer screening (33 minutes). This difference could be explained by the controlled setting of their study [64], in which participants arrived 60 minutes prior to a medical appointment and viewed the intervention in the waiting room in the presence of a research assistant.

In addition, the mean completeness of the intervention was 50.04%. This indicates that the intervention fits well with the mothers’ needs, which is also supported by the results regarding acceptability (see below). The mean completeness in this study is comparable to that found by Watts and colleagues [65], who reported a completeness of 49.09% for a web-based prostate cancer screening decision aid.

**Use of Intervention Components**

When looking at exposure to intervention components, we found that mothers were most interested in the effectiveness of (alternative) methods to protect against cervical cancer (88.03% visited) and the risks of their daughter getting infected with HPV and developing cervical cancer (86.87% visited). These appear to be essential components of communication about HPV vaccination.

The “Value Clarification” component was visited the least overall (13.09%). This may be attributed to the fact that it was not easily found by participants: this page was only accessible once mothers completed the component “Weighing Pros and Cons.” Voncken-Brewster and colleagues [66] also found that participants overlooked a certain part of their intervention, and they successfully improved its visibility by repositioning it. In order to promote exposure to values clarification, we could enhance its visibility.

The “General Information” component was completed the most overall (72.24%). This is likely due to the fact that the mother-like virtual assistant recommended starting with this component when mothers first entered the main menu, and that it was brief (2 pages). “Side Effects” and “Effectivity” were completed the least (both 0.85%). This could be explained by the fact that these two components contained the most links to in-depth information. Only a small proportion of the mothers (<13.22%) visited in-depth information.

**Program Acceptability**

The mothers evaluated the website as positive, as shown by the overall acceptability (7.64/10) and the scores on all acceptability measures (mean scores ranging from 4.34 to 5.71 on a 7-point Likert scale). The virtual assistants were also well appreciated (7.41/10). This is likely because it matched with the mothers’ preferences for more interactive personalized feedback [40]. This adequate acceptability is similar to the findings of Paiva and colleagues [67] for a web-based tailored intervention to increase HPV vaccination among young adult women (3.27/4.0). We believe the high acceptability in the present study can be attributed to the systematic and user-centered development process of the intervention [7]. The target group was extensively involved throughout the development. Not only did we fine-tune the content of the intervention to the mothers’ preferences and requirements but this also was considered in the design of the website, which was chosen by the mothers.

Furthermore, we found a positive relationship between acceptability and completeness (P<.001). This association was also found by others in a web-based intervention for breast cancer [68-70]. This finding underlines the importance of an intervention to be considered appropriate by the target group.

**Effects of Program Use on Intervention Outcomes**

In line with our expectations, completeness had a significant positive effect on all outcome measures (IDM, decisional conflict, social-psychological determinants of HPV vaccination uptake), including actual HPV vaccination uptake itself. Mothers who had completed more of the intervention were more likely to have their daughter vaccinated against HPV, and had higher levels of IDM and more positive scores on determinants of HPV vaccination acceptance. In particular, the effect on HPV vaccination uptake is an important finding, which was not found when simply contrasting the experimental to the control condition [30]. This stresses the importance of conducting a process analysis alongside such an effect evaluation. These results are very promising, considering the currently low HPV vaccination uptake rates in the Netherlands [6].

We believe that these positive effects can be attributed to the extensive tailoring throughout the intervention. Support for this notion comes from the study results indicating that mothers perceived the intervention to be well-tailored (5.22 on a 7-point scale). Not only did we tailor the content of the intervention to the mothers’ personal interest, it was also used to guide the mothers’ personal route through the intervention. The latter is likely to have improved the usability of the intervention.
Moreover, the intervention accounted for tailoring on a variety of themes. For example, it considered perceived barriers similar to the approach taken by Gerend and colleagues [9] as well as other beliefs, attitudes, subjective norms, habits, relative effectiveness, anticipated regret, risk perception, self-efficacy, and knowledge.

In contrast to our expectations, time of website use had a positive effect on all outcomes (P<0.003), except for risk perception when not vaccinated (P=0.14), subjective norms (P=0.03), habit (P=0.01), and vaccination uptake (P=0.20). The latter is also in contrast to findings of a previous study [64]. An explanation for this lack of effects may be the measurement we used for time of website use, which may be less reliable for measuring exposure. We measured the total time spent on the website, but this does not indicate the specific pages the mothers had visited and for how long. In addition, we were unable to determine if there were any timeouts during a session and what the duration of a timeout was, because the intervention was web-based. For instance, they could have been distracted in the home environment during website use, which may have influenced the measured time of website use and may also have caused the lack of effect of acceptability on time of website use. An alternative, more accurate, measure can be found within the domain of education, namely time on task [71]. Future studies are needed to examine whether time on task (instead of total time of website use) has a positive influence on uptake.

Methodological Considerations
There are three methodological considerations. First, as mentioned above, the measurement of total time spent on the website seemed to be not entirely adequate to measure program use. In this study, completeness seemed to be a better indicator of use as it demonstrates the mother’s navigation through the website, whereas time of website use did not. In addition, within (almost) every component, mothers were first asked a question about an HPV-related topic. The page was marked as “completed” if they provided an answer, which was necessary to obtain tailored feedback. Within the decisional balance, completeness was calculated based on the mother’s answer to each statement. These are more complete indicators of actual use. Nevertheless, it is not an entirely complete indicator for use, since we could not measure whether they read generic information, listened to the tailored feedback from the virtual assistant, or saw a video. This may have influenced the dose-response effects found.

Second, considering the aim of initiating active processing of information, the positive effect found of completeness on habit may seem unwanted. However, at follow up, the mothers had already been exposed to the intervention, and were therefore likely to have actively processed the information. These results may indicate that the more mothers completed the intervention, the less they had to think about getting the HPV vaccine. The intervention may have helped them make a decision rather than inducing perceptions about HPV vaccination as something you take for granted, without thinking. In retrospect, the label “habit” appears to be misleading.

Third, the effect sizes found were small, which is in line with other web-based interventions targeting health behavior outcomes [72]. Despite this, we believe that even small effects are of relevance in public health as they become substantial at the population level. After all, in the Netherlands, approximately 100,000 girls are invited to receive the HPV vaccine on a yearly basis.

Strengths and Limitations
The most important strength of this study is that we, to our knowledge, are the first within the field of HPV vaccination to conduct an extensive process evaluation. According to a review [24], the process evaluation of an intervention promoting HPV vaccination acceptance by tailoring information to participants’ perceived barriers, such as that performed by Gerend and colleagues [9], was limited to the evaluation of intervention information (eg, the extent to which the information was informative and convincing). Other notable strengths are the objective measurement of HPV vaccination uptake, the dose-response effect of completeness on actual HPV vaccination uptake, the broad focus on outcomes (ie, determinants of HPV vaccination acceptance, uptake, IDM, and decisional conflict), and the adequate level of both (objectively assessed) program use and acceptability.

However, some limitations need to be addressed. First, there appeared to be technical difficulties despite our best effort to minimize such issues (eg, by extensively pilot testing the website using various devices). For instance, it turned out that a portion of the mothers were unable to see or hear the virtual assistants and that certain components did not work adequately among some of the mothers. Such technical difficulties are likely to have influenced website usability and therefore may have had a negative impact on program use. Second, this eHealth intervention requires mothers to have eHealth literacy [73]. People with lower eHealth literacy have been shown to have a lower educational level and to spend less time online [74,75]. It could be interesting to examine the extent to which eHealth literacy might have influenced use, acceptability, and effects. Considering the latter, we do not expect substantial differences since we did not find any differences in intervention effects among mothers with a low vs high educational level [30]. Third, it was hard to compare the study results to other studies because data on program use are often very poorly reported or even completely lacking (for a review, see [20]). Furthermore, the study was subject to a considerable amount of attrition. This is a common finding in studies on eHealth interventions [20]. Dropout appeared higher, for example, among mothers with a lower educational level, which has also been reported for other web-based tailored interventions [76]. In this study, missing data and selective dropout were handled by using multiple imputation [55,56]. Fortunately, there were nearly no differences between the results from the complete case analyses and the ITT analyses. Therefore, it seems unlikely that the effects found are spurious or due to selective dropout. Finally, caution is needed when generalizing the results of this study to the general population (ie, Dutch mothers of 12-year-old girls) because we were unable to check the representativeness of the sample. Besides, it should be noted that a very homogenous sample was reached. An undiversified reach is a known phenomenon within web-based interventions aimed at health promotion [20]. In our study, the mothers were predominantly born in the Netherlands.
highly educated, and likely to have a daughter that was vaccinated against HPV. However, results from the effect evaluation showed no differences in intervention effects in specific subgroups of participants, as indicated by moderation analyses with sociodemographic variables [30].

Conclusions and Recommendations

This process evaluation has demonstrated that program use and acceptability of the web-based tailored HPV vaccination intervention were adequate. We found a positive association between completeness and acceptability. Furthermore, dose-response effects were found for completeness and time of website use (nearly) all social-psychological determinants of the mothers’ decision making about vaccination, levels of IDM, and decisional conflict. Importantly, the extent to which mothers completed the intervention positively influenced their daughters’ actual HPV vaccination uptake. Because of the intervention’s adequate (dose-response) effects and acceptability, the intervention has recently been incorporated into the national HPV vaccination communication alongside the existing communication materials.

We recommend future interventions promoting HPV vaccination acceptance to (1) incorporate a process evaluation alongside the effect evaluation, (2), include strategies to arouse interest so as to expand reach, and to (3) include time on task. In addition, we recommend investigating the influence of different media types (eg, graphic vs nongraphic presentations) on decision making about HPV vaccination. For instance, Cox and colleagues [77] found that parents who viewed a graphic presentation of HPV-related risk information had a higher HPV vaccination intention compared to parents who viewed a nongraphic presentation. Furthermore, we recommend future research to examine differences in use and acceptability in specific subgroups of participants, for example by conducting moderation analyses with sociodemographics (eg, educational level). Finally, we recommend developing similar intervention models for (a) target groups other than mothers (eg, the daughter or sons in case they will become a next target group for HPV vaccination) and (b) other vaccinations (eg, maternal pertussis vaccination).
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Abstract

Background: Screening is an effective primary prevention strategy in health care, as it enables the early detection of diseases. However, the uptake of such screening remains low. Different delivery methods for screening have been developed and found to be effective in increasing the uptake of screening, including the use of web-based apps. Studies have shown that web-based apps for screening are effective in increasing the uptake of health screening among the general population. However, not much is known about the effective implementation of such web-based apps in the real-world setting. Implementation strategies are theory-based methods or techniques used to enhance the adoption, implementation, and sustainability of evidence-based interventions. Implementation strategies are important, as they allow us to understand how to implement an evidence-based intervention. Therefore, a scoping review to identify the various implementation strategies for web-based apps for screening is warranted.

Objective: This scoping review aims to identify (1) strategies used to implement web-based apps for health screening, (2) frameworks used for implementing web-based apps for health screening, (3) outcome measures of implementation strategies, and (4) effective implementation strategies.

Methods: This scoping review was conducted based on Arksey and O’Malley’s framework. After identifying the review question, two researchers independently screened and selected relevant literature from PubMed, Embase, Cochrane, Cumulative Index of Nursing and Allied Health Literature, PsychINFO, International Standard Randomised Controlled Trial Number Registry, OpenGrey, ClinicalTrials.gov, World Health Organization International Clinical Trials Registry Platform, and Web of Science. This was followed by charting the data using a standardized form. Finally, we collated, summarized, and reported the results quantitatively and qualitatively based on the review objectives.

Results: A total of 16,476 studies were retrieved, of which 5669 were duplicates. From a total of 10,807 studies, 10,784 studies were excluded based on their titles and abstracts. There were 23 full-text articles reviewed, and 4 articles were included in the final analysis. Many studies were excluded because they focused on the effectiveness and not on the implementation of web-based apps. Facilitation was the most cited implementation strategy used, followed by reminders, clinical champions, and educational meetings and materials. Only 2 studies used implementation frameworks to guide the evaluation of their studies. Common outcome measures for implementation strategies were feasibility, fidelity, and penetration. Implementation strategies reported to be effective were quality improvement meetings, facilitation, educational meetings, and clinical champions.
Conclusions: There is a dearth of literature on the implementation of web-based apps for health screening. Implementation strategies were developed without any reported use of implementation theories or frameworks in most studies. More research on the development and evaluation of web-based screening app implementations is needed.

(J Med Internet Res 2020;22(7):e15591) doi:10.2196/15591

KEYWORDS
internet; mHealth; eHealth; mass screening; implementation strategies

Introduction

Background
Screening is one strategy for health promotion and disease prevention. Screening is the process of identifying healthy people who may be at an increased risk of a particular disease or health problem [1]. Screening enables early detection of disease so that steps can be taken quickly, when relatively little damage has been done, to prevent the disease from progressing [2].

Prior Research
Many studies have shown screening to be effective in the prevention of diseases. A study in Korea reported that participation in cardiovascular disease (CVD) health screening was associated with lower CVD and all-cause mortality from CVD. There was also an increase in the early detection of CVD and a reduction in health care use and cost [3]. A systematic review of colorectal cancer (CRC) screening using fecal occult blood test showed that it is effective in reducing CRC mortality [4]. However, not all health screening tests are beneficial [5]. Studies have shown, for example, that prostate-specific antigen testing has led to overdiagnosis in up to 40% of the patients screened [6]. Screening tests are not uniformly accurate and are liable to false-positive results and overdiagnosis, which can cause harm to patients [5]. Therefore, care is needed in discussing the pros and cons of screening tests with patients, and to come to shared decision making about screening [5].

Methods of Screening Delivery
However, even when screening is beneficial and effective, its uptake remains suboptimal [7]. One reason is that screening cannot be done using just a single method, a “one size fit all” solution [7]. Different delivery methods must be used to address patient needs. A systematic review looking at improving health screening uptake in men showed that there was a variety of delivery methods for screening, ranging from use of education materials or video decision aids to web-based approaches [8].

Information and communication technology (ICT) has become an important platform to improve health care in the general population [9,10]. ICT use in health is sometimes also known as electronic health (eHealth) [11]. Many forms of eHealth interventions have been developed to improve public health care, in particular, web-based apps [12]; although, the use of electronic health records is another approach using ICT. Our focus in this study was on web-based approaches that do not require the use of an electronic health record, which is often not available, especially in low-resource settings.

A web-based app is defined as a program that is accessed over a network connection using HTTP rather than existing within a device’s memory. Web-based apps often run inside a web browser. However, web-based apps may also be client-based, where a small part of the program is downloaded to a user’s desktop, but processing is done over the internet on an external server [13]. With the proliferation of the internet and the accessibility of Wi-Fi and mobile data, web-based apps have become highly accessible to the general population, even in low-resource settings. The availability of smartphones enables the general population to have easy access to many web-based apps instantaneously from anywhere around the world. Web-based apps addressing different health needs like health screening, health promotion, and health advice have proliferated over the last decade. Many studies have shown that these web-based apps can be effective in changing health behaviors and improving health status [12]. For example, a completed systematic review showed that computer-based interventions are effective in improving sexual health knowledge [14].

Web-based apps for screening use questionnaires to accomplish screening. This screening can include mental and behavioral health as well as risk factor assessment. Examples include screening for depression risk, alcoholic addiction, and smoking. Users (patients) enter their responses based on the questions, and the web app sometimes provides appropriate advice to the patient. Several studies have shown that web-based apps for screening are effective in increasing the uptake of health screening among the population [15-17]. However, how successful implementation of these web-based health apps is accomplished has not yet been studied.

Rationale for Implementation Research
Implementation research involves the study of “the use of strategies to adopt and integrate evidence-based health interventions and change practice patterns within specific settings” [18]. Implementation science approaches use a systematic process of getting an evidence-based intervention (EBI) to reach the target population. Many frameworks, theories, and models are available to guide the implementation process [19]. By using frameworks appropriately to guide the implementation process, including development and design of strategies, implementation strategies can be developed to facilitate the uptake of EBIs in a specific health care setting. Implementation strategies are activities to enhance the adoption, implementation, and sustainability of EBIs [20]. Explicit implementation increases the likelihood of getting the EBI to the target population compared to leaving it to usual processes. For example, a study done in a clinic found that by attaching a reminder to each patient’s chart about guidelines on the management of dyslipidemia, 94% of patients received the...
recommended treatment compared to just 35% in the control group [21].

Nonetheless, studies have shown that many EBIs do not reach their target population [22]. There is an obvious evidence-practice gap. Considerable effort is expended on the discovery of new EBIs but not on examining how these EBIs can be successfully implemented in health care settings [18]. A previous scoping review showed that limited research has been done to implement internet interventions for depression [23]. Therefore, there is a need to increase the amount of implementation to ensure that this evidence-practice gap can be reduced.

Studies show that implementing ICT in health care settings can be complex [23-25]. Systematic reviews demonstrate that organizational factors, setting, integration of the EBI into the workflow, and contextual and societal factors are important influences on the success of implementation [23,24]. However, most studies have focused more on the features of the ICT app and characteristics of end-users than on implementation factors or determinants [24]. Studies of the process of implementation and the factors associated with it are also lacking in the context of ICT in health care [24]. A systematic review demonstrated that studying the implementation process and factors influencing it are important in determining the success of implementation [23]. It is important to evaluate barriers and facilitators to successful implementation of an EBI [24].

Studying implementation strategies allows us to understand how to implement a particular EBI [26]. As noted in the literature, developing implementation strategies to overcome barriers to implementation is an important research agenda. Implementation strategies can be critical in bridging the evidence-practice gap when appropriately designed and deployed. Recognizing the importance of implementation strategies, various studies have been done to identify effective implementation strategies for various types of EBI [27]. However, there is a scant of literature on implementation strategies for web-based screening apps. A search of the PROSPERO (International Prospective Register of Systematic Reviews) database of systematic review protocols found no systematic reviews in this area. Therefore, a scoping review to identify the various implementation strategies for web-based screening apps appeared appropriate.

### Methods

#### Overview

This scoping review uses the framework by Arksey and O’Malley [28] and Levac et al [29]. This methodology was selected because our aim is to explore the variation in implementation strategies used to implement web-based health screening apps. The Arksey and O’Malley framework is comprised of six stages: (1) identifying the research question; (2) identifying relevant studies; (3) study selection; (4) charting the data; (5) collating, summarizing, and reporting the results; and (6) consultation exercise.

#### Stage 1: Identifying the Research Question

Among studies exploring the implementation of web-based screening apps:

1. What implementation strategies were used and proven effective?
2. What studies were informed by implementation theories, models, and frameworks, and which ones in particular?
3. What implementation outcomes were measured?
4. What factors were identified as influencing implementation effectiveness?

#### Stage 2: Identifying Relevant Studies

The literature search was conducted using PubMed, Embase, Cochrane, CINAHL (Cumulated Index to Nursing and Allied Health Literature) via EBSCOHost, PsycINFO via OvidSP, ISRCTN (International Standard Randomised Controlled Trials Number) registry, OpenGrey, ClinicalTrials.gov, World Health Organization International Clinical Trials Registry Platform, and Web of Science for peer-reviewed scientific literature. The search was conducted in August 2018 for 2 weeks and concluded on August 28, 2018. Other search methods used to supplement the literature include reference or footnote tracking, using the “related articles” function in PubMed, citation tracking, personal knowledge and personal contacts, and contacting experts in the field. The search terms and search strategies are included in Multimedia Appendix 1.

#### Stage 3: Study Selection

The inclusion criteria were studies that described any implementation strategies used to implement web-based apps for screening. Definition of specific terms are outlined as follows:

- Implementation strategies: methods or techniques used to enhance the adoption, implementation, and sustainability of EBIs [20]
- Web-based app: any program accessed over a network connection using HTTP rather than existing within a device’s memory [13]
- Frameworks: A framework is a structure, overview, outline, system, or plan consisting of various descriptive categories (eg, concepts, constructs, or variables) and the relations between them that are presumed to account for a phenomenon [19].

The study must also include all age groups and genders: quantitative, qualitative, and mixed-method study designs will be included, and studies must be in the English language.

The exclusion criteria were as follows:

1. Non–web-based apps such as desktop-based, computer-based, CD-ROM interventions, mobile apps, and electronic health records
2. Nonempirical references such as trial protocols, book reviews, editorials, magazine articles, and theoretical or methodological articles
3. Non-English studies

Two independent reviewers screened the titles and the abstracts. The full texts of relevant articles were retrieved and screened.
by the two independent reviewers. Any disagreements were discussed among the two reviewers, and a third reviewer was consulted if the two reviewers were unable to resolve any disagreements.

**Stage 4: Charting the Data**

Data were extracted using a standardized form. Two reviewers independently extracted the data. Any disagreements were resolved with a third reviewer. Data extracted from individual studies include author(s), year of publication, origin or country of origin (where the study was published or conducted), aims or purpose, frameworks, study population and sample size (if applicable), methodology or methods, intervention type, comparator and details of these (eg, duration of the intervention; if applicable), duration of the intervention (if applicable), outcomes and details of these (eg, measures; if applicable), and how the key findings relate to the scoping review question(s). The two reviewers met after extracting data from two articles to determine if the data extraction process was consistent with the research questions and purpose. Any inconsistencies were discussed until a consensus was reached. A third researcher was consulted when the two researchers were unable to reach a consensus.

**Stage 5: Collating, Summarizing, and Reporting the Results**

The results of this review were divided into three distinct steps based on recommendations by Levac et al [29]: (1) analysis (descriptive numerical summary analysis and qualitative thematic analysis); (2) reporting the results according to the research questions; and (3) considering the meaning of the findings as they relate to the overall study purpose and discuss implications for future research, practice, and policy.

**Stage 6: Consultation Exercise**

The consultation exercise was conducted among experts in primary care, eHealth, and implementation science. The experts discussed the selection of articles and helped troubleshoot the issues that occurred during the review process. This exercise helped to validate and shape the study outcomes of this review.

**Quality Assessment**

Quality assessment of the studies was done using the Mixed Methods Appraisal Tool (MMAT). MMAT was used as it is a validated tool to quickly assess qualitative, quantitative, and mixed methods studies [30]. This was done to assess the quality of the studies and not used as criteria for the inclusion of studies. The table reporting the quality assessment is included in Multimedia Appendix 2.

**Results**

**Included Studies**

The searching databases yielded a total of 16,476 records. After the initial screening and removal of duplicates, 4 studies were included in this review (Figure 1).

Figure 1. Flow diagram of selection of studies.
Most studies were excluded at the title or abstract screening phase because the aim of this review was to identify implementation strategies for web-based apps. Most studies found through the database search evaluated the effectiveness of the web-based apps rather than focusing on their implementation. Only 4 studies fulfilled the inclusion criteria [31-34]. Of these studies, 3 were conducted in primary care settings and 1 in an emergency department. All the studies were descriptive in nature, and the study duration ranged from 2 to 15 months. The characteristics of each study are summarized in Table 1.

### Table 1. Characteristics of included studies.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Intervention</th>
<th>Setting</th>
<th>Study population</th>
<th>Methods</th>
<th>Implementation duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Webb et al [31]</td>
<td>2018</td>
<td>Health and lifestyle screening tool (“app”), Check Up GP² for young people in an Australian general practice</td>
<td>Australia General practice</td>
<td>Patients: young people 14-25 years of age</td>
<td>Qualitative: semistructured interviews and focus groups</td>
<td>2 months</td>
</tr>
<tr>
<td>Diez-Canseco et al [32]</td>
<td>2018</td>
<td>A web-based mental health screening app</td>
<td>Peru Primary care</td>
<td>Patients: adults ≥18 years of age</td>
<td>Mixed methods</td>
<td>9 weeks</td>
</tr>
<tr>
<td>Diez-Canseco et al [32]</td>
<td>2018</td>
<td>A web-based mental health screening app</td>
<td>Peru Primary care</td>
<td>Patients: adults ≥18 years of age</td>
<td>Mixed methods</td>
<td>9 weeks</td>
</tr>
<tr>
<td>Krist et al [33]</td>
<td>2014</td>
<td>MOHR², a web-based health risk assessment tool</td>
<td>United States Primary care</td>
<td>Patients: adults</td>
<td>Cluster-randomized, mixed methods implementation trial</td>
<td>10 months</td>
</tr>
<tr>
<td>Krist et al [33]</td>
<td>2014</td>
<td>MOHR², a web-based health risk assessment tool</td>
<td>United States Primary care</td>
<td>Patients: adults</td>
<td>Cluster-randomized, mixed methods implementation trial</td>
<td>10 months</td>
</tr>
<tr>
<td>Scribano et al [34]</td>
<td>2011</td>
<td>Computerized intimate partner violence screening</td>
<td>United States Hospital emergency department</td>
<td>Patients: adults</td>
<td>Quantitative: direct observation of patient use, feedback from patients, one-on-one feedback from emergency department staff, and team meetings</td>
<td>15 months</td>
</tr>
<tr>
<td>Scribano et al [34]</td>
<td>2011</td>
<td>Computerized intimate partner violence screening</td>
<td>United States Hospital emergency department</td>
<td>Patients: adults</td>
<td>Quantitative: direct observation of patient use, feedback from patients, one-on-one feedback from emergency department staff, and team meetings</td>
<td>15 months</td>
</tr>
</tbody>
</table>

³GP: general practitioner.
²HCP: health care provider.
²MOHR: My Own Health Report.

### Quality Assessment

The single randomized controlled trial included in this review was of moderate quality [33]. The 2 arms were not comparable at baseline, and the outcome assessors were not blinded [33]. The other 3 studies contained both qualitative and quantitative components [31,32,34]. For the qualitative component, 2 studies were of good quality [31,32]. As there was no clear descriptions on how the data were collected, analyzed, and interpreted, 1 study was considered to be of poor quality [34]. For the quantitative component, 2 studies were of moderate quality, as the sample population and the risk of nonresponse bias of the studies were not clearly described [32,34]. The other study was of good quality [31].

### Implementation Frameworks and Strategies for Web-Based Screening Apps

Only 2 studies used frameworks to guide and evaluate the process and outcomes of the study. However, in both studies, a framework and theory were used to guide the evaluation of the studies and not on the development of the implementation strategies. Table 2 summarizes the implementation strategies and frameworks used in each study. The types of frameworks were categorized based on Nilsen’s [19] taxonomy of implementation frameworks. The implementation strategies are categorized based on the Effective Practice and Organisation of Care taxonomy [35].
Table 2. Implementation frameworks and strategies used for web-based apps.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Frameworks</th>
<th>Types of framework [19]</th>
<th>Implementation strategies [35]</th>
<th>Implementation activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Webb et al [31]</td>
<td>NPTa</td>
<td>Implementation theories</td>
<td>Reminder</td>
<td>Phone call and SMS as reminder to patients to complete the app</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Reminder and facilitation</td>
<td>Receptionist to prompt patient to complete app in the waiting room using tablet</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Continuous quality improvement</td>
<td>Quality improvement meetings with HCPs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Educational materials</td>
<td>Provision of educational documents to support HCPs</td>
</tr>
<tr>
<td>Diez-Canseco et al</td>
<td>None</td>
<td>N/Ac</td>
<td>Leadership engagement/buy-in</td>
<td>Engaging policy makers for support and buy-in</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Educational meetings</td>
<td>Training for HCPs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Technical assistance</td>
<td>Telephone and face-to-face support, and supervision for HCPs throughout the implementation period</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Coaching</td>
<td>Regular supervision meetings with HCPs to troubleshoot problems encountered throughout the implementation period</td>
</tr>
<tr>
<td>Krist et al [33]</td>
<td>RE-AIMd</td>
<td>Evaluation framework</td>
<td>Clinical champions</td>
<td>Appointment of practice champions</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Educational meetings</td>
<td>Training for HCPs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Facilitation</td>
<td>Mailed invitations to complete the app</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Facilitation</td>
<td>Kiosk provided in the clinic waiting room to complete the app with help from researcher</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Facilitation</td>
<td>Completion of the app via phone call by researcher</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Facilitation</td>
<td>Completion of the app via tablet with help from either researcher, practice rooming staff, or medical assistant in the clinic waiting room</td>
</tr>
<tr>
<td>Scribano et al [34]</td>
<td>None</td>
<td>N/A</td>
<td>Patient education and facilitation</td>
<td>Nurses and receptionists provided instruction forms to patients for the screening kiosks</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Environment</td>
<td>Placing screening kiosks in strategic locations</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Clinical champions</td>
<td>Appointment of practice champions</td>
</tr>
</tbody>
</table>

aNPT: Normalization Process Theory.
bHCP: health care provider.
cN/A: not applicable.
dRE-AIM: Reach, Effectiveness, Adoption, Implementation, Maintenance.

Facilitation was the most cited strategy used. Other strategies that were cited more than once included reminders, clinical champions, and educational meetings.

Outcome Measures
The implementation outcomes for the studies included in this review were categorized based on the taxonomy of implementation outcomes by Proctor et al [36]. The implementation outcomes can be broadly categorized into acceptability, adoption, appropriateness, feasibility, fidelity, implementation cost, penetration, and sustainability. Table 3 outlines the outcome measures reported in the studies.
Table 3. Outcome measures.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Outcomes measured</th>
<th>Implementation outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Webb et al [31]</td>
<td>Number of times needed to provide support to staff on the use of the app</td>
<td>Feasibility</td>
</tr>
<tr>
<td></td>
<td>Location completed Check Up GP(^a)</td>
<td>Feasibility</td>
</tr>
<tr>
<td></td>
<td>If patients received an SMS with a link to Check Up GP before attending the practice</td>
<td>Fidelity</td>
</tr>
<tr>
<td></td>
<td>If patients felt that they had sufficient privacy when completing the app</td>
<td>Fidelity</td>
</tr>
<tr>
<td></td>
<td>Postimplementation staff interviews and focus group discussions based on NPT(^b)</td>
<td>Acceptability, adoption, appropriateness, feasibility, fidelity, sustainability</td>
</tr>
<tr>
<td>Diez-Canseco et al [32]</td>
<td>Number of screenings</td>
<td>Penetration</td>
</tr>
<tr>
<td></td>
<td>Fidelity to screening</td>
<td>Fidelity</td>
</tr>
<tr>
<td></td>
<td>Integration of screening into routine clinical service</td>
<td>Sustainability</td>
</tr>
<tr>
<td>Krist et al [33]</td>
<td>Reach: proportion of eligible patients approached who completed a MOHR(^c) assessment</td>
<td>Penetration</td>
</tr>
<tr>
<td></td>
<td>Adoption: percentage of practices approached for study participation who agreed to participate</td>
<td>Adoption</td>
</tr>
<tr>
<td></td>
<td>Implementation: how practices integrated MOHR into their workflow and the time and staff needed to carry out implementation steps</td>
<td>Fidelity</td>
</tr>
<tr>
<td></td>
<td>Maintenance: whether early intervention practices continued to use MOHR after the study</td>
<td>Sustainability</td>
</tr>
<tr>
<td>Scribano et al [34]</td>
<td>Number of screenings completed by patients</td>
<td>Penetration</td>
</tr>
<tr>
<td></td>
<td>Computer technology failure rate</td>
<td>Feasibility</td>
</tr>
</tbody>
</table>

\(^a\)GP: general practitioner.  
\(^b\)NPT: Normalization Process Theory.  
\(^c\)MOHR: My Own Health Report.

Effective Implementation Strategies

Different studies revealed different implementation strategies that were reported to be effective in their settings (Textbox 1).

For Webb et al [31], the quality improvement meetings using the Plan-Do-Act-Study framework were reported to be effective.

Textbox 1. Effective implementation strategies.

<table>
<thead>
<tr>
<th>Health care providers</th>
<th>Patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Quality improvement meetings</td>
<td>• Environment</td>
</tr>
<tr>
<td>• Facilitation</td>
<td>• Facilitation</td>
</tr>
<tr>
<td>• Educational meetings</td>
<td></td>
</tr>
</tbody>
</table>
that facilitation from staff in the clinic to help the patient complete the web-based app was the key to successful implementation. There was a higher completion rate with facilitation from staff compared to no facilitation (71.2% vs 30.3%) [33].

In the study by Scribano et al [34], appointing nurse champions helped to increase the screening rate. Another strategy that improved the screening rate was moving the kiosk to a more strategic location in the emergency department.

Discussion

Principal Findings

This review revealed that there is a very small set of literature reporting on the implementation of web-based apps for screening. Many studies evaluated the effectiveness or application of web-based screening apps, but very few described how to implement them [10,25]. The lack of literature found in this review suggests that there is a need for more implementation studies to be conducted in this area. Many studies have shown that implementation will not happen on its own, and implementation has to be planned to succeed [37].

Integrating an implementation study with an effectiveness study may be one way forward. Hybrid study designs may yield more information, as both the effectiveness of the intervention and the implementation can be assessed in a single study [38]. This may also reduce the time needed to translate an EBI into practice. However, these study designs require more expertise, resources, and manpower to conduct [38]. Therefore, it may not be feasible to conduct a hybrid study in settings with limited resources.

In this review, the most common implementation strategies used in implementing web-based apps were facilitation, education, and clinical champions. Most of these strategies targeted only patients and health care providers. Only 1 study mentioned strategies related to leadership engagement [32]. The strategies found in this review were limited to smaller scales and local contexts.

There was also no clear discussion on how strategies were developed or designed for implementation. Using a systematic process and determinist frameworks to help guide the development of strategies can be important for successful implementation and evaluation [19]. Having a systematic process for developing strategies will also help others replicate the process if the implementation was successful. We found that only 2 of the 4 studies used implementation frameworks or theories. This is consistent with the implementation research literature [19]. Without a solid theoretical foundation, it is challenging to explain why an implementation fails or succeeds [19]. Currently, many theories and frameworks are available for implementation research [19]. By using a combination of these theories or frameworks, researchers may better understand how to plan an implementation study systematically. By testing strategies and frameworks, new knowledge can be gained for future implementation studies.

In this review, different outcome measures were used in each study. However, there was no clear explanation of how the authors of the studies determined which outcome to measure. Which implementation strategies contributed to the outcomes were not clear because several different strategies were used in most studies, and their individual effects could not be evaluated. Therefore, we were unable to conclude which implementation strategies were useful. The lack of implementation frameworks or theories used in the studies may have contributed to this issue. The process of developing implementation strategies should be done systematically, ideally to link each strategy to different outcomes. If this is feasible, it could allow us to assess which strategies work. This may also allow researchers to further explore why a particular strategy works for a specific outcome. Lack of effect may lie with the implementation strategy itself or may be related to how the implementation strategy was implemented. Therefore, it is crucial that researchers give adequate thought to the implementation outcomes they measure and how an implementation strategy might affect each outcome.

In addition, the field of implementation research is shifting from an exclusive focus on the effectiveness of implementation strategies to a focus on how strategies achieve their effect, if any, and on the factors that make implementation, across a spectrum of evidence-based practices, including ICT approaches, either more or less likely to be successful. Future studies will hopefully include this broader focus, as the current literature does not go beyond a simplistic examination of the implementation strategies’ effectiveness.

Strengths and Limitations

This review may be limited because only English language studies were included. Another limitation could have been related to screening titles and abstracts. This may have limited the inclusion of studies if implementation strategies were not discussed in the abstract. However, based on our review, we found that most of the implementation strategies could be identified from abstracts alone. To this end, this scoping review revealed that only a few studies addressed the implementation of web-based health screening apps, and therefore, more research is needed in this area.

Conclusion

This scoping review shows that the study of implementation of web-based apps for screening is still in its infancy. Many studies have assessed the effectiveness of web-based apps, but only a few have focused on how to implement them. We were able to identify different implementation strategies for implementing web-based apps for screening. However, there is little evidence that the strategies reported were systematically developed using theories or frameworks. The lack of frameworks and theories used in these studies was also evident. There is a need to study not only the effectiveness of implementation strategies but the process of implementation and how this affects outcomes. This review shows that more work is still needed to study implementation of web-based apps for screening in a systematic process based on implementation theories and frameworks.
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Abstract

Background: In patients with severe asthma, high-altitude climate treatment has been shown to improve asthma control. However, asthma symptoms and limitations may increase after finishing inpatient rehabilitation programs and returning to sea level.

Objective: We assessed the effectiveness of a patient-tailored, internet-based, self-management strategy in addition to usual care after finishing high-altitude climate treatment.

Methods: We performed a randomized controlled trial with a 1-year follow-up in patients from a high-altitude asthma center in Davos, Switzerland. At the end of a 12-week multidisciplinary rehabilitation program, 62 adults with asthma were randomized to receive either internet-based self-management support in addition to usual care (n=33) or usual care only after discharge (n=29). The endpoints were changes in asthma-related quality of life according to the Asthma Quality of Life Questionnaire (AQLQ) (a higher score is better) and asthma control according to the Asthma Control Questionnaire (ACQ) (a lower score is better), with a minimally important difference of 0.5 points for both.

Results: Asthma-related quality of life and asthma control declined over time in the usual care strategy group, whereas there was a slower decline in the internet-based strategy group. For both endpoints, mixed-model analysis showed a significant positive effect in favor of internet-based self-management during follow-up (mean AQLQ score difference 0.39, 95% CI 0.092-0.69; P=.01 and ACQ score difference −0.50, 95% CI −0.86 to −0.15; P=.006), which was prominent among patients with uncontrolled asthma at discharge (AQLQ score difference 0.59, 95% CI 0.19-0.99; P=.003 and ACQ score difference −0.73, 95% CI −1.18 to −0.28; P=.002).

Conclusions: Internet-based self-management support was associated with a smaller decline in quality of life and asthma control as compared with usual care, especially in patients with lower asthma control, after completion of high-altitude climate treatment. Internet-based self-management support in adults with severe asthma seems feasible and effective to maintain quality of life and asthma control.

Trial Registration: The trial is registered in the Netherlands Trial Register (NTR1995).

(J Med Internet Res 2020;22(7):e13145) doi:10.2196/13145
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Introduction

In patients with severe refractory asthma, standard treatment according to international guidelines [1] is often not sufficient for achieving adequate asthma control [2]. Patients with persistent uncontrolled asthma can be referred to specialized asthma high-altitude clinics [3,4]. The population referred for in-patient pulmonary rehabilitation comprises patients with complex somatic and psychosocial problems [5]. The effectiveness of pulmonary in-patient rehabilitation in severe asthma has been established in a previous study that reported relevant improvements in asthma control, quality of life, and clinical outcomes with a 12-week multidisciplinary treatment program involving environmental trigger avoidance in an alpine climate among patients with severe refractory asthma [6]. Pulmonary rehabilitation should be part of an integrated care process and include self-management support. Changing patient behavior and ensuring maintenance are complex processes and require time. Currently, most self-management programs take between 6 and 12 weeks, and a longer duration is associated with greater improvements in physical and psychological functioning [6]. At present, there are sparse data on whether the benefits are sustained beyond the completion of high-altitude climate treatment, and patients are not always amenable to optimal self-management on returning to sea level in their own environment. A recent prospective uncontrolled observational cohort study suggested reduced exacerbation and sustained improvements in asthma control 12 months after high-altitude climate treatment for severe asthma as compared to the findings before admission, with only a slight relapse after discharge [7,8]. To sustain these improvements in long-term outcomes, appropriate self-management behavior during and after discharge is considered essential [9]. In order to achieve a sustained optimal long-term quality of life, we need a dependable system of coordinated health care intervention and communication, and components that include self-management support. Innovative forms of self-management support, including an online community, monitoring, communication, an action plan, and motivational feedback via the internet, have high potential to improve long-term outcomes.

Several recent studies have shown the feasibility and effectiveness of telemonitoring and self-management support [10-14]. Earlier studies of our group have demonstrated that internet-based self-management support improves quality of life, the number of symptom-free days, and clinical outcomes [15,16] in patients with partly controlled asthma. However, the long-term effectiveness of sustaining self-management support via the internet in patients with severe asthma, who have completed in-patient pulmonary rehabilitation, has not been determined yet.

We hypothesize that self-management support via an internet-based service in addition to usual care will improve health-related quality of life and asthma control in patients with severe asthma who have completed pulmonary rehabilitation in a specialized high-altitude asthma clinic. We conducted a pragmatic randomized controlled trial to assess the effectiveness of an internet-based self-management support app in patients who completed an in-patient pulmonary rehabilitation program at high altitude. In this trial, the primary outcome was asthma-related quality of life. In addition, we assessed asthma control and evaluated whether the degree of asthma control impacts the changes in quality of life. The process outcomes were engagement with the electronic health (eHealth) intervention and aspects of self-management and health education impact.

Methods

Study and Approval

The PRACTISS (Pulmonary Rehabilitation of Asthma: a Trial of sustained Internet-based Self-management Support) study is a randomized parallel group trial with 12 months of follow-up. The trial was performed from December 2012 through January 2016 in The Netherlands. The study was approved by the Medical Ethics Committee of the Leiden University Medical Center. All participants provided written informed consent upon entering the trial. The trial is registered in the Netherlands Trial Register (NTR1995) and conforms to the Helsinki Declaration.

Patients

Patients with a diagnosis of severe asthma according to the American Thoracic Society criteria were recruited from a specialized asthma clinic. All patients completed pulmonary rehabilitation in the Dutch Asthma Centre Davos (Switzerland). They were referred to the rehabilitation clinic because previous maximal treatment did not lead to adequate asthma control. The exclusion criteria that may interfere with compliance or reliability of the measurements were relevant somatic comorbidity, serious psychological problems, and psychiatric comorbidity assessed by the Hospital Anxiety and Depression Scale [17].

Design

The study was started during a high-altitude treatment program for severe asthma in a specialized asthma clinic. Upon enrolling in the study, approximately 1 week before completing the rehabilitation, patients were randomized via a computer-generated permuted block scheme by an independent researcher to either an internet-based strategy or usual care strategy group, with stratification for age and gender. Patients received explanations about the study procedures during the last days of their rehabilitation program, in addition to the usual preparation prior to discharge. After completing the program and finishing the baseline questionnaires, patients returned home and were treated by their own physicians who had referred them to the rehabilitation program. These physicians were notified about the participation of the patients in the study. Participants were asked to fill out questionnaires at 3, 6, 9, and 12 months.

Intervention

Patients in the internet-based strategy group had access to various tools that supported them to achieve optimal self-management skills. For effective self-management, asthma patients need to understand the condition, the purpose of medication, and the environmental influences. Furthermore, they need to recognize worsening respiratory function and know
when to seek medical attention [18]. The PatientCoach self-management support app was designed to promote attributes attained in the rehabilitation program. The self-management support modules could be customized by the health care professionals, allowing the program to be tailored to the specific needs of each patient. The modules included a written action plan, personalized asthma control questions, a daily asthma control questionnaire with lung function measurement, an actometer (Fitbit Ultra; Fitbit), patient health goals, a calendar, education provided by asthma centers, and a helpdesk. The app did not provide an option to communicate with a care provider.

The individual action plan was written by a physician from the rehabilitation clinic and included patient-tailored alarm signals, physician recommendations, and directives on when to contact health care professionals. Each patient together with the rehabilitation clinic physician formulated a patient-tailored question that served as a red flag for the patient to act upon when answered positively. In the daily asthma control questionnaire, patients could fill out the Asthma Control Questionnaire and the forced expiratory volume in one second (FEV1) measurement. Patients in the internet-based strategy group were provided with a small personal device (PIKO-1, NSpire Health) to measure the FEV1. The asthma control cutoff values that patients used to act upon were patient-tailored by the rehabilitation clinic physician. Internet support patients received an actometer (Fitbit) for daily use to measure activity. Each patient had a personal goal for daily steps. Patients formulated personal health goals together with the rehabilitation clinic physician for motivational purposes.

The calendar could be used by patients to list their health-related appointments. Patients received access to the educational material used by the rehabilitation clinic. The helpdesk was accessible for information and communication technology purposes. Several screenshots of the current version of the PatientCoach app are presented in Multimedia Appendix 1. As this was a pragmatic trial, participants were free to use the intervention as often as they liked.

Health-Related Quality of Life
The primary outcome of this trial was health-related quality of life, which was assessed every 3 months using the validated and standardized Asthma Quality of Life Questionnaire (AQLQ) by Juniper et al [19]. A minimally clinically important difference of 0.5 was reported for the overall score [20]. The AQLQ consists of the following four subdomains: activity limitation, symptoms, emotional function, and environmental stimuli, and the overall score is determined. A higher score represents a more favorable outcome.

Clinical Control
Every 3 months, all participants in this study were asked to fill out a questionnaire assessing clinical control (six-question Asthma Control Questionnaire [ACQ6]) as an outcome parameter for study purposes. The ACQ6 questionnaire is a validated questionnaire to measure clinical control in patients with asthma [21]. For the ACQ6, a lower score represents a more favorable outcome.

eHealth User Engagement
User engagement was based on the amount of times a patient logged into the PatientCoach web app, as registered in the log files during the study period of 12 months.

Health Education
The aspects of self-management and impact of health education were measured using the Health Education and Impact Questionnaire (heiQ) [22]. The heiQ is a validated questionnaire consisting of eight independent scales, providing a rich range of information about the value of patient self-management programs. The domains comprise health-directed behavior, positive and active engagement in life, negative affect, self-monitoring and insight, constructive attitudes and approaches, skill and technique acquisition, social integration and support, and health service navigation [23]. Scores range from 1 to 4, with a higher score representing favorable outcomes, except for negative affect, where a lower score represents favorable outcomes.

Statistical Analysis
Power analysis showed that with the use of 36 patients per arm and an SD of changes in the AQLQ score of 0.75, we could expect to detect a minimally important difference of 0.5 points between AQLQ changes in the two arms (alpha=.05, power=0.80). Patients were analyzed according to the intention-to-treat approach. To correct for possible selective nonresponse, missing data were imputed using linear regression modelling. We created 100 sets of imputations using disease severity, age, gender, center, strategy, and available quality of life data as regression variables. Rubin rules were used to congregate the imputations [24]. After imputation, we constructed a linear mixed-effects model assessing the impact of the intervention on quality of life and asthma control. In this mixed model, we used strategy, follow-up, strategy × follow-up interaction, and a random intercept at the patient level to adjust for repeated measurements, as data from 3, 6, 9, and 12 months were imputed. These mixed models provided estimates for changes in asthma-related quality of life and asthma control during the follow-up period per strategy.

Patients were stratified for clinical asthma control at baseline using the ACQ6. Patients with an ACQ6 score ≤1.5 at baseline were considered as controlled, whereas those with an ACQ6 score ≥1.5 were considered as uncontrolled.

To define user engagement, we established a cutoff point of 12 logins per year. Patients with <12 logins were included in a low user engagement group, and those with ≥12 logins were included in a high user engagement group. We assessed whether there were differences in the AQLQ score between the user engagement groups.

To obtain insights into which self-management domains lead to improved quality of life, we used mixed models with the improvement in the AQLQ score with the internet-based strategy during follow-up as a dependent variable and the improvement in separate heiQ domains as the independent variable. All analyses were performed with Stata/IC 11.0 (StataCorp).
Results

Recruitment and Baseline Characteristics

In total, 92 patients from the Dutch Asthma Centre Davos were eligible for enrollment and were randomized after consent. However, 30 patients did not fill out the baseline questionnaire required to be included in the analysis. In our analysis, the usual care strategy group included 29 patients and the internet-based strategy group included 33 patients. Figure 1 shows the patient flow diagram. Out of 310 records (five questionnaires for 62 patients), 91 (27%) were missing, with the internet-based strategy group missing 49 questionnaires (29%) and the usual care strategy group missing 34 questionnaires (23%) ($P=.22$). All baseline questionnaires were completed.

Figure 1. Flow diagram for the study patients.

The population characteristics at baseline are shown in Table 1. There were no relevant differences in age, sex, quality of life, and asthma between the two strategy groups. It should however be noted that clinically relevant [20], but statistically insignificant, baseline differences were found in quality of life ($P=.11$) and asthma control ($P=.17$). For both parameters, the usual care strategy group appeared to score slightly better than the internet-based strategy group. In the domain negative affect, the internet-based strategy group scored worse than the usual care strategy group.
Table 1. Baseline characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Usual care strategy (n=29), n (%) or mean (SD)</th>
<th>Internet-based strategy (n=33), n (%) or mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years</td>
<td>44.0 (2.4)</td>
<td>46.7 (2.3)</td>
<td>.47</td>
</tr>
<tr>
<td>Male sex</td>
<td>9 (31%)</td>
<td>8 (24%)</td>
<td>.56</td>
</tr>
<tr>
<td>AQLQ-score</td>
<td>5.6 (0.2)</td>
<td>5.2 (0.2)</td>
<td>.11</td>
</tr>
<tr>
<td>AQLQ-activity limitation score</td>
<td>5.3 (0.2)</td>
<td>4.8 (0.2)</td>
<td>.17</td>
</tr>
<tr>
<td>AQLQ-symptom score</td>
<td>5.7 (0.2)</td>
<td>5.2 (0.2)</td>
<td>.10</td>
</tr>
<tr>
<td>AQLQ-emotional function score</td>
<td>6.4 (0.1)</td>
<td>6.0 (0.2)</td>
<td>.14</td>
</tr>
<tr>
<td>AQLQ-environmental stimuli score</td>
<td>5.5 (0.2)</td>
<td>5.1 (0.2)</td>
<td>.31</td>
</tr>
<tr>
<td>ACQ6score</td>
<td>1.5 (0.2)</td>
<td>1.9 (0.2)</td>
<td>.17</td>
</tr>
<tr>
<td>heiQ-behavior score</td>
<td>3.3 (0.1)</td>
<td>3.1 (0.1)</td>
<td>.91</td>
</tr>
<tr>
<td>heiQ-positive engagement score</td>
<td>3.3 (0.1)</td>
<td>3.3 (0.1)</td>
<td>.86</td>
</tr>
<tr>
<td>heiQ-negative affect score</td>
<td>1.4 (0.1)</td>
<td>1.8 (0.1)</td>
<td>.006</td>
</tr>
<tr>
<td>heiQ-monitoring/insight score</td>
<td>3.4 (0.1)</td>
<td>3.3 (0.1)</td>
<td>.52</td>
</tr>
<tr>
<td>heiQ-constructive attitude score</td>
<td>3.3 (0.1)</td>
<td>3.2 (0.1)</td>
<td>.53</td>
</tr>
<tr>
<td>heiQ-skill acquisition score</td>
<td>3.2 (0.1)</td>
<td>3.0 (0.1)</td>
<td>.06</td>
</tr>
<tr>
<td>heiQ-social support score</td>
<td>3.2 (0.1)</td>
<td>3.0 (0.1)</td>
<td>.07</td>
</tr>
<tr>
<td>heiQ-navigation score</td>
<td>3.3 (0.1)</td>
<td>3.3 (0.1)</td>
<td>.87</td>
</tr>
</tbody>
</table>

*a*AQLQ: Asthma Quality of Life Questionnaire.
*b*ACQ6: six-question Asthma Control Questionnaire.
*c*heiQ: Health Education and Impact Questionnaire.

**Health-Related Quality of Life**

The changes in asthma-related quality of life for both strategies are shown in Figure 2. Quality of life declined in both groups during follow-up, showing less decline in the internet-based strategy group. There were no relevant between-group differences in quality of life at 12 months. Analysis by a linear mixed-effects model, with treatment, strategy, follow-up × strategy interaction, and a random intercept at the patient level to adjust for repeated measurements, showed that the decline in quality of life according to the 3-month AQLQ scores (a higher AQLQ score is better) was significantly smaller during 12 months of follow-up in the internet-based strategy group than in the usual care strategy group (mean between-group AQLQ score difference 0.39, 95% CI 0.092-0.69; P=.01).

A similar graph showing quality of life during follow-up using absolute values instead of changes is shown in Multimedia Appendix 2. As the baseline values for the ACQ6 (P=.17) and AQLQ (P=.11) were slightly different between the groups, but not statistically significant, we analyzed the results separately in strata according to well-established cutoff points for asthma control at baseline. This approach using stratification was also adopted in a previous study [25]. Patients with an ACQ6 score <1.5 were considered as controlled, whereas those with an ACQ6 score ≥1.5 were considered as uncontrolled. In the usual care strategy group, 16 patients were considered as controlled and 13 were considered as uncontrolled. In the internet-based strategy group, 12 patients were considered as controlled and 21 were considered as uncontrolled. Among patients with controlled asthma, a comparable decline was observed with both strategies (mean AQLQ score difference 0.07, 95% CI –0.38 to 0.53; P=.76) (Table 2). However, among patients with uncontrolled asthma at baseline, the decline in quality of life was relatively smaller in the internet-based strategy group than in the usual care strategy group (mean between-group AQLQ score difference 0.59, 95% CI 0.19-0.99; P=.003) (Figure 3).

The results of the AQLQ domains are shown in Table 3. Patients in the internet-based strategy group showed less worsening in activity limitation during follow-up as compared with the usual care strategy group (AQLQ score difference 0.44, 95% CI 0.06-0.82; P=.02). Overall, patients in the internet-based strategy group reported significantly less impact of asthma symptoms on quality of life during follow-up (AQLQ score difference 0.48, 95% CI 0.12-0.83; P=.009). Among patients with controlled asthma at baseline, no differences between the study arms were found. However, among patients with uncontrolled asthma at baseline, patients in the usual care strategy group reported significantly more impact of symptoms on quality of life, whereas those in the internet-based strategy group maintained better levels of symptom-related quality of life throughout the follow-up (AQLQ score difference 0.83, 95% CI 0.34-1.31; P=.001).

Similar results were found in the environmental stimuli AQLQ domain in favor of the intervention, specifically among patients with uncontrolled asthma. Overall, no relevant differences were found in the emotional functioning domain, except within the uncontrolled group, which had less impact of emotional functioning on quality of life with the internet-based strategy as compared with the usual care strategy.
Figure 2. Quality of life according to the Asthma Quality of Life Questionnaire (a higher score is better) during follow-up.
Figure 3. Quality of life according to the Asthma Quality of Life Questionnaire (a higher score is better) during follow-up in controlled and uncontrolled asthma patients.
with the usual care strategy group (mean ACQ6 score difference −0.50, 95% CI −0.86 to −0.15; P = .006) (Figure 4).

A similar graph showing asthma control during follow-up using absolute values instead of changes is shown in Multimedia Appendix 3. With respect to the stratified analysis, a similar pattern was observed for asthma control. Among controlled patients, both groups showed a comparable trend of declining

### Appendix 3

Asthma Control

The favorable findings in quality of life for the internet-based strategy were confirmed by changes in asthma control. A similar mixed model showed a favorable and statistically significant change in asthma control (a lower ACQ6 score is better) in the internet-based strategy group during follow-up as compared

### Table 2. Asthma-related quality of life and asthma control between strategies.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Usual care strategy</th>
<th>Internet-based strategy</th>
<th>Difference between strategies, mean (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AQLQ&lt;sup&gt;b&lt;/sup&gt;, controlled patients</td>
<td>−0.60 (−0.82 to −0.38)</td>
<td>−0.21 (−0.42 to −0.01)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.39 (0.092 to 0.69)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.01</td>
</tr>
<tr>
<td>AQLQ, uncontrolled patients</td>
<td>−0.57 (−0.87 to −0.27)</td>
<td>−0.50 (−0.84 to −0.15)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.07 (−0.38 to 0.53)</td>
<td>.76</td>
</tr>
<tr>
<td>ACQ6&lt;sup&gt;d&lt;/sup&gt;, controlled patients</td>
<td>0.67 (0.41 to 0.93)</td>
<td>0.17 (−0.08 to 0.41)</td>
<td>−0.50 (−0.86 to −0.15)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.006</td>
</tr>
<tr>
<td>ACQ6, uncontrolled patients</td>
<td>0.74 (0.37 to 1.11)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.70 (0.27 to 1.13)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>−0.038 (−0.60 to 0.53)</td>
<td>.89</td>
</tr>
</tbody>
</table>

<sup>a</sup>An AQLQ score difference >0 and an ACQ6 score difference <0 reflect a positive effect of the intervention.

<sup>b</sup>AQLQ: Asthma Quality of Life Questionnaire.

<sup>c</sup>Statistically significant.

<sup>d</sup>ACQ6: six-question Asthma Control Questionnaire.

### Table 3. Asthma-related quality of life subdomains between strategies.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Usual care strategy</th>
<th>Internet-based strategy</th>
<th>Difference between strategies, mean (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AQLQ&lt;sup&gt;a&lt;/sup&gt;-activity limitation</td>
<td>−0.73 (−1.00 to −0.45)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.29 (−0.54 to −0.03)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.44 (0.06 to 0.82)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.02</td>
</tr>
<tr>
<td>AQLQ-activity limitation, controlled patients</td>
<td>−0.86 (−1.26 to −0.46)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.50 (−0.96 to −0.03)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.36 (−0.25 to 0.97)</td>
<td>.24</td>
</tr>
<tr>
<td>AQLQ-activity limitation, uncontrolled patients</td>
<td>−0.57 (−0.95 to −0.18)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.17 (−0.47 to 0.14)</td>
<td>0.40 (−0.09 to 0.89)</td>
<td>.11</td>
</tr>
<tr>
<td>AQLQ-symptoms</td>
<td>−0.65 (−0.91 to −0.39)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.17 (−0.41 to 0.07)</td>
<td>0.48 (0.12 to 0.83)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.009</td>
</tr>
<tr>
<td>AQLQ-symptoms, controlled patients</td>
<td>−0.56 (−0.91 to −0.22)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.61 (−1.00 to 0.21)</td>
<td>−0.04 (−0.57 to 0.48)</td>
<td>.88</td>
</tr>
<tr>
<td>AQLQ-symptoms, uncontrolled patients</td>
<td>−0.75 (−1.13 to −0.37)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.08 (−0.22 to 0.38)</td>
<td>0.83 (0.34 to 1.31)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.001</td>
</tr>
<tr>
<td>AQLQ-environmental stimuli</td>
<td>−0.63 (−0.86 to −0.40)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.32 (−0.53 to −0.10)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.32 (0.01 to 0.63)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.047</td>
</tr>
<tr>
<td>AQLQ-environmental stimuli, controlled patients</td>
<td>−0.54 (−0.84 to −0.24)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.42 (−0.76 to −0.07)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.12 (−0.34 to 0.58)</td>
<td>.60</td>
</tr>
<tr>
<td>AQLQ-environmental stimuli, uncontrolled patients</td>
<td>−0.75 (−1.10 to −0.41)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.26 (−0.53 to 0.01)</td>
<td>0.49 (0.05 to 0.93)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.028</td>
</tr>
<tr>
<td>AQLQ-emotional function</td>
<td>−0.19 (−0.40 to 0.02)</td>
<td>−0.07 (−0.27 to 0.13)</td>
<td>0.12 (−0.17 to 0.41)</td>
<td>.43</td>
</tr>
<tr>
<td>AQLQ-emotional function, controlled patients</td>
<td>0.04 (−0.22 to 0.29)</td>
<td>−0.30 (0.60 to 0.00)</td>
<td>−0.33 (−0.73 to 0.06)</td>
<td>.10</td>
</tr>
<tr>
<td>AQLQ-emotional function, uncontrolled patients</td>
<td>−0.46 (−0.79 to 0.14)</td>
<td>0.06 (−0.20 to 0.32)</td>
<td>0.52 (0.10 to 0.94)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.02</td>
</tr>
</tbody>
</table>

<sup>a</sup>AQLQ: Asthma Quality of Life Questionnaire.

<sup>b</sup>Statistically significant.
asthma control during follow-up (mean ACQ6 score difference 0.04, 95% CI –0.60 to 0.53, $P=0.89$) (Figure 5). However, among uncontrolled patients, a clinically and significantly better asthma control level was sustained with the internet-based strategy (mean ACQ score difference $-0.73$, 95% CI $-1.176$ to $-0.277$; $P=0.002$), and this was most noticeable at 6 and 9 months (Figure 5).

**Figure 4.** Asthma control according to the Asthma Control Questionnaire (a lower score is better) during follow-up.
Figure 5. Asthma control according to the Asthma Control Questionnaire (a lower score is better) during follow-up in controlled and uncontrolled asthma patients.

eHealth User Engagement

The results with respect to eHealth user engagement are depicted in Figures 6 and 7. There was a decline in login frequency in both the low and high user engagement groups. During the last 6 months of follow-up, asthma-related quality of life was significantly better maintained in the high user engagement group than in the low user engagement group (mean AQLQ score difference −0.39, 95% CI 0.049-0.73; P=.03).
Health Education Impact

The results of the mixed models for health education impact are shown in Table 4. We assessed whether the improvement in asthma-related quality of life could be explained by the changes in the separate heiQ domains. Improvement in the domain of health care navigation during follow-up was positively related to improvement in quality of life (AQLQ score difference 0.55, 95% CI 0.06-1.04; \( P = .03 \)) in patients with access to the intervention. Although the domains of health-directed behavior, positive engagement, and monitoring and insight suggested a positive relationship with asthma-related quality of life (effect estimates of 0.28 \( P = .19 \), 0.29 \( P = .19 \),...
and 0.40 \( P=0.18 \) points, respectively, none of these domains reached statistical significance.

### Table 4. Relation between improvement in health education impact domains and improvement in quality of life.

<table>
<thead>
<tr>
<th>heiQ(^a) domains</th>
<th>Mixed model effect sizes(^b) (β), mean (95% CI)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health-directed behavior</td>
<td>0.28 (−0.14 to 0.70)</td>
<td>.19</td>
</tr>
<tr>
<td>Positive engagement</td>
<td>0.29 (−0.15 to 0.73)</td>
<td>.19</td>
</tr>
<tr>
<td>Negative affect</td>
<td>−0.20 (−0.60 to 0.19)</td>
<td>.31</td>
</tr>
<tr>
<td>Monitoring and insight</td>
<td>0.40 (−0.18 to 0.97)</td>
<td>.18</td>
</tr>
<tr>
<td>Constructive attitude</td>
<td>0.15 (−0.26 to 0.57)</td>
<td>.47</td>
</tr>
<tr>
<td>Skill acquisition</td>
<td>0.03 (−0.58 to 0.64)</td>
<td>.92</td>
</tr>
<tr>
<td>Social support</td>
<td>0.13 (−0.24 to 0.49)</td>
<td>.49</td>
</tr>
<tr>
<td>Health care navigation</td>
<td>0.55 (0.06 to 1.04)</td>
<td>.03</td>
</tr>
</tbody>
</table>

\(^a\)heiQ: Health Education and Impact Questionnaire.

\(^b\)In the domain of negative affect, a negative effect size reflects a favorable outcome, whereas in the other domains, a positive effect size reflects favorable outcomes.

## Discussion

In this study, we assessed the effectiveness of internet-based self-management support in addition to usual care in patients with severe asthma after completing high-altitude climate treatment. Both the internet-based strategy and usual care strategy groups showed declines in asthma-related quality of life and asthma control during follow-up. This trend was expected as patients were enrolled upon completing a pulmonary rehabilitation just before returning to their home situation at sea level. However, the declines in both endpoints in the internet-based strategy group were significantly smaller than those in the usual care strategy group. In particular, in the internet-based strategy group, patients who still exhibited uncontrolled asthma at discharge did not show a further decline in quality of life in contrast to their counterparts in the usual care strategy group.

The individual domains of the AQLQ (activity limitation, symptoms, emotional function, and environmental stimuli) showed results similar to those of the AQLQ aggregated score described above. The most prominent results were found within the symptoms domain, where patients with controlled asthma reported an increase in symptoms during follow-up, with comparable effect sizes between the study arms. However, among patients with uncontrolled asthma at baseline, those who received the usual care strategy reported clinically relevant increases in symptoms, whereas those who received the internet-based strategy reported no increase in symptoms.

Asthma control did not decline greatly during follow-up in the internet-based strategy group, whereas asthma control declined in the usual care strategy group. Similar to the findings for quality of life, no significant difference in the decline in asthma control was found between the study groups among patients with controlled asthma at discharge. However, among patients with uncontrolled asthma, no decline in asthma control was observed with the internet-based strategy.

There are sparse data regarding the effectiveness of self-management support strategies in patients with severe asthma after completion of high-altitude climate treatment. Our results are consistent with the findings of previously published articles regarding interventions in patients with mild asthma [10,12,15]. In addition, our results substantiate the findings of a recently published uncontrolled observational study reporting sustained improvements in asthma control and quality of life after high-altitude climate treatment in the years before this study started [6,7]. To our knowledge, this is the first study to assess the effectiveness of internet-based self-management support in patients with severe asthma after completing high-altitude climate treatment.

Several possible limitations in this study need to be addressed, including possible selection bias, the nonresponse rate, and statistical power. As this was a self-management study and a pragmatic trial, we did not spend large amounts of time in motivating people during follow-up to fill out questionnaires, as this would be an intervention by itself and was not possible in the clinical setting after implementation. Therefore, in our data set, 27% (91/310) of possible entries were missing. However, as the rates of missing data in both groups were comparable, we assumed that there was no impact on the internal validity of the study. In addition, the relatively high drop-out rate is consistent with an earlier study in patients with severe asthma [6]. It is not clear whether this is due to omissions within the studies or the requirement of an alternative approach for the population to adhere to the study protocol. Another explanation might involve patients’ initial willingness to cooperate with a study conducted by the rehabilitation center where they stayed for many weeks, resulting in the inclusion of patients without a high intrinsic motivation, who are usually not included in a typical 12-month trial. We imputed missing data using linear regression modelling with 100 sets of imputations, thereby minimizing the impact of missing data.

As we calculated the differences between baseline and follow-up, it could be argued that our results might be explained by selection bias as the usual care population had better, although not statistically significant, asthma-related quality of life and asthma control at baseline. Therefore, there might be more room for a decline in the follow-up period. To correct for
this possible bias, we stratified for asthma control at baseline, showing that quality of life and asthma control did not decrease in patients with uncontrolled asthma. We therefore conclude that this bias does not explain the current results.

Not all differences found in this study reached statistical significance, possibly due to the limited number of patients enrolled. Based on our power analysis, we aimed to enroll 72 patients (36 patients per arm) to have sufficient power for the detection of a minimally important difference. Of the 92 eligible patients, 62 contributed to the study. However, we had sufficient power to detect a minimally important and consistent difference of 0.5 points in the AQLQ and ACQ. Therefore, despite the fact that the number of patients could still be regarded as a limitation, we feel that the number of patients included was sufficient for our conclusions.

A further limitation of this study is that the results were based upon self-reported outcome measures, as we had no access to FEV₁ measurements or other biomarkers. Although such markers would definitely be of additional value, we feel that by using well-validated instruments our self-reported outcomes are sufficiently robust to draw conclusions.

One of the strengths of this study is the pragmatic approach we adopted. Patients were included by members of the rehabilitation center, indicating the feasibility of imbedding a self-management program on completing the rehabilitation program. The patients had access to a helpdesk service for technical support, but no follow-up from the rehabilitation center or the patient’s own physician was required for support during the intervention. Certainly, regular visits to their own physicians continued to be applicable. Although this study does not amount to a formal feasibility study, the usability, accessibility, and more than monthly use of the intervention in half of the intervention group suggest that this self-management support intervention might be feasible without investments other than the introduction to the program during follow-up and the costs for technical maintenance of the system.

These findings confirm the presumption that patients with severe asthma who complete a high-altitude climate treatment deteriorate at a group level in terms of asthma control and quality of life after discharge. Partially, this could be attributed to regression to the mean, as patients leave the rehabilitation in an optimized health status. However, the results suggest that this decline could be reduced by offering an internet-based self-management program specifically in patients who leave rehabilitation with uncontrolled asthma (ACQ score ≥1.5). These patients represent the group of patients in which achieving asthma control is most complicated. Additionally, without self-management support intervention, their quality of life and asthma control declined even further, resulting in lower scores than patients who were able to achieve asthma control during rehabilitation. However, with an internet-based self-management program, this group may be able to stabilize their symptoms, which is an important and clinically relevant improvement.

In this study, the results were achieved without any interference by health care professionals in the internet-based self-management program after discharge, suggesting that the intervention is easily feasible for implementation and the approach might be very cost-effective, although this needs to be confirmed in future research.

Other patients with asthma who have not completed rehabilitation might also benefit from such interventions. For instance, patients discharged after asthma-related hospital admission may benefit from the same self-management support tools. The support tools are easily tailored to patients with various degrees of severity, enabling health care providers to provide this intervention to patients with less severe asthma. Access to the internet has become ever more widespread, implying that internet-based self-management tools are already accessible to most patients in developed countries. The large dropout rate emphasizes the importance of motivating people prior to enrollment in postrehabilitation self-management interventions. Future research is needed as evidence of self-management support in patients with severe asthma remains limited. The assessment of lung function and biomarkers may be of additional value to establish the effectiveness of self-management outcomes.

In conclusion, internet-based self-management support is an effective addition to usual care in patients with severe asthma on completion of a pulmonary rehabilitation program. Implementation of such interventions is feasible in clinical practice and may contribute to the stabilization of symptoms in patients with severe asthma.
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Abstract

Background: Patellofemoral pain (PFP) impairs joint- and health-related quality of life and may be associated with knee osteoarthritis. We developed a novel, 2-phase, stepped-care approach for PFP, combining (1) self-directed web-based education and exercise therapy with (2) physiotherapist-supported education and exercise therapy. Physiotherapy sessions can be provided using 2 different modalities: face-to-face and telerehabilitation.

Objective: This study aims to (1) determine the feasibility of our stepped-care approach, (2) explore patient-reported outcomes following self-directed web-based education and exercise therapy in people with PFP (phase 1), and (3) estimate the differences in treatment effects between face-to-face and telerehabilitation to support further education and exercise therapy (phase 2) in those who had not completely recovered following self-directed care.

Methods: Phase 1 involved 6 weeks of self-directed web-based education and exercise therapy. Phase 2 involved random allocation to a further 12 weeks of physiotherapist-led (up to 8 sessions) education and exercise therapy delivered face-to-face or via telerehabilitation to participants who did not rate themselves as completely recovered following phase 1. Feasibility indicators of process, adherence, and participant retention were collected as primary outcomes alongside patient-reported outcomes on Global Rating of Change and knee pain, disability, knee-related quality of life, pain catastrophism, kinesiophobia, and knee self-efficacy. All participants were assessed at baseline, 6 weeks, and 18 weeks.

Results: A total of 71 participants were screened to identify 35 participants with PFP to enter the study. Overall, 100% (35/35) and 88% (31/35) of the participants were followed up with at 6 and 18 weeks, respectively. In phase 1 of the study, participants accessed the My Knee Cap website for an average of 6 (7.5) days and performed the exercises for an average of 2.5 (3.6) times per week. A total of 20% (7/35) of the participants reported that they had completely recovered at 6 weeks. Furthermore, 93% (26/28) of the participants who were followed up and had not completely recovered at 6 weeks agreed to be enrolled in phase 2. No statistically significant differences were found between the face-to-face and telerehabilitation groups for any outcome. The novel stepped-care approach was associated with marked improvement or complete recovery in 40% (14/35) of the participants following phase 1 and 71% (25/35) of the participants following phase 2.

Conclusions: Self-directed web-based education and exercise therapy for people with PFP is feasible, as noted by the high rate of participant retention and home exercise adherence achieved in this study. Furthermore, 20% (7/35) of people reported complete recovery at 6 weeks. Both face-to-face and telerehabilitation physiotherapy should be considered for those continuing to seek care, as there is no difference in outcomes between these delivery modes. Determining the efficacy of the stepped-care model may help guide more efficient health care for PFP.

http://www.jmir.org/2020/7/e18584/
with face-to-face rehabilitation following a total knee replacement [26]. No study has compared telerehabilitation with face-to-face delivery of physiotherapy care in people with PFP.

**Objectives**

This study was designed to (1) evaluate the feasibility of a stepped-care approach for people with PFP, (2) explore the effect of self-directed web-based education and exercise therapy on the perceived recovery and clinical outcomes of people with PFP (phase 1), and (3) estimate the differences in treatment effects between face-to-face and telerehabilitation delivery of physiotherapy to support further education and exercise therapy (phase 2) in those who did not completely recover following initial self-directed care.

**Methods**

**Reporting, Registry, and Ethics Approval**

This study was reported in accordance with the Consolidated Standards of Reporting Trials statement [27]. The study was approved by the La Trobe University Human Ethics Committee (process number: HEC17-102), and all participants provided written and verbal informed consent. We used 2 separate consent forms for phases 1 and 2 of our study. The protocol was a priori registered and approved by the Australian New Zealand Clinical Trials Registry (ACTRN12618000224224).

**Participants**

Participants with PFP aged between 18 and 40 years were recruited using advertisements at La Trobe University and gyms of Melbourne (Australia) and on social media (Facebook, blogs, and Twitter) between February 26 and July 1, 2018.

Eligibility criteria were based on a consensus statement on terminology, definitions, and clinical examination of people with PFP [2]. The following eligibility criteria were assessed by an experienced (>6 years) physiotherapist from the research group. Participants were included if they presented anterior or retropatellar pain (1) corresponding to at least thirty on a 100-mm visual analog scale (VAS) in the previous week; (2) for at least 3 months; or (3) during at least two or more activities from prolonged sitting, squatting, kneeling, running, ascending and descending stairs, jumping, and landing. Exclusion criteria included a history of any lower limb surgery, history of patellar subluxation or dislocation, ligament or meniscus tears assessed clinically, presence of neurological diseases, or individuals who had received oral steroids and opiate treatment in the last month [28].

**Procedures**

This study was designed to evaluate the feasibility of a stepped-care approach, including a randomized, clinical, single-center trial, comparing physiotherapy delivery modes. The novel stepped-care approach evaluated consists of 2 phases.
Phase 1 involved a pre-post design where all participants received 6 weeks of self-directed web-based education and exercise therapy.

Phase 2 involved a parallel-group randomized clinical trial (RCT). Participants were not informed of the existence of phase 2 when entering phase 1. Participants who were offered inclusion in phase 2 were those who did not rate themselves as completely recovered on the Global Rating of Change (GROC) 6-item Likert scale following phase 1. Each patient was offered the option to receive further 12 weeks of physiotherapy, which involved either face-to-face or telerehabilitation delivery, allocated randomly. All participants were reassessed after phase 2 (ie, at 18 weeks). Participants not receiving treatment during phase 2 (ie, those who completely recovered after 6 weeks) were also followed up at 18 weeks.

Randomization and Blinding in Phase 2
A member of the research team not involved in data collection generated randomization lists (block randomization; block size of 4-6) using a random number generator on the website (sealedenvelope.com). Group allocations were concealed using sequentially numbered, sealed opaque envelopes, which were opened by one member of the research team not involved in data collection or randomization following baseline assessment.

Assessor
The assessor was blinded to participant group allocation.

Participants
Participants were told that they would be randomly allocated to one of the two different education and exercise therapy treatments. Once randomized, care was taken to ensure that the participants were unaware of the details of the alternative program (delivery mode). Participants were also instructed not to reveal the details of their allocated intervention to the blinded outcome assessor at the final follow-up (18 weeks).

Therapist
A total of 5 registered physiotherapists (>5 years of clinical experience) delivered the physiotherapy treatment—3 physiotherapists delivered the intervention in face-to-face mode and 2 physiotherapists delivered telerehabilitation via Skype. Precautions were taken to ensure that the physiotherapists were unaware of the existence of another intervention group, with physiotherapists believing that they were participating in a case series design to evaluate the feasibility of the respective intervention they delivered.

Outcomes
The baseline, 6-week, and 18-week follow-up face-to-face assessments (Figure 1) were performed by the same blinded assessor at La Trobe Sports and Exercise Medicine Research Centre, La Trobe University, Melbourne, Australia.

All participants were asked to attend one 60-min initial screening and assessment at the university’s physiotherapy department. All questionnaires were self-administered, and participants completed the questionnaires independently on paper. Before starting the questionnaires, participants were asked to report their age in years. Body mass and height were measured using a scale and a measuring tape fixed on the wall, respectively. BMI was then calculated as weight in kilograms divided by height in meters squared. Participants also reported their symptom duration (months).
Primary Outcome

Recruitment rates were recorded and defined as the number of participants recruited each week. The consent rate was calculated by dividing the number of people who met the inclusion criteria by the number of people who consented to participate in both phases 1 and 2.

Adherence to phase 1 was monitored by assessing the number of accesses to the My Knee Cap website, monitored through an algorithm embedded in the website. Participants also completed an exercise log daily for 6 weeks to indicate the days they performed the exercises available on the website. Adherence to phase 2 was monitored through the number of appointments scheduled with the physiotherapist for each group. In addition, all participants received a logbook to add information regarding how many times they accessed the website and performed the exercises each week and to record any adverse events (defined as negative consequences of care that result in unintended injury or illness that may or may not have been preventable).

Primary Estimates of the Treatment Effect

**GROC**

Participants rated their perceived recovery at 6 weeks (phase 1) and 18 weeks (phase 2) following trial commencement on a 6-item Likert scale: (1) completely recovered, (2) markedly better, (3) moderately better, (4) same, (5) moderately worse, and (6) markedly worse. GROC is highly reliable, easily understandable, sensitive to change, and the preferred measure of pain and disability among people with PFP [29]. It also moderately correlates with pain and disability and strongly correlates with health-related quality of life changes [30].

**Pain (VAS)**

The worst knee pain intensity during the previous week was assessed on a 100-mm VAS, with 0 indicating no pain and 100 indicating the worst pain possible [31]. The minimal clinically important difference for people with PFP is 20 mm [32]. The VAS has been validated for people with PFP, and it has been reported to demonstrate high test-retest reliability [32].
Secondary Estimates of the Treatment Effect

Disability

The Anterior Knee Pain Scale (AKPS) is a self-reported 13-item questionnaire, with scores ranging from 0 to 100 and higher values indicating better knee function [33]. The minimal clinically important difference for people with PFP is 10 points [32]. AKPS has been validated for people with PFP and has been reported to demonstrate high test-retest reliability [32].

Knee-Related Quality of Life

The Knee Injury and Osteoarthritis Outcome Score-Quality of Life subscale is a self-reported 4-item subscale with responses ranging from 0 to 4. Responses are transformed to a scale of 0 to 100, with 0 representing extreme knee problems and 100 representing no knee problems at all [34].

Pain Catastrophizing

The Pain Catastrophizing Scale (PCS) is a self-reported 13-item questionnaire to describe the various thoughts and feelings a person might experience when they are in pain. Scores range from 0 to 52, with higher values indicating more severe catastrophic thoughts about pain [35]. PCS has been previously validated for people with musculoskeletal conditions and has high test-retest reliability [36].

Kinesiophobia

The Tampa Scale for Kinesiophobia (TSK) is a self-reported 17-item questionnaire to quantify fear of movement. Scores range from 17 to 68, with higher values indicating greater fear [37,38]. TSK has been previously validated for people with musculoskeletal conditions and has moderate test-retest reliability [37].

Knee Self-Efficacy

The Knee Self-Efficacy Scale (K-SES) is a self-reported 22-item questionnaire where the participant rates the certainty about the capability of performing an activity, despite pain/discomfort, on an 11-point Likert scale, ranging from 0 (not at all certain) to 10 (very certain). The sum of the item scores is calculated and then divided by the number of items, yielding a total K-SES score ranging from 0 to 10. Higher scores indicate greater knee self-efficacy.

Adverse Events

Participants were given a specific form to record any adverse symptoms or events they experienced during the study (eg, pain flares, muscle soreness, and injury unrelated to the trial). No instructions were provided regarding the intensity of pain that would characterize an adverse event.

Intervention

Phase 1 (0 to 6 Weeks)

During this phase, all participants received the same intervention: access to the My Knee Cap website for 6 weeks. The website provides education to participants with PFP on self-management of their knee pain based on current evidence [10,11,15], along with a self-directed exercise therapy program. The website was designed by the authors DS and CB, with the assistance of a web designer, to be both didactic and engaging, with a simple user interface and navigation appropriate for patients with low health literacy. We asked for feedback on the content, language, and functionality of the website from one layperson diagnosed with PFP (end user), one physiotherapist experienced in managing PFP, and one researcher with a strong track record of publications in PFP. Refinements were made to the website based on this feedback before the commencement of the study.

The website provides public access to 4 main sections: (1) understanding your pain, (2) treatment options, (3) exercise program, and (4) patient stories.

The understanding your pain section provides information covering a variety of subjects, including diagnosis, prognosis, incidence and prevalence, noisy knees, fear of movement, self-management of exercise load, and self-management of pain.

The treatment options section includes treatment options that can be beneficial (taping/bracing, foot orthosis, and exercises) and information about common treatments with inconsistent evidence (knee surgery, ultrasound, and platelet-rich plasma).

The exercise program section is focused on 4 types of exercises targeting the trunk, hip, and knee muscles, based primarily on a previously published exercise therapy trial. The participants had access to videos demonstrating the exercises proposed in the exercise program section. Explanations about how to progress the exercises were also provided (Multimedia Appendix 1).

The patient stories section presents the stories of 2 patients (1 woman and 1 man), from a private physiotherapy clinic in Melbourne, with knee pain who had successful outcomes after engaging in education and exercise therapy.

All information on the website was provided in plain language, with multimedia resources such as infographics, animated videos, and podcasts, to facilitate engagement and understanding. After the baseline assessment, a physiotherapist introduced the content of the website and gave the password of the exercise videos that were included on the website during a 30-min orientation session. In addition, participants were asked to complete one exercise of each type 3 times a week for a period of 6 weeks and access the website as often as needed.

Phase 2 (6 to 18 Weeks)

Participants who reported themselves to be completely recovered did not receive further treatment during phase 2. Participants who reported not being completely recovered were randomized to 12 weeks of face-to-face– or telerehabilitation-delivered education and exercise therapy with a physiotherapist.

Participants were permitted up to 8 sessions with their physiotherapists to receive guidance on education and exercise therapy. The upper limit of physiotherapy sessions was determined through a previous feasibility study [39], high-quality RCTs [13], and discussion with physiotherapists providing our intervention. To reflect clinical practice, we did not specify a minimum number of sessions and at what exact time points physiotherapy sessions should occur. Typically, physiotherapy sessions were closer together in the early stages.
Overall, 77% (27/35) of the participants included were recruited over an 18-week period, with a consenting rate of 100% (35/35). Candidates. The recruitment rate was 2 participants per week (eg, every 1-2 weeks) and spread out toward the end of the 12 weeks (eg, monthly), as participants became more confident with their home exercise programs and knowledgeable about the condition. Education and exercise therapy that were provided were similar to what was available on the website, and the website was used to reinforce educational messages and exercise where relevant. The exercise therapy program and education content can be found on the My Knee Cap website and Multimedia Appendix 1. Physiotherapists were permitted to provide additional exercise input, including gym-focused progression, if deemed appropriate. When required, gym memberships were provided.

### Statistical Analyses

Statistical analyses were performed using SPSS version 23 (IBM, SPSS Inc). The level of significance was set a priori at \( P < .05 \). All statistical analyses were conducted by an investigator blinded to the group allocation.

### Phase 1

Global perceived recovery after 6 weeks of self-directed web-based education and exercise therapy was reported descriptively (percentages). Within-group changes in primary and secondary estimates of effects were evaluated using paired \( t \) tests. Effect sizes (ESs) were calculated to guide the interpretation of the power of the comparison. ES values were defined as small (0.2-0.5), medium (0.51-0.80), or large (≥0.81) [40]. Correlations of exercise adherence with changes in patient-reported outcomes were performed using Pearson coefficient correlations.

### Phase 2

Demographic data from the 2 groups (face-to-face and telerehabilitation) at 6 weeks were compared using independent \( t \) tests. Intention-to-treat analyses were used for all outcomes. We performed a 2×5 chi-square test for independence to investigate whether there was an association between GROC outcomes and the groups to which the participants were allocated at the end of 18 weeks (face-to-face and telerehabilitation groups). Independent \( t \) test and ES were used to compare patient-reported outcomes between the face-to-face and telerehabilitation groups. Using the same criteria as phase 1, ES values were defined as small (0.2-0.5), medium (0.51-0.80), or large (≥0.81) [40].

### Results

#### Recruitment and Feasibility

Between February 2018 and July 2018, 35 participants (27 women and 8 men) with PFP were recruited from 71 potential candidates. The recruitment rate was 2 participants per week over an 18-week period, with a consenting rate of 100% (35/35). Overall, 77% (27/35) of the participants included were recruited via advertisements on social media, 11% (4/35) via advertisements at La Trobe University, and 11% (4/35) via advertisements at gyms in the neighborhood of La Trobe University. The trial was completed in December 2018, with 100% (35/35) of the participants followed up at 6 weeks and 88% (31/35) followed up at 18 weeks. For phase 2, the consenting rate was 93% (26/28), with 2 participants choosing not to enter because of time constraints, despite ongoing symptoms (Figure 1).

### Adherence

#### Phase 1

All participants accessed the website at least once, with web usage data indicating that the participants accessed the website for an average of 6 (7.5) days over the 6 weeks (Multimedia Appendix 2). Exercises were reported to be performed on an average of 15 (12.2) days over 6 weeks, equating to an average of 2.5 (3.6) times per week (18/35, 52% of the participants completed the exercises on an average of at least three times per week). Low to moderate correlations were found for exercise adherence (total number of days on which exercise was performed) with self-reported pain (\( r = 0.33; P = .03 \)), knee-related quality of life (\( r = −0.52; P = .001 \)), self-reported function (\( r = −0.37; P = .01 \)), pain catastrophizing (\( r = 0.52; P = .001 \)), kinesiophobia (\( r = 0.39; P = .009 \)), and knee self-efficacy (\( r = −0.51; P = .001 \)).

#### Phase 2

Participants enrolled in phase 2 (Multimedia Appendix 3) performed an average of 4.5 (1.5) physiotherapy sessions in the face-to-face group and an average of 5.2 (2.1) physiotherapy sessions in the telerehabilitation group.

### Adverse Events

#### Phase 1

One participant reported an adverse event unrelated to the trial. Furthermore, 11 participants reported knee pain flares or muscle soreness of low intensity while performing the exercises, with most occurring in the first week (Multimedia Appendix 2) and no impact on participation in future exercise sessions.

#### Phase 2

Two adverse events unrelated to the trial were reported, one from each group. One participant fell on their knees while running to catch a bus, but this event did not alter the treatment. The other participant fell on a staircase, which led to a few scratches on her knee, delaying physiotherapy treatment for 2 weeks. No adverse event related to the trial was reported because of physiotherapy consultations or exercise therapy during phase 2.

### Secondary Outcomes

#### Phase 1

After 6 weeks of self-directed web-based education and exercise therapy, 20% (7/35) of the participants starting the trial reported that they had completely recovered, 20% (7/35) were markedly better, 40% (14/35) were moderately better, 17% (6/35) were same, and 3% (1/35) were moderately worse. Patient-reported outcomes at baseline and after 6 weeks are described in Table 1. Large improvements across the cohort occurred for worst knee pain in the previous week (ES=1.04), knee-related quality of life (ES=−1.13), disability (ES=−0.89), pain catastrophizing (ES=1.21), and knee self-efficacy (ES=−1.01), along with a medium improvement in kinesiophobia (ES=0.78).
Table 1. Comparisons between patient-reported outcomes at baseline and after the 6-week self-directed web-based education and exercise therapy.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>At baseline, mean (SD)</th>
<th>At 6 weeks, mean (SD)</th>
<th>Mean difference (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worst knee pain (visual analog scale(^a), range: 0-100)</td>
<td>58.03 (17.54)</td>
<td>29.39 (25.52)</td>
<td>28.64 (18.88-38.39)</td>
</tr>
<tr>
<td>Knee-related quality of life (Knee Injury and Osteoarthritis Outcome Score- (b), range: 0-100)</td>
<td>41.86 (20.28)</td>
<td>66.67 (21.69)</td>
<td>-24.81 (−32.60 to −17.02)</td>
</tr>
<tr>
<td>Disability (Anterior Knee Pain Scale(^b), range: 0-100)</td>
<td>69.27 (13.41)</td>
<td>82.36 (13.87)</td>
<td>-13.09 (−18.34 to −7.85)</td>
</tr>
<tr>
<td>Pain catastrophizing (Pain Catastrophizing Scale(^a), range: 0-52)</td>
<td>21.73 (11.91)</td>
<td>10.09 (9.14)</td>
<td>11.64 (8.22-15.05)</td>
</tr>
<tr>
<td>Kinesiophobia (Tampa Scale for Kinesiophobia(^b), range: 17-68)</td>
<td>38.48 (6.14)</td>
<td>33.03 (6.83)</td>
<td>5.46 (2.99-7.92)</td>
</tr>
<tr>
<td>Knee self-efficacy (Knee Self-Efficacy Scale KSE-S(^b), range: 0-10)</td>
<td>5.57 (1.71)</td>
<td>7.28 (1.53)</td>
<td>-1.71 (−2.31 to −1.11)</td>
</tr>
</tbody>
</table>

\(^a\)Higher scores indicate worse condition.  
\(^b\)Lower values indicate worse condition.

Phase 2
A total of 26 participants entered phase 2 and were randomly allocated to face-to-face—(n=13) or telerehabilitation-delivered education and exercise therapy (n=13). No between-group differences were found for demographics between these 2 groups (Table 2), and no between-group differences were found for any secondary estimates of treatment effect (Table 3). Both groups had one dropout during the intervention period, with one participant becoming pregnant and another moving to a different country.

The participants’ GROC outcomes after 18 weeks are shown in Figure 2. There was no significant difference in the proportion of GROC outcomes between the face-to-face and telerehabilitation groups (\(\chi^2 = 2.03; P= .73\)).

No significant difference between face-to-face– and telerehabilitation-delivered education and exercise therapy was found for any patient-reported outcomes (Table 3). The between-group differences for the patient-reported outcomes had a moderate effect on worst knee pain in the previous week (ES=0.72) and a small effect on knee-related quality of life (ES=0.22), disability (ES=0.16), pain catastrophizing (ES=0.33), kinesiophobia (ES=0.22), and knee self-efficacy (ES=0.16). Overall, 71% (25/35) of all participants entering the study reported having completely recovered or markedly improved following phase 2.

Table 2. Demographic characteristics of face-to-face and telerehabilitation groups.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Face-to-face group, mean (SD)</th>
<th>Telerehabilitation group, mean (SD)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>32 (6)</td>
<td>31 (6)</td>
<td>.62</td>
</tr>
<tr>
<td>BMI (kg/m(^2))</td>
<td>27.58 (6.71)</td>
<td>26.46 (8.97)</td>
<td>.59</td>
</tr>
<tr>
<td>Symptoms duration (months)</td>
<td>53 (55)</td>
<td>32 (29)</td>
<td>.14</td>
</tr>
</tbody>
</table>
Table 3. Between-group comparisons for patient-reported outcomes at 6 and 18 weeks.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Face-to-face group, mean (SD)</th>
<th>Telerehabilitation group, mean (SD)</th>
<th>Mean difference (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Worst knee pain (visual analog scale, range: 0-100)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>32.31 (22.51)</td>
<td>42.31 (23.15)</td>
<td>−10.00 (−26.36 to 6.36)</td>
</tr>
<tr>
<td>18 weeks</td>
<td>18.46 (18.46)</td>
<td>33.08 (22.13)</td>
<td>−14.62 (−31.25 to 2.02)</td>
</tr>
<tr>
<td><strong>Knee-related quality of life (Knee Injury and Osteoarthritis Outcome Score-Quality of Life subscale, range: 0-100)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>63.94 (16.76)</td>
<td>56.73 (21.87)</td>
<td>7.21 (−7.27 to 21.69)</td>
</tr>
<tr>
<td>18 weeks</td>
<td>68.27 (21.57)</td>
<td>73.08 (21.71)</td>
<td>−4.81 (−20.56 to 10.95)</td>
</tr>
<tr>
<td><strong>Disability (Anterior Knee Pain Scale, range: 0-100)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>78.54 (12.61)</td>
<td>77.69 (12.94)</td>
<td>0.85 (−8.34 to 10.03)</td>
</tr>
<tr>
<td>18 weeks</td>
<td>86.54 (10.59)</td>
<td>84.62 (13.49)</td>
<td>1.92 (−6.99 to 10.84)</td>
</tr>
<tr>
<td><strong>Pain catastrophizing (Pain Catastrophizing Scale, range: 0-52)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>8.23 (6.92)</td>
<td>14.46 (10.26)</td>
<td>−6.23 (−13.70 to 0.76)</td>
</tr>
<tr>
<td>18 weeks</td>
<td>5.92 (6.02)</td>
<td>8.54 (9.44)</td>
<td>−2.62 (−8.29 to 3.06)</td>
</tr>
<tr>
<td><strong>Kinesiophobia (Tampa Scale for Kinesiophobia, range: 17-68)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>34.15 (7.72)</td>
<td>35.31 (5.01)</td>
<td>−1.15 (−6.07 to 3.76)</td>
</tr>
<tr>
<td>18 weeks</td>
<td>30.38 (7.12)</td>
<td>31.77 (5.43)</td>
<td>−1.39 (−6.07 to 3.30)</td>
</tr>
<tr>
<td><strong>Knee self-efficacy (Knee Self-Efficacy Scale, range: 0-10)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>6.95 (0.93)</td>
<td>6.74 (1.75)</td>
<td>0.21 (−0.84 to 1.25)</td>
</tr>
<tr>
<td>18 weeks</td>
<td>7.64 (1.45)</td>
<td>7.36 (1.98)</td>
<td>0.28 (−1.08 to 1.65)</td>
</tr>
</tbody>
</table>

Figure 2. Global Rating of Change outcomes of the face-to-face and telerehabilitation groups.
Discussion

Summary of the Findings

This study confirms the feasibility of evaluating the efficacy of a stepped-care approach, including initial self-directed web-based education and exercise therapy, followed by physiotherapist-led education and exercise therapy. Overall, 35 participants with PFP were recruited from 71 potential candidates, with a recruitment rate of 2 participants per week and all eligible participants consenting to enter the trial. The follow-up rate was high for both phases of the trial, including 100% at 6 weeks and 88% at 18 weeks.

Six weeks of self-directed web-based education and exercise therapy was associated with 1 in 5 participants with PFP rating themselves as completely recovered. Self-directed care was associated with moderate to large improvements in pain, disability, kinesiophobia, pain catastrophizing, knee self-efficacy, and knee-related quality of life. Self-reported adherence to exercise (number of days completed) during phase 1 was related to clinical improvements in pain, function, and psychological outcomes. Although not significant, findings reported by Rathleff et al [41] in adolescents with PFP also indicate a link between greater exercise adherence and improved outcomes. In addition, a systematic review evaluating the influence of exercise dose on outcomes in knee osteoarthritis has reported that a greater number of exercise sessions per week is related to greater improvements in pain and function [42].

An interesting finding from our study is that participants reduced the number of exercise sessions they completed and the frequency in which they accessed the website during phase 1. Including consumers in the further development of the website may help to improve website engagement and exercise adherence.

Beneficial outcomes for pain and disability following self-directed web-based education and exercise therapy in this study are consistent with previous RCTs reporting improvements in the same outcomes following web-based interventions for low back pain [19] and hip and knee osteoarthritis [21,43]. Clinical improvements for the 20% (7/35) of participants who reported complete recovery at 6 weeks were sustained at 18 weeks, highlighting the potential for sustained recovery through self-directed care in people with PFP. Further research comparing self-directed web-based education and exercise therapy with a wait and see approach will help to determine efficacy and potential to reduce the current burden of overtreatment in health care systems around the world [44].

Overall, 4 out of 5 participants did not report complete recovery following self-directed web-based education and exercise therapy, indicating that some people may require or benefit from additional care. Face-to-face and telerehabilitation delivery of physiotherapy following initial self-directed care produced only small differences for all but one patient-reported outcome. The exception was for pain reduction, which was moderately greater (ES=0.72) in the face-to-face group, possibly because of differences exceeding 10 mm between groups at 6 weeks. Similar outcomes between face-to-face and telerehabilitation delivery of physiotherapy in this study are consistent with a large (n=201) high-quality noninferiority RCT in people following total knee joint replacement [26]. Thus, the physiotherapy delivery mode among people with knee pathologies may have minimal influence on patient-reported outcomes. Increasing the availability of physiotherapy care delivered via telerehabilitation is recommended to improve access to people with limited mobility, distressing symptoms, and/or inability to access center-based programs [18]. In addition, telerehabilitation approaches to physiotherapy practice could reduce the need for physiotherapy facilities requiring consultations and work-related travel for physiotherapists themselves.

Our findings indicate that 31% (11/35) of the participants reported low-intensity pain flares or muscle soreness while performing the exercises, with most occurring in the first week. This finding is not surprising, considering that participants need to initially learn new exercise skills, including how to manage and increase exercise loads without increasing knee pain. Reductions in the frequency of pain flares over the 6 weeks of self-directed care found in this study may be the result of participants improving their ability to independently manage exercise loads or ongoing active management leading to improved knee self-efficacy, which is typically impaired in people with PFP [45,46].

The overall proportion of participants reporting marked improvement or complete recovery across the cohort increased from 40% (14/35) at 6 weeks to 71% (25/35) at 18 weeks. High-quality RCTs, including long-term follow-up, are now needed to test this stepped-care approach against usual care or current best care [10] to evaluate efficacy, effectiveness, and cost-effectiveness. Findings from our study can be used to inform larger studies comparing face-to-face mode with telerehabilitation mode or investigating our stepped-care approach for people with PFP, which will allow more definitive conclusions.

Limitations and Future Directions

Before making definitive recommendations regarding its potential value, our novel stepped-care approach requires comparison with a wait and see approach in both phases. Specifically, it is unclear whether self-directed care facilitated by our platform is superior to wait and see approach or whether any mode of physiotherapy following self-directed care can improve outcomes. Nonetheless, our findings suggest that if a self-directed web-based education and exercise therapy is provided as a first-line treatment, 1 in 5 patients may be able to independently manage their condition without the need for additional health professional referral.

Adherence seems to be related to better patient-reported outcomes. Future trials should develop strategies to optimize adherence to interventions (eg, digital support). In addition, the web-based platform was created with limited co-design processes [47]. Further modifications and improvements are currently being guided by additional qualitative research with consumers and physiotherapists and by using tools such as Health on the Net Foundation Code and DISCERN. Low computer and health literacy have been reported as barriers to improvement following other web-based interventions for...
chronic musculoskeletal conditions [48,49]. Our findings may not be applicable for people with low computer literacy skills. Further evaluation of efficacy, barriers, and cost-effectiveness of self-directed use of the website evaluated in this study, compared with usual care, is needed to inform potential implementation.

Although we measured the number of physiotherapy sessions attended during phase 2, we did not measure adherence to exercise, subjectively or objectively. Considering conflicting findings related to the importance of exercise adherence among people with knee pain [42,50], further evaluation of the importance of exercise adherence in PFP is strongly encouraged. In addition, approaches to treatment may have varied across the 5 physiotherapists providing care in our trial. However, all physiotherapists followed the same structure and content for education and exercise, guided by the My Knee Cap web-based platform. Each had a minimum of 5 years of clinical experience and received training and ongoing support as required, facilitated by an experienced physiotherapist (15 years) researcher involved in the study. Finally, we only included individuals with PFP aged between 18 and 40 years because of the high prevalence of PFP in this population [1], limiting the extrapolation of findings to adolescents and older adults with PFP.

**Conclusions**

This study confirms the feasibility of evaluating the efficacy of a stepped-care approach, including initial self-directed web-based education and exercise therapy, followed by physiotherapist-led education and exercise therapy. Self-directed web-based education and exercise therapy were associated with 1 in 5 participants with PFP rating themselves as completely recovered at 6 weeks and having large improvements in pain. An additional 12 weeks of physiotherapy provided face-to-face or via telerehabilitation to support education and exercise therapy was associated with 71% (25/35) of participants reporting to be completely recovered or markedly improved. The absence of differences in outcomes between face-to-face and telerehabilitation delivery modes indicates that either mode could be considered depending on patient preference and need. Evaluating the efficacy of self-directed web-based education and exercise therapy as a stand-alone intervention and as part of a stepped-care model that includes additional physiotherapy care may help guide more efficient health care for people with PFP.
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Abstract

Background: Therapist-supported, internet-delivered cognitive behavioral therapy (iCBT) is efficient in the treatment of depression. However, the optimal mode and intensity of therapist support remain to be identified. Scheduled telephone support (STS) may improve adherence and outcomes but, as it is time- and resource-consuming, should be reserved for patients for whom the usual support may be insufficient.

Objective: This paper aims to reveal whether add-on STS for patients at risk of dropping out improves treatment adherence and symptoms in iCBT for depression.

Methods: Among patients participating in an ongoing large observational routine clinical practice study of iCBT for depression delivered nationwide by Helsinki University Hospital (HUS-iCBT), those demonstrating a ≥14-day delay in initiation of treatment received invitations to this subsidiary STS study. A total of 100 consenting patients were randomly allocated to either HUS-iCBT as usual (control group, n=50) or HUS-iCBT plus add-on STS (intervention group, n=50). Proportions of those reaching midtreatment and treatment end point served as the primary outcome; secondary outcomes were change in Beck Depression Inventory (BDI)–measured depressive symptoms and time spent in treatment.

Results: Add-on STS raised the proportion of patients reaching midtreatment compared with HUS-iCBT as usual (29/50, 58% vs 18/50, 36%; P=.045) and treatment end point (12/50, 24% vs 3/50, 6%; P=.02). Change in BDI score also favored add-on STS (3.63 points vs 1.1 points; P=.049), whereas duration of treatment did not differ.

Conclusions: Add-on STS enhances adherence and symptom improvement of patients at risk of dropping out of iCBT for depression in routine clinical practice.

Trial Registration: International Standard Randomised Controlled Trial Number (ISRCTN) 55123131; http://www.isrctn.com/ISRCTN55123131.

(J Med Internet Res 2020;22(7):e15732) doi:10.2196/15732
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Introduction

Despite the growing burden of mental health disorders, treatment is available for fewer than half of those in need [1]. Among mental health conditions, depressive disorders are some of the most prevalent [2]. As a leading cause of disability worldwide [3], they represent a major burden for health care systems [4].

For depressive disorders, recommended first-line treatments include psychological interventions, specifically psychotherapies [5]. Although psychotherapies are highly acceptable among clients [6,7], their availability is limited [8]. Some of the main challenges are shortage of professionals, perceived stigma, cost, and long distance to services [9].

Computer-based delivery of psychotherapy improves access to psychological treatments of depression [10]. Internet-delivered cognitive behavioral therapy (iCBT) entails modules or lessons delivering cognitive behavioral therapy (CBT) concepts via the internet [11]. iCBT for depression offers solutions to such challenges as poor treatment availability, fidelity and affordability, and constraints of location and time [10,12]. In randomized controlled trials (RCTs), iCBT for depression demonstrates efficacy equal to that of traditional face-to-face CBT but only if accompanied by therapist support [11,13,14], wherein the program involves therapist guidance, typically via email [15]. Fully automated iCBT treatments, supported by only computerized reminders, tend to be less efficacious than the ones with therapist guidance [16,17].

High variation in attrition rates indicates that in some iCBT studies, a considerable number of patients fail to complete the treatment even in therapist-supported programs [18]. In a review comprising 19 studies on iCBT with therapist support for various mental disorders, the dropout (defined as termination at any point between registering for treatment and completing follow-up questionnaires) ranged from 2% to 83%, with a weighted average of 31% [19]. Two reviews of RCTs for therapist-supported iCBTs have shown a dropout rate of approximately 20% [10,20] and one meta-analysis on iCBT for depression showed a mean dropout rate of 28% [21]. However, in a large routine clinical practice study of a primary care population, 82% of participants failed to finish the program [22].

A meta-analysis of iCBT studies [19] identified several potential predictors of attrition, including age, gender, socioeconomic and relationship status, duration and target of the psychological problem, comorbidity, client-related psychological variables, treatment credibility, computer experience, motivation, the type of support medium, and quality and duration of clinician contact. Research evidence on these variables is, so far, limited. Adding fees, choice, reminders, and clinician support seems to strengthen adherence [23]. The essential elements of the contact are, however, debatable. Eysenbach [18] hypothesized that dropout is more likely the more “virtual” the support is. Synchronous telephone contact may be less virtual than is support in writing. Thus far, to our knowledge, no meta-analysis has yet directly investigated the impact of the contact medium used in iCBT for depression [24].

Telephone calls offering technical assistance facilitated self-monitoring during a web-based intervention versus only automated assistance [25]. Automated but personalized telephone prompts were useful for maintaining adherence in a study on weight control intervention [26]. However, in iCBT for depression, weekly telephone calls by a lay telephone counsellor did not confer additional advantage for callers to a helpline service [27]. The researchers proposed that more benefits might be achieved with support provided by a clinician. Nevertheless, therapist-delivered telephone and email support in iCBT for depression did not yield improvement in outcomes or in dropout rates [24]. Neither did technician-delivered telephone support demonstrate advantages over a clinician-moderated online discussion forum in iCBT for social phobia [28], although in the same program, telephone calls facilitated symptomatic improvement and adherence versus automatic reminders only [29]. In an iCBT aftercare program for bulimia nervosa, telephone prompts by a research assistant improved adherence [30], as did telephone support by a technician in iCBT for depression in primary care compared with text-based support [31]. Furthermore, in a trial of patients with treatment-resistant obsessive-compulsive disorder (OCD), scheduled telephone support (STS) reduced dropout rate compared with optional telephone support [32].

Even though STS has improved adherence, it consumes more resources than iCBT as usual and the target group therefore needs careful defining. Several potential factors predict dropout [19], but to the best of our knowledge, no clear-cut criteria for identification of increased dropout risk exist, and no trials have directly studied the effects of extra support in iCBT for depression to aid patients at such risk.

This RCT investigated whether STS added to iCBT as usual enhanced adherence to and effectiveness of iCBT for depression in a sample of patients at high risk for dropping out, (ie, those demonstrating delayed start of iCBT).

We expected that the add-on STS would enhance adherence to treatment, reduce symptoms of depression, and shorten the duration of treatment in patients at risk for dropping out.

Methods

HUS-iCBT as Usual

The department of psychiatry of Helsinki University Hospital (HUS) has developed and is providing nationwide a range of original Finnish-language iCBT programs (further referred to as HUS-iCBTs) for common psychiatric disorders to which all physicians licensed in Finland can refer patients. To receive HUS-iCBT for depression, patients must be diagnosed with a depressive episode (code F32-F33 in International Classification of Diseases 10) and be aged ≥18 years. Exclusion criteria are current alcohol misuse as judged by the referring physician; known diagnosis of schizophrenia or other psychotic disorder, bipolar disorder, serious personality disorder, or neurological or neuropsychiatric disorder that adversely affects the patient’s cognitive performance; or demonstrated, reported, or observed suicidal intentions. However, each referring physician holds primary judicial responsibility for overall treatment and, prior...
to referral, verifies the diagnosis and checks all of these criteria. No pretreatment interview by the therapy provider is thus necessary.

The HUS-iCBT for depression consists of 7 consecutive modules and is 109 pages in total, including texts, videos, illustrations, and assignments. Contents include information on depression and CBT, goal definition, behavioral activation, cognitive restructuring, advice on a balanced life, relapse prevention, and homework. Patients use a secure online identity system to enter the program. They are required to report possible suicidal thoughts. The time schedule of the treatment is flexible, although patients are prompted to progress at a pace of 1 module per week. Active engagement is required, since progress to the next module is prevented if any of the previous module assignments is not completed.

The program sends email prompts for new messages and login reminders. The same internet therapist follows each patient throughout the treatment, and they communicate asynchronously via text-based message board within the therapy program. The therapist sends messages in the beginning, at midtreatment, at the sixth module, and at the end point; patients receive encouragement to write to the therapist any time with their questions or concerns. The therapist comments on the completed tasks, offering praise and support for the patient. The patients receive automatic messages recapitulating the contents of the modules, which are distinguished from the messages sent by therapists. In addition, the patients receive an email prompt if no login occurs for 2 weeks and when they receive a new message. Automatic prompts notify therapists of new messages or in case of any sign of suicidality. When expected progress fails, the therapist tries to contact the patient by a message within 2 to 4 weeks. If the patient still does not appear in the program, the therapist tries to reach the patient by telephone (therapist-initiated telephone calls are not used for other purposes). If the patient remains unreachable by telephone, a letter on paper is sent to uncover the reason for no show.

Study Patients and Design

Large Simple Observational Study

All patients referred to the HUS-iCBT for depression are invited to participate in an ongoing nationwide, low-threshold, flexible–time schedule, observational, routine clinical care study on the effectiveness of HUS-iCBT in depressive disorders (original report under preparation). The only additional criterion for that study is a signed informed consent. All consenting patients (currently 79% of those accepted for the HUS-iCBT) are eligible to participate and are enrolled into that study.

The STS Study

The current study was a subsidiary RCT branch of the observational study described above. Patients participating in the observational study received invitations to participate in the STS study if they had not proceeded in the HUS-iCBT for ≥14 days after their first entry, a delay interpreted as increased risk for dropping out. The patients were enrolled subsequently from September 2015 to October 2016 until the number of participants reached 100. These patients were randomly allocated to either HUS-iCBT as usual plus add-on STS (add-on STS group, n=50) or to HUS-iCBT as usual (control group, n=50) when a 14-day delay was detected, either during or after completing the first module of the treatment. The maximum time span allowed for this study participation since initiation was 6 months.

Add-on STS Intervention

In addition to the standard HUS-iCBT, the add-on STS intervention group received 8 weekly 15-minute telephone calls, the first at the beginning of iCBT and the subsequent calls during each of the 7 modules, without any further calls regardless of patient progress. If necessary (eg, if a patient was reached in a bad moment or asked the therapist to call again), new calls were allowed, amounting to more than the intended 8 calls. During the first call, selection of individual goals took place. The tasks and themes of each module were discussed in the calls that followed each module. Support was individually tailored and followed the principles of the model of supportive accountability [33], which combines elements of motivational theory, organizational psychology, and computer-mediated communication to create a framework for supported computerized treatment. According to this model, combining elements of support and accountability with a legitimized and trustworthy relationship increases adherence. If delays occurred, the prescheduled calls were generally not replaced, although therapists had final judgement over this.

Therapists

All 5 therapists involved in this trial were clinical psychologists employed by HUS and had at least 2 years of work experience with depressed patients. They attended a 1-day training session in HUS-iCBT on the study protocol of the above-mentioned observational study and of the current STS study, the STS methodology, and the International Council for Harmonisation Good Clinical Practice (ICH-GCP) guidelines. Their role included providing feedback on assignments and support with any patient issues. Every 2 months, they participated in a group supervision session, discussing any concerns or issues arising. At any time, the therapists could consult a clinical psychologist with advanced iCBT experience.

All 5 STS therapists were at the same time also providing regular HUS-iCBT for other patients, and in this study, each treated both add-on STS intervention and control groups. Study patients were assigned to each therapist randomly, depending on that therapist’s current workload, resulting in the 5 therapists having 35, 30, 18, 14, and 3 patients.

Outcome Measures

Primary outcome measures were proportion of patients reaching midtreatment (third module) and end point (seventh module). Secondary outcome measures were change (from start to completion or to dropout, with last observation carried forward) in Beck Depression Inventory (BDI) [34] scores and treatment time (in days) from start to end point (or premature discontinuation). The internet-administered BDI has good psychometric properties [35]. The patients completed it online at the beginning, midtreatment, and end point.

At enrollment, all patients completed 6 demographic questions. The rest of the demographic data were collected from the
referrals. The therapists recorded the number and duration of telephone calls. The experienced usefulness was recorded at the end of each module by visual analog scale, where “not at all useful” equaled 0 and “very useful” equaled 10.

Ethics and Legislation

The study followed the ICH-GCP and Finnish national regulations. The study protocol was approved by the Ethics Committee of HUS and by pertinent institutional authorities. After reading a complete description of the study, the patients provided informed consent electronically. The trial was registered at the International Standard Randomised Controlled Trial Number (ISRCTN) registry (ISRCTN55123131).

Statistical Analyses

Primary analyses, based on the intention-to-treat principle, included all patients. Analysis of variance and chi-square tests served to reveal group differences in baseline characteristics and in dropout rates.

Results

Baseline Characteristics

Analyses comprised 50 patients in the add-on STS group and 50 patients in the control group (see Figure 1).

Of 618 patients of the observational depression study, all 618 (100%) were invited to participate in the STS study, which amounts to 77.0% of the 803 patients enrolled during the time period between September 13, 2015, and October 5, 2016. Of
the 618 invited, 576 patients (93.2%) agreed to participate. Of these 576 patients, 476 (82.6%) did not show a 14-day delay in beginning the treatment and were excluded on that criterion. A total of 6 patients of the add-on STS group never received any telephone calls (i.e., did not receive the STS intervention).

No significant differences between groups emerged at baseline (see Table 1). Some patients did not provide several baseline demographic data (marital, educational, and employment statuses and use of medication or sick leave within last 6 months). However, there was no association between missing data and group membership. Interpretations of results concerning primary and secondary outcomes remained the same after controlling for an indicator of nonresponse to these demographic questions.

Table 1. Baseline group characteristics.

<table>
<thead>
<tr>
<th></th>
<th>Add-on STSa (n=50)</th>
<th>Control (n=50)</th>
<th>Total (n=100)</th>
<th>Chi-square (df)</th>
<th>t-testb (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Female, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>34 (68.0)</td>
<td>32 (64.0)</td>
<td>66 (66.0)</td>
<td>0.18 (1)</td>
<td>N/Ac</td>
<td>.67</td>
</tr>
<tr>
<td><strong>Referred from, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary health care</td>
<td>28 (56.0)</td>
<td>23 (46.0)</td>
<td>51 (51.0)</td>
<td>6.50 (5)</td>
<td>N/A</td>
<td>.26</td>
</tr>
<tr>
<td>Private health care</td>
<td>11 (22.0)</td>
<td>15 (30.0)</td>
<td>26 (26.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occupational health care</td>
<td>7 (14.0)</td>
<td>2 (4.0)</td>
<td>9 (9.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student health care</td>
<td>2 (4.0)</td>
<td>5 (10.0)</td>
<td>7 (7.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Specialized psychiatry</td>
<td>1 (2.0)</td>
<td>3 (6.0)</td>
<td>4 (4.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unspecified</td>
<td>1 (2.0)</td>
<td>2 (4.0)</td>
<td>3 (3.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>6 (42.9)</td>
<td>4 (28.6)</td>
<td>10 (35.7)</td>
<td></td>
<td></td>
<td>.85</td>
</tr>
<tr>
<td>Living together</td>
<td>2 (14.3)</td>
<td>2 (14.3)</td>
<td>4 (14.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not married</td>
<td>4 (28.6)</td>
<td>6 (42.9)</td>
<td>10 (35.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>2 (14.3)</td>
<td>2 (14.3)</td>
<td>4 (14.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.85</td>
</tr>
<tr>
<td>Elementary school</td>
<td>1 (7.1)</td>
<td>2 (14.3)</td>
<td>3 (10.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary/vocational</td>
<td>8 (57.1)</td>
<td>7 (50.0)</td>
<td>15 (53.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College/university Bachelor</td>
<td></td>
<td>3 (21.4)</td>
<td>5 (17.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College/university Master</td>
<td></td>
<td>2 (14.3)</td>
<td>5 (17.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.18</td>
</tr>
<tr>
<td>Full time</td>
<td>11 (78.6)</td>
<td>7 (50.0)</td>
<td>18 (64.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Part time</td>
<td>1 (7.1)</td>
<td>0 (0)</td>
<td>1 (3.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>2 (14.3)</td>
<td>6 (42.9)</td>
<td>8 (28.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>0 (0)</td>
<td>1 (7.1)</td>
<td>1 (3.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Medication, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.69</td>
</tr>
<tr>
<td>None</td>
<td>5 (35.7)</td>
<td>4 (28.6)</td>
<td>9 (32.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Presentc</td>
<td>9 (64.3)</td>
<td>10 (71.4)</td>
<td>19 (67.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sick leave within 6 months, n (%)d</td>
<td>9 (64.3)</td>
<td>6 (42.9)</td>
<td>15 (53.6)</td>
<td>129 (1)</td>
<td>N/A</td>
<td>.26</td>
</tr>
<tr>
<td><strong>Age, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>37.40 (12.16)</td>
<td>34.82 (10.99)</td>
<td>36.11 (11.10)</td>
<td>N/A</td>
<td>1.11 (98)</td>
<td>.27</td>
</tr>
<tr>
<td>BDIf at baseline, mean (SD)</td>
<td></td>
<td>21.49 (7.15)</td>
<td>23.33 (10.04)</td>
<td>22.41 (8.75)</td>
<td>N/A</td>
<td>1.04 (96)</td>
</tr>
</tbody>
</table>

aSTS: scheduled telephone support.
b2-tailed t test.
cN/A: not applicable.
dInformation available for 14 patients in add-on STS intervention group and for 14 control group patients.
eAnxiolytic or antidepressant.
fBDI: Beck Depression Inventory.
Since there was a considerable amount of missing data in some of the baseline characteristics, we performed comparisons (using a 2-tailed t test) of depression at baseline (BDI score) between patients that filled in (n=28) and did not fill in (n=72) a separate questionnaire of demographics. There was no difference in depression at baseline between the groups (t_{96}=0.445; P=.66).

No adverse events, such as hospitalization or serious illness, occurred during the study. Altogether, 44 of the 50 (88%) patients in the add-on STS intervention group received the previously scheduled telephone calls (versus a total of 5 patients received optional calls in the control group), as seen in Table 2.

Patients in the add-on STS group reached an average of 3.54 modules, while patients in the control group reached an average of 2.46 modules (see Table 3).

### Table 2. Mean number and duration of telephone calls received.

<table>
<thead>
<tr>
<th>Telephone call characteristics</th>
<th>Add-on STS (n=50)</th>
<th>Control (n=50)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion of patients who received calls, n (%)</td>
<td>44 (88)</td>
<td>5 (10)</td>
</tr>
<tr>
<td>Number of calls per patient, mean (SD), range</td>
<td>4.63 (3.58), 0-11</td>
<td>0.32 (0.99), 0-5</td>
</tr>
<tr>
<td>Average duration of calls (minutes), mean (SD)</td>
<td>13.09 (5.25)</td>
<td>6.20 (2.17)</td>
</tr>
<tr>
<td>Cumulative duration of calls (minutes), mean (SD), range</td>
<td>73.37 (48.95), 5-165</td>
<td>1.95 (6.11), 0-30</td>
</tr>
<tr>
<td>Assessed average therapist time (minutes), n</td>
<td>132</td>
<td>55</td>
</tr>
</tbody>
</table>

*aSTS: scheduled telephone support.

*bMissing values for 9 patients in each group.

*cIn addition to contact time itself, STS takes approximately 4 more minutes for preparation of the call and additional documentation, resulting in a total of 77 additional minutes for STS intervention vs HUS-iCBT as usual.

### Table 3. Module reached by patients in each group during 6 months.

<table>
<thead>
<tr>
<th>Module reached, n (%)</th>
<th>Last module reached, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Add-on STS*</td>
<td>50 (100)</td>
</tr>
<tr>
<td>Control</td>
<td>50 (100)</td>
</tr>
</tbody>
</table>

*aSTS: scheduled telephone support.

### Outcomes

**Adherence (Primary Outcome)**

Of the 100 randomized patients, 21 of the 50 patients in the add-on STS group (42%) and 32 of the 50 patients in the control group (64%) dropped out by midtreatment. Corresponding figures for the end point were 38 of 50 patients (76%) and 47 of 50 patients (94%). The proportion who reached midtreatment and end point favored the add-on STS group significantly (Table 4). Cox regression survival analysis revealed no difference in the timing of dropout between groups (survival curves $\chi^2_2=2.5$, $P=.48$; hazard ratio=1.29, 95% CI 0.64-2.61, $P=0.48$), as shown in Figure 2.
Secondary Outcomes

The BDI-measured change from baseline showed a statistically significant difference also favoring the add-on STS group. This result also remained when analyses were carried out using linear mixed models, which handles missing values more efficiently and without imputing the missing values ($F_{2,30}=3.77; P=.04$). No statistically significant differences emerged for days spent on therapy ($P=.67$).

Table 4. Effects of add-on STS on adherence, depression, and time in treatment.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Add-on STS ($n=50$)</th>
<th>Control ($n=50$)</th>
<th>Chi-square ($df$)</th>
<th>Mann-Whitney test</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reached midtreatment, n (%)$^b$</td>
<td>29 (58)</td>
<td>18 (36)</td>
<td>4.9 (1)</td>
<td>N/A</td>
<td>.045$^c$</td>
</tr>
<tr>
<td>Completed the program, n (%)$^b$</td>
<td>12 (24)</td>
<td>3 (6)</td>
<td>6.4 (1)</td>
<td>N/A</td>
<td>.02$^c$</td>
</tr>
<tr>
<td>Change in BDI$^d$ from baseline$^{ce}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change in BDI from baseline, mean (SD)</td>
<td>3.63 (5.94)</td>
<td>1.06 (4.82)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change in BDI from baseline, median (P25;P75)$^g$</td>
<td>0 (0.0;8.5)</td>
<td>0 (0.0;1.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment time in days$^e$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.67</td>
</tr>
<tr>
<td>Treatment time (days), mean (SD)</td>
<td>136.61 (52.18)</td>
<td>141.36 (48.08)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment time (days), median (P25;P75)</td>
<td>166.95 (96.27;183.00)</td>
<td>161.5 (100.25;183.00)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$STS: scheduled telephone support.
$^b$Primary outcome.
$^c$Last observation carried forward.
$^d$BDI: Beck Depression Inventory.
$^e$Secondary outcome.
$^f$N/A: not applicable.
$^g$25th and 75th percentiles.
Discussion

Principal Results

In patients at risk of dropout during iCBT for depression, add-on STS yielded an increased proportion of patients reaching midtreatment (29/50, 58% vs 18/50, 36%; \( P = .045 \)) and proportion of patients who completed treatment (12/50, 24% vs 3/50, 6%; \( P = .02 \)) compared with the control group. Moreover, depressive symptoms decreased more for those with add-on STS than with HUS-iCBT alone (mean change 3.63 vs 1.06; \( P = .049 \)), but the survival analysis did not reveal any statistically significant differences in survival probabilities, that is, time spent in treatment before dropping out (\( P = .67 \)).

Comparison With Prior Work

Two other RCTs on STS have reported positive results. Notably, both studies used iCBT with no text-based support, meaning that comparison of our results with these previous reports should be undertaken with caution.

Gilbody and coauthors [31] compared STS to iCBT with no STS in primary care patients with depression, reporting improvement in symptom change and a decrease in dropout rate from 71% to 54% at midtreatment and from 90% to 81% at end point in their STS group patients compared with their control group patients with access only to a support helpline. Despite the at-risk population in the current study, our figures seem comparable (drop from 32/50, 64% to 21/50, 42% at midtreatment and from 48/50, 96% to 38/50,76% at end point). Kenwright and colleagues [32], in their iCBT trial comparing STS to patient-initiated calls, reported an STS-induced change from 59% to 14% for early dropout rate and from 64% to 50% for late dropout rate. Their patients, however, suffered not from depression but from OCD. OCD is known to often be difficult to treat and, as a group, patients in that study could thus also be counted as being at risk of dropping out. Nevertheless, due to the differences in population and methodology, the results cannot be directly compared with ours.

Of note, completion of the program does not always indicate treatment success in iCBTs. For instance, in iCBT for depression, there seems to exist a subgroup of patients who benefit rapidly and therefore prematurely discontinue the treatment because it is subjectively perceived as unneeded [36]. In our study, in-depth analysis of reasons and exact time point of dropout could not be performed due to having only 3 measurement points of depression.

Not all RCTs on STS showed the desired results, however. In one depression study [24], patients received either email or STS support added to iCBT, but with no differences in dropout rates. Similarly, adherence did not improve with STS added to email in a headache study by Andersson et al [37], nor did STS demonstrate advantages over a clinician-moderated online discussion forum in terms of adherence in an RCT on social phobia from Titov and colleagues [38]. Interestingly enough, all these negative studies included only unsolicited, self-referred participants. In contrast, we focused only on physician-referred patients (51/100, 51% of them from primary care) whose initiation of iCBT was delayed by \( \geq 2 \) weeks, which was considered a risk of dropping out. These patients may have experienced a special challenge in terms of adherence, since unlike their counterparts in the majority of previous RCTs, they may not always have originally been motivated to use iCBT; they had no contact with a therapist or other research personnel at screening (a contact that might have improved adherence), and they showed a possible lack of engagement at the beginning of iCBT.

The education level of supporting personnel may also matter, but data on this issue are conflicting. In the negative-result depression study by Lindner and colleagues [24], support providers were psychology students, whereas our positive results were achieved with support personnel being certified, experienced clinical psychologists. Nevertheless, positive results also emerged in the depression study of Gilbody and colleagues [31], in which contact personnel comprised telephone support workers. Moreover, STS personnel involved in other (nondepression) conditions differed. Therapists were the support providers in one positive-result OCD trial [32] and in one negative headache trial [37], whereas technicians took this role in the negative-result social phobia trial of Titov and colleagues [38].

In psychotherapy research, researcher allegiance, a tendency to favor certain preferred treatments, is widely discussed [39]. Treatment developers’ trials tend to yield better outcomes than the later research performed by others, probably due to researcher allegiance. One alternative explanation is that developers themselves gain an advantage through their intense clinical and research involvement with the treatment; they become superior in treatment delivery [40]. Gilbody and colleagues [31] attributed their poor outcomes and adherence—results inferior to those demonstrated by treatment developers—to differing means of service provision. Gilbody and his group performed their trial within the Randomised Evaluation of the Effectiveness and Acceptability of Computerised Therapy trial, a large National Health Service–funded program in which treatment provision was decentralized. In contrast, in our setting, the developer of the HUS-iCBT program, which was the Department of Psychiatry of Helsinki University Hospital, was the only nationwide centralized provider of both iCBT and the add-on STS. This may explain our somewhat better-than-expected results.

The mechanism of the desirable effects of STS is uncertain. These effects may result from increased therapist contact time, from the telephone as the medium versus written contact only, or from the proactivity of therapist-initiated scheduled contact. What has been maintained is that increased therapist contact time in iCBT for mood and anxiety disorders correlates strongly with treatment outcome [41]. This association has not always been detectable in reviews, however [24], and has been considered true only up to a certain threshold [42]. Gilbody and colleagues [31] did not describe their average STS time. The STS time in the iCBT study on OCD [32] was 232 minutes versus 178 minutes for the optional contact, which was markedly more than the typical 90 to 150 minutes per patient in iCBT trials [43]. In our study, average added telephone contact time for the add-on STS intervention group was 73 minutes per
patient (versus 2 minutes for the control group). Given the average 55-minute therapist time per patient for HUS-iCBT, SPS means a 2.4-fold increase in contact time. Neither the study by Kenwright and colleagues [32] or by Gilbody and colleagues [31] nor the present one has been a dose-finding trial. We were unable to locate any dose-finding trials on the effects of contact time in added STS in any iCBT program. It therefore remains unclear whether those 54 additional minutes of STS time for OCD or our 73 additional minutes for depression are optimal in terms of adherence or symptomatic improvement in iCBT. Nevertheless, the 2.4-fold increase in resource allocation when weighted against health benefits achieved may be of interest to administrative decision makers.

The telephone as a medium is one of the synchronous contact modes, in contrast to asynchronous contact via written message (usually referred to as minimal contact) in the majority of iCBT studies. Furthermore, unlike text message, a telephone conversation conveys nonverbal voice signals (such as intonation and pausation). Since in these 2 studies [31,32] the control groups received no text-based support, no conclusions can be drawn on the specific role of the telephone as a medium. Moreover, other RCTs comparing telephone support with email support found no differences in treatment outcomes or dropout rates [24,37,38]. The role of the voice contact in iCBTs and the specific mechanisms of action therein remain poorly understood.

Limitations and Strengths

Our sample size was relatively small. Although between-group differences were statistically significant, statistical power was insufficient for subgroup analyses and hence for identification of a subpopulation for optimal therapist resource allocation.

Due to selection of population (patients at risk for dropout in everyday clinical practice), the dropout rate in our study was expectedly high, with 76% (38/50) in the STS group and 94% (47/50) in the control group dropping out, when dropout is defined as those who did not finish the treatment in 6 months. In addition, the patients did not have a strict deadline of 6 months, even though the measurements were conducted at that point. Studies comparing iCBT programs with unselected populations reported a 62% dropout rate in everyday clinical practice and 15% to 25% in RCTs [29]. Our findings underline the difficulties of maintaining adherence in routine clinical care for digital health products that demonstrate impressive results in clinical trials [44]. Nevertheless, the STS in this study showed results comparable to an 82% dropout rate in earlier observational studies on iCBT for depression with unselected population [22]. Therapist effects in our study could not be ruled out, since 2 of altogether 5 therapists treated 63 of the 100 (63%) patients. This small number of therapists is, however, too small for reliable assessment of possible therapist effects [45].

The effect of support may depend on the patient group [46]. We defined the ≥14-day delay prior to the beginning of iCBT treatment as a criterion of dropout risk based on clinical experience, since, to the best of our knowledge, no clear-cut criteria for such risk have yet been defined. This criterion might fit only a certain subgroup of our patients, meaning that the add-on STS intervention was applied for no reason also to a not-at-risk subgroup. Understanding the reasons for patient delay could help to sharpen this criterion, but in our study, data as to the reasons were unavailable.

The HUS-iCBT with add-on STS required 77 minutes more therapist time than did the HUS-iCBT as usual. Cost-benefit analysis of STS was not a subject of this study, so our results are insufficient to inform decision makers on whether to use STS for patients at risk for dropout in routine clinical practice, not to mention for patients at no such risk.

Future Research

Future research should explore in depth possible criteria for those at risk for dropping out to discover optimal contact time with larger populations. Add-on STS in other populations, such as depressed patients who demonstrate no delay in initiation of iCBT or patients with disorders other than depression, is worth studying. Reasons for the delayed initiation of iCBT as well as other predictors of poor adherence call for exploration. Cost-benefit analysis could optimize the use of add-on STS. Add-on STS provided by professional groups of a lower educational level than that of our clinical psychologists also demands exploration.

Our study employed STS added to text-based support, but STS alone should also be a focus of research in populations at risk of dropout to reveal the unconfounded effects of STS as such. Comparison of STS with other support media, such as voice messages (asynchronous contact mode but enriched with nonverbal voice modulations) or chat (synchronous contact but devoid of nonverbal voice modulations), can yield new insights into both the mechanism of action of STS and the practical means to optimize cost benefits of support.

Possible therapist effects should be explored in further iCBT studies with a greater number of therapists with equal caseloads providing STS.

Conclusion

STS added to the usual iCBT appears to improve both adherence and clinical symptomatology in patients with depression at risk for dropout from iCBT, but more research is required to optimize its use.
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Abstract

Background: Physical activity can prolong the ability of older adults to live independently. Home-based exercises can help achieve the recommended physical activity levels. A blended intervention was developed to support older adults in performing home-based exercises. A tablet and a personal coach were provided to facilitate the self-regulation of exercise behavior.

Objective: In line with the Medical Research Council framework, this study aimed to carry out process evaluation of a blended intervention. The objectives were (1) to assess the long-term usability of the tablet adopted in the blended intervention and (2) to explore how the tablet, in conjunction with a personal coach, supported older adults in performing home-based exercises.

Methods: The process evaluation was conducted with a mixed-methods approach. At baseline, older adults participating in the blended intervention were asked to fill out a questionnaire about their general experience with information and communication technology (ICT) devices and rate their own skill level. After 6 months, participants filled out the Usefulness, Satisfaction, and Ease of use (USE) questionnaire to assess the usefulness, satisfaction, and ease of use of the tablet. With a random selection of participants, in-depth interviews were held to explore how the tablet and coach supported the self-regulation. The interviews were double coded and analyzed with the directed content analysis method.

Results: At baseline, 29% (65/224) of participants who started the intervention (mean age 72 years) filled out the ICT survey and 36% (37/103) of participants who used the tablet for 6 months (mean age 71 years) filled out the USE questionnaire. Furthermore, with 17% (18/103) of participants (mean age 73 years), follow-up interviews were held. The results of the baseline questionnaire showed that the large majority of participants already had experience with a tablet, used it regularly, and reported being skillful in operating ICT devices. After 6 months of use, the participants rated the usefulness, satisfaction, and ease of use of the tablet on average as 3.8, 4.2, and 4.1, respectively, on a 5-point scale. The analysis of the interviews showed that the participants felt that the tablet supported action planning, behavior execution, and self-monitoring. On the other hand, especially during the first few months, the personal coach added value during the goal setting, behavior execution, and evaluation phases of self-regulation.

Conclusions: The results of the process evaluation showed that older adults who participated in the study were positive about the blended intervention that was designed to support them in performing home-based exercises. Participants reported that the
tablet helped them to perform the exercises better, more frequently, and safely. It supported them in various phases of self-regulation. The availability of a personal coach was nevertheless crucial. To support physical activity in older adults, a blended approach is promising.

(J Med Internet Res 2020;22(7):e16380) doi:10.2196/16380

KEYWORDS
frail elderly; aged; activities of daily living; exercise; health behavior; telemedicine; mobile devices; tablet computers; usability testing; evaluation

Introduction

Background
As people age, they face a decline in daily functioning and mobility [1,2]. Physical activity can delay the onset and slow the decline associated with aging [3,4]. Older adults who exercise on a regular basis can prevent impairments and remain self-reliant for a longer period of time [5,6]. Accordingly, various community centers around the world offer senior citizens the opportunity to participate in group-based exercise classes under the guidance of an instructor [7-9]. For instance, in the Netherlands, over 400,000 older adults participate in the weekly activities of “More Exercise for Seniors” (“Meer Bewegen voor Ouderen,” which is abbreviated as MBvO in Dutch). Despite the popularity of this program, its effects on physical health are limited. A previous study has shown that older adults who participate once a week in the exercise classes, do not achieve a higher health-related quality of life or an increased ability to perform daily tasks [10]. In order to capitalize on the health benefits of physical activity, the frequency, intensity, and duration of exercises have to be sufficient [9,11].

Older adults can increase the level of physical activity by doing exercises at home, either as an independent program or in conjunction with group-based classes [12-16]. The latter approach combines the motivational aspects of exercising along with peers with the flexibility of a home-based exercise program that is tailored to individual needs. However, in the absence of an instructor, older adults may have adherence and safety concerns about home-based exercises [17]. The use of mobile technology (mobile health [mHealth]) can help overcome these issues by providing detailed instructions, offering tailored programs, and tracking progress [18-23] for individuals, including older adults [24,25].

Development of a Blended Intervention
In order to enhance community-based exercise programs like MBvO, a blended intervention was developed as part of the MOTO-B (Motivating Technology for Older Adults’ Behavior) and VITAMIN (VITal AMsterdam older adults IN the city) research projects. The aim of the intervention was to support older adults in performing home-based exercises. In line with the self-determination theory [26,27], the intervention was conceived to increase competence and stimulate the autonomy of older adults, but at the same time, to maintain relatedness with peers [17]. The intervention consisted of a home-based exercise program that was supported by a tablet and a personal coach, and could be followed alongside community-based exercise programs or other sport activities.

Objective
According to the UK Medical Research Council (MRC), complex interventions need to be evaluated systematically [28]. Three different types of evaluations can be distinguished as follows: (1) assessing the feasibility, (2) assessing the effectiveness, and (3) understanding the underlying change process.

First, prior to assessing effectiveness, feasibility should be investigated thoroughly. For the blended intervention described here, a previous usability study that was conducted in a laboratory showed that older adults (age ranging from 69 to 99 years) who used the app for the first time during a 45-minute session could operate it without any relevant problems [29], suggesting that the blended intervention is feasible. However, a more thorough evaluation is needed to account for the long-term use in a real-world setting. The usability of mHealth apps is often not tested sufficiently, thereby limiting their effectiveness [30,31].

Second, the effectiveness of a complex intervention can be assessed with randomized controlled trials (RCTs). To assess the effectiveness of the blended intervention in terms of health outcomes, a trial study is currently ongoing and will be reported in the future elsewhere [32].

Third, an explorative process evaluation can provide insights into the underlying change process. By exploring the mechanisms of action, a process evaluation is a valuable extension of effectiveness studies. The aim of this study was to conduct such an evaluation. The objectives were as follows: (1) to assess the long-term usability of the tablet in a real-world setting and (2) to explore how the tablet, in conjunction with a personal coach, supported older adults in performing home-based exercises.

Methods

Intervention
The intervention consisted of two components to support older adults in performing exercises at home. The first component was the tablet containing a custom-developed app that was designed to ensure behavior change by facilitating self-regulation. Self-regulation is the process of consciously guiding one’s own behavior in order to achieve goals. In particular, behavior change techniques that support goal setting, action planning, behavior execution, self-monitoring, and evaluation appear to be important for the self-regulation of behavior [33-35]. Figure 1 presents a schematic representation. The app supported self-regulation by allowing older adults to...
set goals, tailor a weekly schedule to their individual needs, and watch video instructions. It also tracked their progress and facilitated remote guidance by a personal coach. An elaborate description of the app and its theoretical underpinning have been presented previously [36].

The second component of the intervention was counselling. Each participant was appointed a personal coach. The coach paid house visits, helped the participants to get acquainted with the tablet, and counselled, either remotely or face-to-face, the participants in setting up and following the tailored exercise schedule. The coaches were third- and fourth-year physical therapy bachelor students. Prior to taking on their responsibilities, the coaches received a 2-week training on functional exercises, good clinical practice, and e-coaching by faculty staff members. Furthermore, during their 6-month internship, they received weekly supervision from faculty staff members. When the responsibilities of a coach ended at the end of a teaching semester, ongoing cases were transferred to a new coach. As a result, participants received in sequence counselling by two personal coaches during a 6-month period. The complete details of the intervention have been reported previously [32].

Figure 1. Behavior change through self-regulation.

Study Design and Participants

An RCT was conducted to assess the effectiveness of the blended intervention in terms of health outcomes. Older adults were recruited from the surroundings of Amsterdam, the Netherlands, through postal mailing and local community-based centers offering weekly exercise programs. Applicants were included in the trial if they met the following criteria: (1) age 55 years or older, (2) ability to understand the Dutch language, and (3) absence of specific cognitive or physical impairments. The protocol that describes the RCT has been published, including detailed methods, inclusion criteria, measurement procedures, and interventions [32].

To increase the fidelity of the trial, an additional nested mixed-methods study was set up (described in this paper) by administering questionnaires to the participants who received a tablet and coaching, as well as conducting follow-up interviews among a random selection of those participants [37].

Measurements

Before commencing the intervention, at baseline, the trial participants filled out a three-item questionnaire about their general experience with information and communication technology (ICT) devices, such as computers, smartphones, and tablets. To assess the long-term usability of a tablet (objective 1), after 6 months, participants who received a tablet were asked to fill out a usability questionnaire that was based on the Usefulness, Satisfaction, and Ease of use (USE) questionnaire [38]. The first part of the questionnaire consists of a statement with the following five response options: strongly disagree, disagree, neither agree or disagree, agree, and strongly agree. The second part of the questionnaire contains three general questions about tablet use in the past 6 months, whether participants would recommend the tablet to friends, and an item participants could use for general remarks. All questionnaires were administered by paper and pencil in the Dutch language.

Furthermore, to explore how the tablet, in conjunction with the coach, supported the self-regulation of exercise behavior (objective 2), 18 participants were randomly selected for an in-depth interview. The interview questions were previously piloted among two participants. The interviews were conducted in a home setting, were held in Dutch, and lasted for about 45 minutes. All interviews were recorded.

Analysis

The questionnaires were processed with double-entry verification. For usefulness, satisfaction, and ease of use, separate mean scores were calculated. The mean scores could range from 1 (very low) to 5 (very high). The interviews were transcribed verbatim and subsequently double coded by two researchers. The directed content analysis method was used to explore how the participant’s experience related to the five key constructs of self-regulation that the intervention was based upon (goal setting, action planning, behavior execution, self-monitoring, and evaluation). Directed content analysis was deemed more appropriate than conventional content analysis, because of the focus on existing theoretical constructs [39-41]. To minimize differences in interpretation, first calibration sessions were held. Subsequently, both researchers coded all...
the transcripts independently with the key constructs of self-regulation and then compared the results. Differences were resolved via discussion. In the rare case no interrater consensus was reached, the first author settled the dispute.

**Results**

**Questionnaire About ICT Experience and Skills**

In total, 224 older adults with a mean age of 72 years (SD 7 years; 71% female) participated in the RCT at baseline. The questionnaire about the prior use of ICT devices and self-reported skill level was filled out by 29% (65/224) of the participants, of which 72% (47/65) were female. Their mean age was 71 years (SD 5.8 years). The tablet was one of the most popular devices among the participants. A large majority of the participants used this device several times a week. See Table 1 for the results.

Most participants rated themselves as somewhat skilled with ICT devices. Specifically, 6% (4/65) of the participants rated themselves as very unskilled, 2% (1/65) as unskilled, 38% (25/65) as somewhat skilled, 40% (26/65) as skilled, and 6% (4/65) as very skilled.

**Table 1. Prior use of information and communication technology devices (N=65).**

<table>
<thead>
<tr>
<th>Device</th>
<th>Use, n (%)</th>
<th>Never</th>
<th>Rarely&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Sometimes&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Regularly&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Often&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personal computer</td>
<td></td>
<td>17 (26%)</td>
<td>1 (2%)</td>
<td>3 (5%)</td>
<td>8 (12%)</td>
<td>24 (37%)</td>
</tr>
<tr>
<td>Laptop</td>
<td></td>
<td>17 (26%)</td>
<td>3 (5%)</td>
<td>3 (5%)</td>
<td>7 (11%)</td>
<td>25 (39%)</td>
</tr>
<tr>
<td>Tablet</td>
<td></td>
<td>16 (25%)</td>
<td>2 (3%)</td>
<td>3 (5%)</td>
<td>3 (5%)</td>
<td>35 (59%)</td>
</tr>
<tr>
<td>Smartphone</td>
<td></td>
<td>13 (20%)</td>
<td>0 (0%)</td>
<td>2 (3%)</td>
<td>3 (5%)</td>
<td>41 (63%)</td>
</tr>
<tr>
<td>Mobile phone&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td>25 (39%)</td>
<td>1 (2%)</td>
<td>2 (3%)</td>
<td>5 (8%)</td>
<td>14 (22%)</td>
</tr>
</tbody>
</table>

<sup>a</sup>The values of individual items are less as some items were skipped by the participants.

<sup>b</sup>Once a year or less.

<sup>c</sup> Few times a year.

<sup>d</sup> Few times a month.

<sup>e</sup> Few times a week.

<sup>f</sup> Device without touchscreen.

**Usability Questionnaire**

The usability questionnaire was filled out by 36% (37/103) of the participants who had used the tablet for 6 months, of which 60% (22/37) were female. The mean age was 71 years (SD 5.1 years). The questionnaire had excellent internal consistency with Cronbach α of .89. The internal consistencies for the subscales were as follows: usefulness, .82; ease of use, .89; and satisfaction, .71.

Participants indicated that they found the tablet very useful (item 1) and it helped them to perform their exercises better (item 3) and safely (item 4). They were, however, neutral about how this affected their daily lives (item 6 and item 7). Overall, they were satisfied with the tablet and found it easy to use. Table 2 presents the results of the USE items. Finally, 68% (25/37) of the participants indicated that they would recommend the tablet to friends. Participants who indicated that they would not recommend the tablet provided varying reasons like “it didn’t work properly;” “I don’t need it to be active;” or “it’s too noncommittal.”
Table 2. Scores of usefulness, ease of use, and satisfaction items (5-point Likert scale) (N=37).

<table>
<thead>
<tr>
<th>Questionnaire itema</th>
<th>Scoreb, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Usefulness</strong></td>
<td></td>
</tr>
<tr>
<td>1. The tablet is useful.</td>
<td>3.8 (0.6)</td>
</tr>
<tr>
<td>2. With the tablet, I can follow an individual exercise program that suits me.</td>
<td>4.5 (0.6)</td>
</tr>
<tr>
<td>3. The tablet helps me to perform my exercises better.</td>
<td>4.0 (0.7)</td>
</tr>
<tr>
<td>4. With the tablet, I can perform exercises safely.</td>
<td>4.2 (0.7)</td>
</tr>
<tr>
<td>5. The tablet helps me to perform exercises more often.</td>
<td>3.9 (0.9)</td>
</tr>
<tr>
<td>6. Since using the tablet, I have a more active life.</td>
<td>3.8 (1.1)</td>
</tr>
<tr>
<td>7. The tablet supports my daily activities.</td>
<td>2.9 (1.0)</td>
</tr>
<tr>
<td>8. The tablet has everything I need to be physically active.</td>
<td>3.6 (1.1)</td>
</tr>
<tr>
<td>9. The information about the exercises is understandable.</td>
<td>4.4 (0.6)</td>
</tr>
<tr>
<td><strong>Ease of use</strong></td>
<td></td>
</tr>
<tr>
<td>10. I learned to use the tablet quickly.</td>
<td>4.2 (0.6)</td>
</tr>
<tr>
<td>11. I easily remember how to use the tablet.</td>
<td>3.9 (1.1)</td>
</tr>
<tr>
<td>12. I am capable of using the tablet.</td>
<td>4.3 (0.9)</td>
</tr>
<tr>
<td>13. I can use the tablet without any help.</td>
<td>4.2 (0.8)</td>
</tr>
<tr>
<td>14. I understand how the tablet operates.</td>
<td>4.3 (0.7)</td>
</tr>
<tr>
<td>15. I can easily find what I am looking for on the tablet.</td>
<td>4.2 (0.9)</td>
</tr>
<tr>
<td>16. The tablet is easy to use.</td>
<td>4.4 (0.7)</td>
</tr>
<tr>
<td>17. Using the tablet is effortless.</td>
<td>4.4 (0.5)</td>
</tr>
<tr>
<td><strong>Satisfaction</strong></td>
<td></td>
</tr>
<tr>
<td>18. I am satisfied with the tablet.</td>
<td>4.1 (0.6)</td>
</tr>
<tr>
<td>19. The tablet is pleasant to use.</td>
<td>4.2 (0.7)</td>
</tr>
<tr>
<td>20. The tablet is fun to use.</td>
<td>4.1 (0.8)</td>
</tr>
<tr>
<td>21. I am going to keep on using the tablet.</td>
<td>4.0 (0.7)</td>
</tr>
<tr>
<td><strong>Miscellaneous</strong></td>
<td></td>
</tr>
<tr>
<td>22. Family and friends believe I should use the tablet.</td>
<td>4.0 (1.1)</td>
</tr>
<tr>
<td>23. The trainer/coach believes that I should use the tablet.</td>
<td>1.9 (0.9)</td>
</tr>
</tbody>
</table>

aTranslated from Dutch.
bThe minimum score is 1, and the maximum score is 5.

Interviews

In total, 17% (18/103) of the participants who used the tablet for 6 months were approached for a follow-up interview. One participant declined without giving a specific reason. The interviews were conducted with the remaining 17 participants, of which 53% (9/17) were female. Their mean age was 73 years (SD 7.0 years). The results of the interviews are described below according to the following five phases of self-regulation: goal setting, action planning, behavior execution, self-monitoring, and evaluation.

Goal Setting

Goal setting involves the process of determining the objective a person aspires. Setting goals was the departure point of the blended intervention. The tablet was designed to support the participants by letting them rank a set of daily activities and subsequently formulating their goals. It was also the main topic of the first two meetings with the coach.

The participants’ goals varied greatly (ie, from decreasing backache to improving balance). For some participants, the goal was not to improve physical health but to maintain it. Occasionally, participants formulated the goals with only the tablet, but most participants first consulted with the coach to explore related issues and translate top-level goals to specific and challenging, but realistic and measurable, goals. The attention the coach paid to the individual situation of the participant was appreciated. For instance, participants commented as follows:

…then we looked what is useful for me, what will help me to improve?... well, this was decided in consultation. [Participant #14]
I believe it is important that the coach kept in mind: what does this person want to achieve? [Participant #6]

well... they asked me about everything... which problems do I face? [Participant #1]

In summary, the tablet, in conjunction with the coach, supported the participants in setting goals. The sensitivity of the coach for the personal circumstances was valued by the participants.

**Action Planning**

Action planning involves the process of making a plan regarding how the goals will be achieved. After determining the goals, participants could draw up a personal exercise schedule on the tablet. They could select functional exercises that would increase balance, strength, flexibility, and endurance. Each exercise was available in three variations that differed in difficulty.

The choice of different exercises was valued. For instance, participants commented as follows:

... then you always can choose your own exercises. I think it is great you have a lot of choice. [Participant #4]

That’s good. Then I can adjust it entirely to my own needs. [Participant #6]

Some participants commented that customizing the exercise schedule was not easy to do, either because of technical limitations of the tablet or because of limited knowledge about the benefits of each exercise. In those cases, the coach was available to help. For instance, participants commented as follows:

...well, which exercise should you choose? ... that I could do this together with my coach was very effective. [Participant #4]

with his help I had in no time an entire exercise program. [Participant #3]

The weekly overview of planned exercises helped the participants to be physically active. The majority of participants exercised daily. They commented that this was due to the intervention as follows:

I am chaotic and have no discipline, this helped me a lot! [Participant #17]

I do the exercises every day at home. I did not do that before. [Participant #13]

now I am consistently doing exercises, every day. Actually, because of this [tablet]. [Participant #10]

When asked about the underlying reason for this, they mentioned different aspects. Several participants indicated that the tablet provided them structure to build a routine. For many, this was doing the exercises at a fixed time of day, generally in the morning. Participants commented as follows:

before taking a shower and getting dressed, first those exercises. A fixed structure, that helped. [Participant #2]

...well, that rhythm is a good feeling. [Participant #15]

Others commented that the exercises were more integrated in their daily activities as follows:

...sometimes I also do the exercises as I go; then I walk step by step back into the living room after a visit to the bathroom. [Participant #11]

...I do the exercises in between times. I stand on one leg when I am brushing my teeth for instance. Well, I kind of integrate it. [Participant #14]

Besides providing structure, some participants mentioned that the tablet also acted as a cue to action as follows:

...when I sit down and see it [tablet] I think ‘ah, a reminder! [Participant #16]

In summary, participants felt that the blended intervention supported them in action planning. It provided them with structure to develop a routine. Several participants indicated that it helped them to do exercises daily, a frequency they previously did not achieve. They valued the possibility to personalize the exercise schedule to their own needs. The help of the coach was essential for some participants.

**Behavior Execution**

Behavior execution involves performing the actual behavior that should lead to achieving the goals. The tablet was designed to support this by various features like giving an overview of today’s exercises, providing background information about each exercise along with video demonstrations, and providing a countdown timer or the ability to modify each exercise with three parameters (duration, number of repetitions, and intensity level).

Participants found the daily overview of exercises to be useful. It provided them in a brief glance which exercise had to be performed today and with what duration, repetition, and intensity level. The countdown timer was used especially in the beginning when participants had to familiarize themselves with the exercise routine. The same applied for the video demonstrations. It helped them to see how the exercises could be performed correctly.

For instance, participants remarked as follows:

...but I did need it [video demonstration] to do it [the exercise] in the correct manner. [Participant #6]

...that was nice, I could perform the exercises better this way. [Participant #7]

Additionally, attention to safety was valued, with the following statements:

the exercises are safe. Well, at least a lot safer than riding a bike. Biking is dangerous. [Participant #12]

...yes, attention was paid to this [safety]. That you had to hold on to something, when you stand on one leg, for instance. [Participant #6]

One of the participants stressed the benefit of using a tablet for the instructions as follows:

I can write it down, but it’s nice to have visual image of what is meant…. instructions written down are always subject to different interpretations. I think, as
it has been done now, is very instructive. [Participant #4]

Nevertheless, numerous participants mentioned that the additional instructions of the coach were also valuable as follows:

*I also asked the coach, “am I doing it right?” He said “yes, that’s right” or “you have to do it like this and that”. [Participant #11]*

*...that was nice. Sometimes he would demonstrate the exercise, or I would demonstrate it and ask him if I was doing it correct. [Participant #6]*

The coach also helped participants modify exercises if they were struggling with limitations or wanted more of a challenge. The latter was often needed. Many participants stressed that the exercises were too easy, despite the possibility to increase the difficulty level with the tablet. Apparently, this was not sufficient for numerous participants. An illustrative remark was as follows:

*...yes, I can say that I wished they were a bit more challenging. [Participant #10]*

Some felt very strongly about this. For instance, a participant remarked as follows:

*Look, I believe these exercises are meant for people who are in a retirement home and, more or less, don’t do anything the entire day. [Participant #15]*

Two participants indicated that they stopped doing the exercises because of this reason. Others found creative ways, together with their coach, to increase the intensity level, for instance, by increasing the repetitions, skipping breaks, or adding weight. For instance, a participant commented as follows:

*...such as the exercise with shopping bags… I added dumb-bells to it, now it’s really challenging. [Participant #10]*

Finally, as participants developed a routine, they relied less on the tablet and on the coach for performing the exercises. Some participants kept on having the tablet in sight during the performance of the exercises, while others merely glanced at which exercises had to performed today and then executed them without the tablet. Watching the video demonstrations or using the countdown timer was not needed anymore. In some cases, participants even did all the exercises by heart, and one participant mentioned the following:

*... I can do the exercises when I am at work, in between times. I just count the exercises myself. [Participant #8]*

When asked about the necessity of a coach, most of the participants felt that after 2 or 3 months, the coach’s help was not needed anymore.

In summary, the video demonstrations and countdown timer helped the participants to perform the exercises safely and correctly, especially during the early stages of the intervention. The coach played an important role in adapting the exercises to meet the capacity of the participants, as many of them sought a bigger challenge. In time, the participants developed a routine and performed the exercises more autonomously.

**Self-Monitoring**

Self-monitoring involves the process of keeping track of one’s progress. The tablet was designed to support this by letting users tick off exercises that had been completed. In a weekly overview, users could see which exercises had been done and which had not been done. Additionally, a progress bar indicated how many exercises still had to be done today and for the current week. Furthermore, the coach could remotely monitor the progress of the participants.

The moment at which participants ticked off exercises varied. Some did this directly after completing the exercises, whereas others did it at the end of the day. The majority of participants felt that keeping track in this manner gave them insights into their own behavior and was motivating. For instance, one participant made the following statement:

*...for me it’s very easy… it gives insight and lets me follow what I have done. [Participant #9]*

Remarkably, various participants expressed that the mere action of ticking off exercises was not only easy but also rewarding. It left them with a feeling of accomplishment. For instance, one participant made the following statement:

*...look, in the end you want to finish off your list. [Participant #8]*

However, the progress bar, which indicated how many exercises were completed, was hardly used. Many participants did not seem to have noticed this feature, indicating a usability issue. A couple of participants also expressed the desire for more advance features to investigate their progress, like graphs and tables.

Several participants mentioned that remote monitoring by the coach was an important factor for them to keep doing the exercises. For instance, some participants remarked as follows:

*...the tablet motivates me, but…I must say, I think this is also because…that it is being monitored. [Participant #7]*

*...I think it helps… there is someone keeping an eye on you. [Participant #14]*

*you are participating in study, you want to show that you are cooperating. [Participant #10]*

On the other hand, other participants indicated that this was not the case for them. They would keep doing the exercises if there was no coach involved.

In summary, keeping track of progress with the tablet was easy and motivating. Ticking off completed exercises was experienced as rewarding and gave participants insights into their progress. For some participants, the fact that they were remotely being monitored was motivating, while for others, the social presence of a coach was not important.

**Evaluation**

Evaluation involves the process of reflecting on the effort and the progress that has been made in relation to the goals that
were set out to be achieved. First, the tablet was designed to support the evaluation process by letting participants rate each exercise on three aspects (effort, complexity, and enjoyment). Second, either via video calls on the tablet or with face-to-face meetings, the participants had the opportunity to reflect on the progress together with their personal coach.

The ability to rate exercises with the tablet was superfluous according to several participants. The need to evaluate each exercise after completion seemed tedious. One participant made the following statement:

Well, look. This bothers me. I think ‘come on guys. Everything is so easy and simple. For me there is no difference in it [the effort, complexity or enjoyment of the various exercises]. [Participant #2]

Some participants suggested that it would have been better if they could rate exercises on a weekly basis instead of on a daily basis or only when they felt the need to do so. In contrast, the participants were more positive about the evaluation with the coach. They felt that it helped them to identify issues. Several participants mentioned, however, that toward the end of the 6-month intervention, the coaching was not needed anymore.

Finally, some participants reported that they experienced an improvement in vitality. They found themselves to be in a better shape than before and attributed this to the blended intervention. One participant made the following comment:

…yes, I now really get up without any backache, although this was previously the case. The pain returns in the evening when I am tired, but in the morning it’s different. That is a huge benefit. [Participant #5]

Others did not notice an improvement, despite performing exercises, but also expressed more modest expectations. Maintaining their health status was more important than achieving progress for them, as indicated by the following remarks:

Do I notice an improvement in the gym? No. But if I don’t do my exercises for a week or two…then I can notice the difference. [Participant #6]

I notice, I am 85, that I am declining… my goal is to stay steady. [Participant #4]

Another participant mentioned the following:

…when you are 18 you can expect to keep on getting better, but for me, after one year I am even more old again… Can I perform some exercises that I couldn’t do before? Sure. In that sense there is progress. But it isn’t so that I am going to keep on improving. [Participant #16]

When asked if they would like to keep the tablet for exercising, the vast majority of participants expressed the wish to do so, regardless of whether they notice an improvement.

In summary, the blended intervention supported participants in evaluating their progress. Specifically, the conversations with the coach were responsible for this. Overall, the participants evaluated the blended intervention to be useful. Some felt that their health improved, but others did not have this feeling. Nevertheless, almost all participants indicated that they wanted to continue their exercise routine with support of the tablet.

Discussion

The Value of the Blended Approach

The objectives of this study were to assess the usability of the tablet and how it supported older adults in performing home-based exercises, in conjunction with a personal coach. A previous usability study showed that first-time users (age ranging from 69 to 99 years) could successfully complete various predefined tasks on the tablet during a 45-minute session in a laboratory [29]. This study extends those findings by showing that the tablet can be not only successfully operated in a standardized setting for a short period of time, but also useful, satisfying, and easy to use within the context of exercising at home during daily life for an extensive period of time. The participants indicated that the tablet allowed them to follow a tailored exercise program that suited them. It also helped them to perform the exercises more often, better, and safely. From the perspective of older adults, it can be concluded that the use of the tablet successfully supported them in their exercise behavior.

The interviews revealed a more detailed view on the underlying processes. The tablet was useful in developing an exercise routine. The tablet supported the participants in action planning and behavior execution by providing them with a tailored schedule that gave structure and video instructions demonstrating the appropriate behavior. Furthermore, ticking off exercises as a simple form of self-monitoring appeared to be motivating. On the other hand, the interviews revealed that the personal coach played an essential role. The interactive and social nature of coaching was especially useful during the self-regulation phases of goal setting and evaluation. The ability to interact with users in this manner is yet to be achieved by a virtual coach or avatar [24,42,43]. In addition, although the tablet allowed users to tailor the exercise program to their own needs, the exercises in the app did not sufficiently match the needs of the participants. The expertise of the coach was crucial for adapting the exercises to accommodate preferences. Finally, the presence of the coach in the form of remote monitoring was motivating for some participants. These findings are in line with other research showing that physical activity interventions incorporating access to a remote expert for advice and social support tend to be effective [34,44,45]. This study indicates that the coach might, in particular, be beneficial during the initial period, when participants familiarize themselves with the intervention and develop a routine.

Improvements

Although the participants were overall positive about the blended intervention, the evaluation also revealed several possibilities to improve the intervention. First, fit older adults should be able to add more challenging exercises to their schedule. Taking into account the preferences of some older adults, adding support for outdoor activities to the tablet would be enriching. For instance, a map with walking trails in the vicinity could stimulate older adults in achieving daily physical
activity. Second, the tablet should offer more detailed reports of user progress (e.g., graphs that display long-term trends). Some participants requested such a feature. Third, the extent participants relied on a coach varied from person to person. Owing to the protocol of the RCT, coaches contacted the participants with a fixed frequency. When the intervention is implemented in practice, the intensity of counselling should be tuned to the preferences of individuals. Presumably, some older adults will extensively make use of counseling, while others will merely limit it to initial support.

Study Limitations
The aim of the blended intervention was to support older adults in performing home-based exercises. Questionnaires as well as interviews showed that older adults felt that the intervention accomplished this. However, an underlying assumption of the intervention was that regularly performing exercises would support older adults in their daily activities and lead to an active lifestyle and an increase in their vitality. The interviews showed mixed results on this topic, and no support was found for these assumptions from the questionnaires. More challenging exercises or a more comprehensive approach for the vitality of older adults might be needed for such secondary effects; however, the effectiveness of such strategies is also debatable [46-50].

The results of the questionnaires have to be interpreted with caution though. All older adults who participated in the clinical trial were given at the start of the trial a questionnaire about their prior experience with ICT devices. Only 65 of the 224 trial participants completed this baseline questionnaire. Furthermore, the 6-month trial had a 18% drop-out rate. Among the remaining 103 older adults who were part of the group that received a tablet, only 37 filled out the USE questionnaire about the usability of the tablet. The usability results may therefore be biased. Perhaps only participants who had a positive experience with the tablet filled out the usability questionnaire. We do not, however, think this is plausible. First, the baseline questionnaire had a high rate of nonresponses. This fact cannot be explained by a negative experience with tablet use in the blended intervention. The participants were yet to embark on the intervention when filling out the baseline questionnaire. The high nonresponse rate for both the questionnaires might have been caused by the numerous tests that were administered by the researchers as part of the larger clinical trial [32]. The testing procedure, including body measurements, took half a day. This might have led to fatigue, causing participants to skip questionnaires. Second, the positive evaluation based on the questionnaire is in line with the results from the interviews. Although the sample size of the interviews was small, it was not susceptible to selection bias. The interviews were based on random selection of participants. Only one participant declined to be interviewed. Therefore, the sample that was drawn for the interviews can be considered to be representative of the older adults participating in the intervention. The previous usability study among first-time users and the questionnaires and interviews of this study all point in the same general direction of a favorable evaluation.

The extent to which the findings can be generalized to older adults in general is a different issue. The baseline questionnaire showed that prior use of tablets was high among the participants. Studies have shown that among older adults, tablets are easier to operate than smartphones or personal computers owing to the large touchscreen [51-53]. This was one of the reasons to choose a tablet as the delivery device for the blended intervention [36]. The usability of tablets can also explain the increasing popularity of tablets among older adults. In the United States, tablet ownership among adults aged 65 years or older rose from 1% in 2010 to 32% in 2016 [54]. In the Netherlands, a similar trend has taken place, where tablet ownership among those aged 65 to 75 years grew from 28% in 2012 to 60% in 2016 [55]. In this light, the prior use of tablets among the participants of this study is representative of the larger population. Nevertheless, perhaps only older adults with a positive attitude about ICT in general or a tablet in particular signed up to participate in the blended intervention. More research is needed to assess how a wider range of older adults will experience a physical activity intervention that incorporates the use of tablets.

Conclusion
A mixed-methods process evaluation showed that older adults are positive about a blended intervention designed to support them in performing home-based exercises. Participants rated the adoption of a tablet as useful, satisfying, and easy. They indicated that it helped them to perform exercises better, more frequently, and safely. It supported them in various phases of self-regulation. The interactions with a personal coach strengthened this by offering deeper reflection and more fine-grained tailoring during the earlier stages of the intervention. A blended approach appears to be a promising strategy for delivering physical activity interventions in older adults.
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Abstract

Background: Web-based self-management programs have the potential to support patients with cardiovascular disease (CVD) in their self-management (eg, by focusing on behavior change and improving physical activity). The intervention mapping framework was used to develop a web-based program called Vascular View. The Vascular View program contained 6 modules (coping with CVD, setting boundaries, lifestyle, healthy nutrition, being physically active, interaction with health professionals) aiming to increase self-management behavior by tailoring to the perceived problems and (support) needs of patients after CVD.

Objective: The aim was to test the effectiveness of Vascular View before embarking on a full-scale randomized clinical trial (RCT) by evaluating the potential effectiveness and effect sizes of the Vascular View program and identifying outcome measures most likely to capture the potential benefits.

Methods: An explorative RCT was performed. Both control and intervention groups received care as usual and, in addition, the intervention group received 12 months of access to a web-based self-management program. Assessment occurred at baseline, 6 months, and 12 months. Outcome measures included general patient-reported outcome measurements: Illness Perception Questionnaire (IPQ), Rand-36, Patient Activation Measure, and patient self-efficacy. Module-specific patient-reported outcome measurements were Beliefs about Medicines Questionnaire, International Physical Activity Questionnaire, Dutch Healthy Diet Index, Fagerström Test for Nicotine Dependence (FTND), Alcohol Use Disorders Identification Test, and Perceived Efficacy in Patient-Physician Interaction. Linear mixed models for repeated measures using intention-to-treat and per-protocol analysis were applied to study differences between the patients in the intervention and control groups. Floor and ceiling effects were explored to give insight into the outcome measures most likely to capture the potential benefits.

Results: A total of 105 patients in the control group and 103 patients in the intervention group participated in the study. A positive direction of change between baseline and 12 months was shown for most outcome measurements in favor of the intervention group, of which 2 out of 10 outcomes showed a significant effect: attribution of cause of the disease to risk factors and immunity factors (IPQ) and dependency of nicotine (FTND). Floor and ceiling effects were seen in the IPQ, Rand-36, and the self-efficacy questionnaire.


Conclusions: No conclusion for the efficacy of the Vascular View program or selection of outcome measurements can be taken yet. A process evaluation will be conducted to gain thorough insight into the working elements of the program, patient needs in eHealth, and the use of the program by patients. This can determine for whom web-based self-management programs will work and help to adapt the program.

Trial Registration: Dutch Trial Register NTR5412; https://www.trialregister.nl/trial/5303

International Registered Report Identifier (IRRID): RR2-10.2196/resprot.6352
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Introduction

Cardiovascular diseases (CVDs) are the leading cause of death worldwide, and survivors of CVD are at high risk for a secondary CVD event [1]. Prevention of secondary CVD events can be influenced by focusing on the interaction of behavioral risk factors (lifestyle components), metabolic risk factors (hypertension, high blood glucose levels, raised blood lipids, and overweight), and other risk factors (eg, advancing age, sex, stress, and depression) [1]. Managing these factors poses high demands on patient self-management skills. Despite support from health care professionals, patients have trouble managing their CVD and its consequences in daily life themselves [2]; they experience disease-related problems such as dealing with the symptoms, treatment, physical and psychological consequences, and recommended lifestyle changes.

Self-management of chronic illness has been widely recognized as a way to support patients in achieving the best possible quality of life with their chronic condition [3,4]. Secondary prevention programs targeting self-management through risk factors and (lifestyle) behavior change have been associated with reduced mortality, reduction of repeated cardiac events, and improved health-related quality of life [5,6]. However, attendance rate in cardiac rehabilitation programs remains less than 50% worldwide [7,8] due to barriers like lack of transportation, embarrassment of participation, a dislike of group environments, and work or domestic commitments [9,10]. The use of web-based self-management programs could be a remedy to these barriers, since these programs have the potential to reach a large group of patients and diminish barriers because of the possibility of accessing programs anytime and anywhere and providing anonymity. Buys and colleagues [11] found that patients with CVD showed a high interest in support through the internet (77%) and mobile phones (68%).

Recent systematic reviews have shown the high potential of electronic health (eHealth) interventions for CVD prevention [12-15]. Widmer and colleagues [14] demonstrated significant reduction on CVD outcomes due to digital health interventions (relative risk –0.61, 95% CI 0.46-0.80; P<.001; I²=22%). Another systematic review studied behavioral change by using mobile health interventions: studies aiming to improve physical activity (n=2) or medication adherence (n=3) showed positive effects, but no effects were seen in studies aiming to decrease smoking (n=1) or change diets (n=1) [12]. Duff and colleagues [15] investigated the use of behavior change techniques (BCTs) in eHealth interventions for improving physical activity for patients with CVD: 8 of the 15 interventions showed significant improvements, while in 5 of the 15 studies the intervention group scored equal to the control group.

Not all studies recognize the potential of eHealth interventions, and demonstrate more questionable results. Hamine and colleagues [16] evaluated the effectiveness of mobile health (mHealth) interventions in supporting adherence of patients to chronic disease management (including CVD). Out of 41 randomized controlled trials (RCTs) that measured the effects of mHealth interventions on disease-specific clinical outcomes, significant improvements between groups were reported in only 16 studies (39%). Specific for cardiovascular risk factors, another review showed that the use of multiple modifiable internet lifestyle interventions in primary or secondary care is not superior to usual care [17]. Although 4 out of 9 studies demonstrated significant improvement in various risk factors, clinical relevance of these differences is questionable [17]. Inconsistent evidence is often due to limitations in the intervention and research design and a lack of power in the studies [18]. Limitations like small sample sizes, unclear description of intervention characteristics, short duration, and selection bias were noted in review studies [12,13].

To reduce the risk of limitations, we used the intervention mapping (IM) framework to develop a comprehensive, multicomponent web-based self-management program for patients with CVD called Vascular View (Vaat in Zicht in Dutch). IM contains 6 steps to design, implement, and evaluate an intervention based on the foundation of theoretical, empirical, and practical information [19]. The program Vascular View aims to increase self-management behavior tailored to the perceived problems and (support) needs of patients after CVD diagnosis [20]. Each of the 6 modules has a specific goal based on determinants of the I-change model [21]. For each of these selected determinants, BCTs were selected [22]. A detailed description of the development and content of Vascular View has been described elsewhere [20].

The last step of IM (step 6) is evaluation. This paper describes the testing of the effectiveness of Vascular View before embarking on a full-scale RCT. This explorative RCT study in patients with CVD aims to evaluate the potential effectiveness and effect sizes of the Vascular View program on 10 patient outcome measures and identify the outcome measures most...
likely to capture the potential benefits of the Vascular View program.

**Methods**

**Design**

An explorative RCT was conducted at four outpatient clinics (cardiology, internal medicine, neurology, and vascular surgery) at Radboud University Medical Center in the Netherlands. To explore the efficacy of the web-based self-management program and identify suitable outcome measures, questionnaire data of patients allocated to the intervention and control groups were compared at 6 and 12 months after baseline on 10 outcome measurements related to the performance objectives of the intervention. Table 1 shows the modules, performance objectives, and related outcomes of the intervention. Since all outcomes are targeted through the intervention, positive effects are expected on all outcomes. The trial is registered in the Dutch Trial Register [NTR5412]. The medical ethics committee of Arnhem-Nijmegen in the Netherlands approved this study (registration number: 2015/1908).

Table 1. Modules, performance objectives, determinants, and related outcomes of the intervention.

<table>
<thead>
<tr>
<th>Module</th>
<th>Performance objectives</th>
<th>Determinants</th>
<th>Module-specific outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coping with CVD (^a) (3 sessions)</td>
<td>Patients have insight into CVD and accompanying symptoms and consequences.</td>
<td>Knowledge, awareness, risk perception, attitude, self-efficacy, subjective norm, intention, action plans</td>
<td>BMQ (^b), Self-efficacy (subscale: acceptation)</td>
</tr>
<tr>
<td>Setting boundaries in daily life (4 sessions)</td>
<td>Patients set boundaries.</td>
<td>Knowledge; awareness, attitude, self-efficacy, subjective norm</td>
<td>Self-efficacy (subscale: social environment), Self-efficacy (subscale: setting boundaries)</td>
</tr>
<tr>
<td>Lifestyle (4 sessions)</td>
<td>Patients set boundaries.</td>
<td>Patients cope with CVD and accompanying symptoms and consequences.</td>
<td>Knowledge; awareness, attitude, self-efficacy, subjective norm, intention, habits, skills</td>
</tr>
<tr>
<td>Healthy nutrition (3 sessions)</td>
<td>Patients eat healthy.</td>
<td>Knowledge, awareness, attitude, self-efficacy, subjective norm, intention, habits, skills</td>
<td>FTND (^c), AUDIT (^d), Self-efficacy (subscale: smoking), Self-efficacy (subscale: alcohol)</td>
</tr>
<tr>
<td>Being physically active in a healthy way (3 sessions)</td>
<td>Patients are physically active.</td>
<td>Knowledge, awareness, attitude, self-efficacy, subjective norm, intention, habits, skills</td>
<td>DHD (^e), Self-efficacy (subscale: diet)</td>
</tr>
<tr>
<td>Interaction with health professionals (4 sessions)</td>
<td>Patients interact with health professionals.</td>
<td>Knowledge, awareness, attitude, self-efficacy, subjective norm</td>
<td>IPAQ (^f), Self-efficacy (subscale: physical activity)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PEPPI-5 (^g), Self-efficacy (subscale interaction)</td>
</tr>
</tbody>
</table>

\(^a\)CVD: cardiovascular disease.

\(^b\)BMQ: Beliefs about Medicine Questionnaire.

\(^c\)FTND: Fagerstrom Test for Nicotine Dependence.

\(^d\)AUDIT: Alcohol Use Disorders Identification Test.

\(^e\)DHD: Dutch Health Diet Index.

\(^f\)IPAQ: International Physical Activity Questionnaire.

\(^g\)PEPPI-5: Perceived Efficacy in Patient-Physician Interactions.
Participants

In the third quarter of 2015, 600 consecutive patients who had visited the outpatient clinic because of an established cardiovascular event were invited by the treating medical specialist to participate in this study. Inclusion criteria were (1) a cardiovascular disease (myocardial infarction, cerebrovascular disease [stroke included], peripheral artery disease, or combination); (2) a CVD event within 2 months to 1 year before start of the study; (3) aged 18 years or older; (4) able to read and understand Dutch; and (5) have access to a computer, internet, and an email account. Patients with a psychiatric disorder were excluded. Patients received information about the content and aim of the study, a short questionnaire to assess the inclusion criteria, and an informed consent form from the medical specialist via postal letter. Patients were asked to sign and return the informed consent form and completed questionnaire to the researcher (ME). When patients agreed to participate and were eligible, they received an invitation to complete the online questionnaire baseline data collection.

Randomization

Randomization took place after the baseline measurement and was stratified for four patient diagnoses: myocardial infarction, cerebrovascular disease (stroke included), peripheral artery disease, and aneurysm. The most recent diagnosis was used in randomization for patients with comorbidity in CVD. A blinded and independent statistician executed the randomization using SAS version 9.4 (SAS Institute Inc.), which is an automated randomization program. The researcher (ME) informed patients about their assignment to control or intervention group. All patients in both groups continued with their care as usual: regular visits, treatment at the outpatient clinics, and standardized cardiovascular risk management, which contained an evaluation of cardiovascular risk factors, including feedback to optimize lifestyle. In addition to the care as usual, patients in the intervention group received 12 months access to the intervention (October 2015 until October 2016) directly after randomization.

Intervention

The Vascular View program was systematically developed in collaboration with CVD patients and health care professionals [20]. By defining performance and change objectives in conformity with the IM steps [19], 6 topics were distinguished and incorporated into the modules included in Vascular View: (1) coping with CVD, (2) setting boundaries in daily life, (3) lifestyle in general with specific attention to tobacco and harmful alcohol use, (4) healthy nutrition, (5) being physically active in a healthy way, and (6) interaction with health care professionals. Moreover, patients had access to two diaries (exercise and alcohol use, (4) healthy nutrition, (5) being physically active in a healthy way, and (6) interaction with health care professionals. The Vascular View program was unguided but patients could complete an assessment and receive tailored advice about which of the 6 available modules was recommended for them.

Patients could visit the web-based self-management program and different modules as often as they wanted. Three groups were determined to give insight in the use of the program: nonusers, minimal users, or frequent users. Nonusers were patients that never or only once visited the program, minimal users visited the program 2 to 20 times, and frequent users visited more than 20 times. A detailed description of Vascular View, implementation, and the process evaluation is described elsewhere [20], and an overview of the program can be seen in Table 1.

Measurements and Outcomes

Baseline Characteristics

All patients who completed the baseline questionnaire between August 2015 and October 2015 received a questionnaire after 6 months (T1) and after 12 months (T2). At baseline, the following demographic and disease-related characteristics were collected: age, sex, educational level, work participation, cultural background, diagnosis and comorbidity, duration of illness, body weight, height, computer use, and experience with rehabilitation programs. Patient-reported outcome measurements were assessed at baseline and during follow-ups (T1 and T2). These outcomes could be distinguished in generic and module-specific outcomes (Table 1). The great amount of outcomes resulted in a long questionnaire with a great demand of time on participants. Therefore, the questionnaire at T1 was shortened by omitting two questionnaires: the Illness Perception Questionnaire (IPQ) and Rand-36. When patients preferred a paper questionnaire, a version was sent by post.

General Patient-Reported Outcome Measurements

Patient’s illness attributions were assessed by the “causes of my illness” section on the IPQ. It contains 18 items measured on a 5-point Likert scale measuring four dimensions: psychological attributions, risk factors, immunity, and accident or chance. A higher score indicates a higher level of attribution to the dimension [23].

The patient’s general health status was measured with the Rand-36, consisting of 36 items measuring 8 dimensions: physical functioning, social functioning, physical role limitations, emotional role limitations, mental health, vitality, pain, and general health perception [24]. The subscales physical and emotional role limitations have dichotomous items. The other subscales contained Likert scale items, with a higher score indicating better perceived health-related quality of life. All subscale scores were transformed to a 0-100 point scale.

The Patient Activation Measure (PAM-13), which includes statements about an individual’s knowledge, confidence, and skills for self-management of their chronic illness behavior and the level of activation, was used to measure participants’ self-management ability. The PAM-13 includes 13 items on a 5-point scale with a higher score indicating a higher level of patient activation [25,26].

No validated questionnaire was available that corresponded to the aims of the intervention; therefore, patient’s self-efficacy...
was measured with a self-developed questionnaire (see Multimedia Appendix 1 for an overview of the scales and examples of items). The aim of this questionnaire was to measure how confident patients felt about self-managing CVD based on the performance objectives and corresponding determinants (step 2 of the IM framework). Four patients from the expert group, who were involved in the development of the Vascular View-program [20], were asked to participate in the Think Aloud procedure, a technique used to evaluate the questionnaire [27]. The final questionnaire included 26 items measuring 8 subscales. The items were scored on a 4-point scale with a higher score indicating a higher level of confidence about self-managing CVD. For each subscale, Cronbach was calculated using the baseline, 6-month, and 12-month data of both groups (control and intervention). Each subscale is related to a module in the Vascular View program (see Table 1): acceptance (Cronbach =.81), social environment (Cronbach =.87), interaction with professionals (Cronbach =.85), physical activity (Cronbach =.83), diet (Cronbach =.84), smoking (Cronbach =.83), alcohol (Cronbach =.90), and setting boundaries (Cronbach =.78).

**Module-Specific Patient-Reported Outcome Measurements**

To measure patient attitudes toward their prescribed medicine, the first scale on the Beliefs about Medicines Questionnaire (BMQ) was used, which contains 10 items on a 5-point Likert scale. Two subscales (concerns and necessity) each contained 5 items that summed up to a scale score. A higher score reflects higher levels of concerns or feelings of necessity concerning the prescribed medicine [28,29].

Patient physical activity was measured with the International Physical Activity Questionnaire (IPAQ, short version) [30]. The IPAQ contains 7 questions divided in 3 subscales: walking, moderate intensity activity, and vigorous intensity activity. These subscales are described in minutes per week.

The Dutch Healthy Diet Index is a 34-item questionnaire to estimate adherence to the 2006 Dutch guidelines for a healthy diet, containing 8 components: vegetables, fruit, dietary fiber, fish, saturated fats, trans fats, natrium, and alcohol. Per component the score ranges between 0 and 10, resulting in a total score between 0 (no adherence) and 80 (complete adherence) [31].

Patient tobacco dependence was measured with the Fagerström Test for Nicotine Dependence. This questionnaire consists of 6 items resulting in a total score between 1 and 10, in which a higher score reflects more dependence of nicotine [32].

Alcohol use was measured by the 3-item Alcohol Use Disorders Identification Test with a total score from 0 to 12. A score of 5 or higher indicates the possibility of increasing risk and higher risk of alcohol drinking [33].

Patient interaction with healthcare professionals was measured with the Perceived Efficacy in Patient-Physician Interaction, which contains 5 items on a 5-point Likert scale that are summed to determine the total score. A higher score reflects more confidence of the patient in interactions with their physician [34,35].

**Biomedical Measurements**

Electronic patient dossiers were searched for biomedical data on two time points: April 2015 to December 2015 (baseline measurement) and April 2016 to March 2017 (12-month measurement). The search of biomedical data included weight, BMI, systolic and diastolic blood pressure, total cholesterol, low-density lipoprotein–cholesterol, high-density lipoprotein–cholesterol, triglycerides, and non–high-density lipoprotein–cholesterol.

**Statistical Analysis**

For explorative RCTs such as this, sample sizes are not calculated based on formal power analyses. Therefore, a sample size of 200 patients was chosen for this trial, which was considered a sufficient size for a representation of the relevant variation in the target group. All quantitative data were analyzed using SPSS Statistics version 25 (IBM Corporation). Descriptive analyses were used to describe the control and intervention groups at baseline. The differences between patient characteristics in the intervention and control group were tested using t tests and chi-square tests. A P value of <.05 was determined as statistically significant in all analyses.

A linear mixed-model analysis with repeated measures on intention-to-treat (ITT) basis was used to determine the differences in outcome measures between the intervention and control group. In this model, the outcomes were the dependent variables and the patient was the random factor. The fixed factors were group (intervention/control) and time and the interaction between time and group. This method automatically uses the missing at random assumption to handle missing data.

Subsequently, a per-protocol analysis (PPA) was performed to compare the control and intervention group with only those patients who completed the treatment originally allocated. Patients in the control group were included if they completed the questionnaire at baseline and 6 and 12 months. Patients in the intervention group were included if they completed the questionnaire at baseline and 6 and 12 months and used Vascular View at least once. Moreover, the same tests and linear mixed-model analyses were used as described in the ITT section.

**Identifying Outcome Measures**

To identify outcome measures most likely to capture the potential benefits, floor and ceiling effects were explored for all outcome measurements using Likert scales at baseline. A floor effect indicates that most of the participants score near the minimum score and a ceiling effect indicates that most participants score near the maximum score on a questionnaire.

In this calculation, we considered floor and ceiling effects exceeding 20% to be significant [36]. Thereby, spaghetti plots were used to analyze the changes between T0 and T2 for all individuals.

**Results**

**Participants**

In total, 600 patients were eligible and invited by the medical specialist. Of these, 238 patients expressed interest, and 208
(87.4%) participated in the study (see Figure 1). Of the 30 patients who were not included, 3 did not meet the inclusion criteria, 6 declined, and 21 did not respond to the invitation. The 208 participating patients were randomized to the intervention (n=103) or control group (n=105) and stratified by CVD diagnosis. Two intervention group patients completed the baseline questionnaire but declined to participate in the intervention. At T1, 86 patients in the intervention group and 103 in the control group completed the questionnaire. At T2, 78 patients in the intervention group and 96 in the control group completed the questionnaire. More intervention group patients (25/103, 24.3%) compared with control group patients (9/105, 8.6%) were lost to follow-up.

All patients in the intervention group (n=101) had access to Vascular View, of which 37.6% (38/101) did not visit the program or only once, 27.7% (28/101) visited the program 2 to 20 times, and 34.7% (35/101) visited the program more than 20 times. The range of visits was between 1 and 43 visits per participant.

**Figure 1.** Flowchart of Vascular View study.
Outcomes of the Intention-To-Treat Analysis

Baseline Characteristics of Patients

Demographic and disease-related characteristics at baseline were compared for the control and intervention group, as shown in Table 2. The mean age of the patients in the intervention group was 63.3 (SD 10.0) years and 63.7 (SD 9.8) years in the control group. Both groups had more men than women: 69 men in the control and 73 in the intervention group. There were no statistically significant differences between the control and intervention group.

Table 2. Intention-to-treat analysis: patient characteristics at baseline.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control (n=105)</th>
<th>Intervention (n=103)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (male), n (%)</td>
<td>69  (66.0)</td>
<td>73  (71.0)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>63.7 (9.8)</td>
<td>63.3 (10.0)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>28.4 (4.8)</td>
<td>27.2 (4.9)</td>
</tr>
<tr>
<td>Disease duration, mean (SD)</td>
<td>4.9 (8.2)</td>
<td>4.3 (7.7)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>24  (22.9)</td>
<td>17  (16.5)</td>
</tr>
<tr>
<td>Intermediate</td>
<td>39  (37.1)</td>
<td>34  (33.0)</td>
</tr>
<tr>
<td>High</td>
<td>42  (40.0)</td>
<td>52  (50.5)</td>
</tr>
<tr>
<td>Work participation (yes), n (%)</td>
<td>35  (33.3)</td>
<td>40  (38.8)</td>
</tr>
<tr>
<td>Diagnosis group, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Myocardial infarction</td>
<td>57  (54.3)</td>
<td>58  (56.3)</td>
</tr>
<tr>
<td>Cerebrovascular disease (stroke included)</td>
<td>35  (33.3)</td>
<td>33  (32.0)</td>
</tr>
<tr>
<td>Peripheral artery disease</td>
<td>13  (12.4)</td>
<td>12  (11.7)</td>
</tr>
<tr>
<td>Comorbidity within CVD¹ (yes), n (%)</td>
<td>21  (20.0)</td>
<td>18  (17.5)</td>
</tr>
<tr>
<td>Comorbidity, other (yes), n (%)</td>
<td>32  (30.5)</td>
<td>30  (32.0)</td>
</tr>
<tr>
<td>Cultural background (Dutch), n (%)</td>
<td>101 (96.2)</td>
<td>100 (97.1)</td>
</tr>
</tbody>
</table>

¹CVD: cardiovascular disease.

Biomedical Measurements

An overview of the mean scores and standard deviations of patients in the intervention and control group at baseline and after 12 months is presented in Table 3. No statistically significant differences were found between the control and intervention group.

The biomedical data show a high level of missing values in both the control and intervention group. For example, triglycerides show a large group of missing values: 45% of values are gathered at T2 compared with T0.
Table 3. Biometrics of control and intervention group.

<table>
<thead>
<tr>
<th>Biometrics</th>
<th>Control group (n=105)</th>
<th>Intervention group (n=103)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>T2&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>n</td>
<td>mean (SD)</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>81</td>
<td>86 (16)</td>
</tr>
<tr>
<td>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>81</td>
<td>28.3 (4.5)</td>
</tr>
<tr>
<td>Systolic BP&lt;sup&gt;c&lt;/sup&gt; (mm Hg)</td>
<td>96</td>
<td>135 (19)</td>
</tr>
<tr>
<td>Diastolic BP (mm Hg)</td>
<td>96</td>
<td>79 (10)</td>
</tr>
<tr>
<td>Total cholesterol</td>
<td>87</td>
<td>4.2 (1.1)</td>
</tr>
<tr>
<td>LDL-C&lt;sup&gt;d&lt;/sup&gt;</td>
<td>67</td>
<td>2.2 (0.8)</td>
</tr>
<tr>
<td>HDL-C&lt;sup&gt;e&lt;/sup&gt;</td>
<td>87</td>
<td>1.2 (0.3)</td>
</tr>
<tr>
<td>Triglycerides</td>
<td>71</td>
<td>1.9 (1.6)</td>
</tr>
<tr>
<td>non–HDL-C</td>
<td>87</td>
<td>3.0 (1.1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>T0: baseline.
<sup>b</sup>T2: 12 months.
<sup>c</sup>BP: blood pressure.
<sup>d</sup>LDL-C: low-density lipoprotein–cholesterol.
<sup>e</sup>HDL-C: high-density lipoprotein–cholesterol.

**Patient Outcome Measurements at Baseline and Follow-Up**

Multimedia Appendix 2 provides an overview of the mean scores and standard deviations of outcome measurements of the patients in the intervention and control group at baseline and after 6 and 12 months. At baseline, the intervention group had more patients who smoked (n=13) compared with the control group (n=5), which was a statistically significant difference (mean difference 0.4; \( P=0.04 \)). Thereby, patients in the intervention group scored at baseline significantly higher on self-management behavior (PAM-13) compared with patients in the control group (mean difference 4.4; \( P=0.03 \)).

The estimated differences and \( P \) values between the intervention and control group after ITT analysis at 6 and 12 months after baseline are presented in Multimedia Appendix 2. Six out of 29 variables in the intervention group and 13 out of 29 in the control group decreased over time. Two questionnaires showed significant effects in favor of the intervention group. First, the IPQ scores showed that intervention group patients attributed the cause of their disease more to risk factors and immunity factors after 12 months. Patients in the control group showed a decrease on attribution to risk factors and a small increase on immunity factors. Second, the intervention group showed a statistically significant decrease for the dependency of nicotine after 6 months (−1.55; \( P=0.01 \)) and after 12 months (−1.67; \( P=0.01 \)) with respect to T0.

**Outcomes Per-Protocol Analysis**

**Baseline Characteristics of Patients**

There were no significant between-group differences found in the demographic and disease-related characteristics at baseline for the control and intervention group of the patients following the intervention per protocol (Table 4).
Table 4. Per-protocol analysis: patient characteristics at baseline.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control (n=95)</th>
<th>Intervention (n=52)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (male), n (%)</td>
<td>62 (65.3)</td>
<td>36 (69.2)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>63.9 (9.4)</td>
<td>61.8 (9.3)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>28.5 (4.9)</td>
<td>27.2 (5.2)</td>
</tr>
<tr>
<td>Disease duration, mean (SD)</td>
<td>4.7 (7.9)</td>
<td>4.0 (8.2)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>23 (24.2)</td>
<td>12 (23.1)</td>
</tr>
<tr>
<td>Intermediate</td>
<td>34 (35.8)</td>
<td>12 (23.1)</td>
</tr>
<tr>
<td>High</td>
<td>38 (40.0)</td>
<td>28 (53.8)</td>
</tr>
<tr>
<td>Work participation (yes), n (%)</td>
<td>19 (36.5)</td>
<td>29 (30.5)</td>
</tr>
<tr>
<td>Diagnosis group, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Myocardial infarction</td>
<td>51 (53.7)</td>
<td>34 (65.4)</td>
</tr>
<tr>
<td>Cerebrovascular disease (stroke included)</td>
<td>32 (33.7)</td>
<td>14 (26.9)</td>
</tr>
<tr>
<td>Peripheral artery disease</td>
<td>12 (12.7)</td>
<td>1 (7.7)</td>
</tr>
<tr>
<td>Comorbidity within CVD³ (yes), n (%)</td>
<td>19 (20.0)</td>
<td>6 (11.5)</td>
</tr>
<tr>
<td>Comorbidity, other (yes), n (%)</td>
<td>29 (30.5)</td>
<td>17 (32.7)</td>
</tr>
<tr>
<td>Cultural background (Dutch), n (%)</td>
<td>92 (96.8)</td>
<td>51 (98.1)</td>
</tr>
</tbody>
</table>

³CVD: cardiovascular disease.

Patient Outcome Measurements at Baseline and Follow-Up

Multimedia Appendix 3 gives an overview of the PPA with mean scores, standard deviations, effect sizes, and P values of outcome measurements of the patients in the intervention and control group at baseline and after 6 and 12 months. At baseline, patients in the intervention group scored significantly higher on self-management behavior (PAM-13) compared with patients in the control group (mean difference 5.6; P=.03). The subscale social environment showed a significantly higher score on self-efficacy for intervention group patients compared with the control group (mean difference 0.2; P=.04) at baseline.

The PPA showed effects on the same outcomes as the ITT analysis. The IPQ scores on risk factors (0.31; P=.02) and immunity factors (0.48; P<.001) showed a statistically significant difference between intervention and control group: the IPQ scores show that after 12 months, patients in the intervention group attributed the cause of their disease more to risk factors and immunity factors. Patients in the control group showed a decrease on attribution to risk factors and no change on immunity factors. Patients in the intervention group decreased the dependency of nicotine significantly toward the control group after 6 months (−1.87; P=.01) and after 12 months (−1.72; P=.02).

Suitable Outcome Measures

The percentages of patients scoring 0 (floor effects) or full marks (ceiling effects) on the 10 outcome measures were assessed at baseline. Significant floor effects were seen on the subscales IPQ psychological attributions (22.0%), IPQ immunity (35.3%), and IPQ accident or chance (26.6%). Significant ceiling effects were noticed on the subscales Rand social functioning (29.3%), Rand bodily pain (29.3%), patient self-efficacy with a self-constructed 26-item questionnaire (SE) interaction (26.9%), SE physical activity (33.8%), SE diet (30.9%), SE alcohol (35.2%), and SE setting boundaries (23.7%).

Discussion

Principal Findings

This explorative RCT aimed to evaluate the potential effectiveness and effect sizes of the Vascular View program on 10 patient outcome measures and identify the outcome measures most likely to capture potential benefits. The evaluation of potential effectiveness of Vascular View showed significant effects for illness attribution and nicotine dependence. At 12 months, patients in the intervention group attributed the cause of their diseases more often to risk factors and immunity factors than patients in the control group. Intervention group patients showed less dependency of nicotine after 6 and 12 months compared with the control group. It should be noted that we are not convinced that this effect was clinically meaningful due to the small number of participants who stopped or decreased smoking and because the effect is partly due to a high dropout of smokers in the intervention group (4 out of 13) compared with no dropout in the control group and one patient in the control group who started smoking after the baseline measure. Although the other outcomes showed no statistically significant differences between the intervention and control group, there seems to be a positive trend in the improvement of outcome measurements in favor of the intervention group. Overall, we did not expect to find a nonconvincing trend regarding the efficacy of Vascular View, since the theory-based intervention...
was thoroughly designed with patients and health care professionals on the basis of patient support needs according to the IM steps [19]. Furthermore, the outcome measures were selected carefully and in line with the objectives of the intervention. Randomization was successful, and the number of missing values was limited.

To our knowledge, Vascular View is the first web-based self-management program for secondary care patients with CVD that aims to improve so many components and in which patients can decide which modules they want to use. Other (effective) eHealth interventions for CVD prevention focused primarily on one or two risk factors (eg, physical activity [15] and smoking cessation [37]). Results of web-based self-management programs with multiple components in other diseases show comparable results [38–40]. Vascular View tried to guide patients by using a questionnaire to advise them in choosing courses in the welcome module and lifestyle module [20]. However, the large amount of topics might have resulted in an overload of information and subsequently demotivation and minimal use of the program. The lack of efficacy of the Vascular View program is not in line with studies that show the potential of eHealth interventions for secondary prevention of CVD [12–16]. For example, Vascular View addressed patients’ intrinsic processes through the determinants, which is seen as a successful strategy for face-to-face self-management programs [41]. However, it is hard to compare studies on eHealth self-management programs because of the various eHealth approaches and outcome measures available. Review studies show a large diversity in studies, looking at outcome measures, use of eHealth interventions, implementation, etc.

A discrepancy between needed self-management support by patients and provided self-management support by nurses is familiar in health care. Vascular View is an unguided self-management program in which nurses did not discuss the Vascular View program with patients, the program was not part of consultation, and nurses did not encourage patients to continue use of the program. The question should be raised whether use of the intervention should be supported and perhaps even used as a partial replacement of usual care. Providing self-management support is a core task of nurses in outpatient clinics, and patients expect health care professionals to fulfill a comprehensive role [42]. However, nurses seem to experience barriers in discussing all self-management categories (symptom management, treatment, biomedical cardiovascular risk factors, psychosocial consequences, and lifestyle changes). Physical components are often discussed, but psychological components are left behind [43]. Web-based self-management interventions could be a way to improve self-management support by focusing on the patient instead of the health care professional. More research needs to be conducted to determine the balance between support by the nurse and a self-guided self-management program.

Only half of the intervention group (n=51) adhered to the intervention: they completed all questionnaires and used Vascular View once or more often. Moreover, 38% did not use the program or used it only once. Although a previous questionnaire study showed that 77% of patients with CVD were interested in support through the internet [11], it seems to be important to match expectations of patients with the online program [44]. When patient expectations did not line up with the online program, patients refused to complete the measurements and revisit the online program [44]. Three striking differences between patients in the ITT and PPA give insight in the difference between users and nonusers. First, mostly patients with an intermediate education level drop out (difference between ITT and PPA: 9.9%) and a relatively high number of patients with a lower level of education used the program (difference between ITT and PPA: 6.6%). These results are contrary to other research suggesting that lower educational levels are a barrier for eHealth use [45]. Second, the percentage of patients with myocardial infarction is higher in the intervention group of the PPA (65.4%) compared with the ITT (56.3%). This suggests a higher need for self-management support in patients with a myocardial infarction diagnosis. Third, the Vascular View program seems to be more popular in patients scoring higher on patient-related outcomes such as self-management, physical activity, quality of life, diet, nicotine adherence, and alcohol adherence. Improvement is more difficult to achieve in this group.

The second aim was to identify the outcome measures most likely to capture the potential benefits. Most of the chosen outcome measures were likely to capture the potential effect, although floor and ceiling effects were seen in the IPQ, Rand-36, and patient’s self-efficacy questionnaire. Patient’s illness attributions (IPQ) [23] showed a right-skewed distribution, meaning that more than 20% of the patients attributed their disease not only to psychological factors, immunity, accident, or chance at all. However, effects after 12 months were seen on the IPQ since the intervention group increased attribution to psychological factors, immunity, and risk factors. In spite of the floor effects, the IPQ is a valuable measurement to give insight in the efficacy of the Vascular View program. A left-skewed distribution was found in 2 subscales of the Rand-36 [24] (social functioning and bodily pain), indicating that more than 20% of the patients already experienced a high quality of life. Since CVD patients show relatively low pain levels and physical symptoms, for future research we suggest an instrument with a higher sensitivity such as the Seattle Angina Questionnaire [46,47]. The self-efficacy questionnaire also showed a left-skewed distribution, suggesting high self-efficacy on interaction, physical activity, diet, alcohol, and setting boundaries. More research should be conducted to determine the reliability and validity of this self-developed questionnaire.

To conclude, a more sensitive instrument for quality of life is suggested for future research. All other questionnaires were sensitive to measure change in this population.

Limitations
We believe this explorative RCT has numerous methodological strengths, although some limitations need to be mentioned. First, more patients in the intervention compared with the control group were lost to follow-up. However, we have not established that patients with specific characteristics dropped out. Second, this research was conducted in the outpatient clinic of a university hospital in which high quality of CVD care is already delivered, and therefore it may be harder to achieve improvement. Last, all patients in the outpatient group were...
informed but only the ones who were interested in the study were invited to participate. A limitation is that this might be a biased group because they were probably already interested in self-management.

Recommendations for Clinical Practice and Research

For future studies, we recommend further studying patient self-management needs and the possibilities of tailoring eHealth. Although Vascular View was developed using IM on the basis of the support needs of patients with CVD [20], individual participating patients were not asked for their intentions to improve self-management and change their behavior and what kind of support needs they preferred. In our study, patients with higher starting levels (eg, self-management) were more likely to use the program. So, the readiness to change or phase of the disease might be predictors for using the program (and the needed support type). To conclude, to increase use and efficacy of eHealth programs, more insight into characteristics of patients who could benefit from web-based self-management programs is needed. A process evaluation will be conducted and published using the components of Saunders (fidelity, dose, reach, recruitment, and context) to get more insight into the low compliance with and noneffectiveness of the intervention and fine-tune the inclusion criteria. Furthermore, we believe that the program should be embedded in treatment and supplement self-management support provided by nurses. More research needs to be conducted to determine the balance between nurse support and self-guided self-management programs.

Conclusions

This study contributes to our understanding of self-management support for patients with CVD using eHealth apps. Although we believe in the potential of the Vascular View program, there is no conclusive evidence for the efficacy. Using an unguided self-management program might not work for everyone, and the program might need to be embedded in health care more firmly. A detailed process evaluation of the program should be conducted to gain thorough insight into the working elements of the program, patient needs in eHealth, and the use of the program by patients. Finally, it should be investigated how Vascular View can be more tailored to the patient needs and become more embedded in treatment.
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Abstract

Background: Mental health difficulties in young people are increasing, and there is a need for evidence on the effectiveness of digital interventions to increase opportunities for supporting mental health in young people. Such studies are complicated due to issues of implementation and adoption, outcome measurement, and appropriate study designs.

Objective: The objective of this study was to examine the effectiveness of an mHealth intervention (ReZone) in reducing mental health difficulties in young people.

Methods: The cluster-randomized controlled trial enrolled 409 participants aged 10-15 years, and classes were allocated to ReZone or management as usual. Self-reported questionnaires were completed at baseline and 3-month follow-up.

Results: There were no significant differences between the ReZone condition and management as usual in the self-reported outcome measures. However, there were 3467 usage sessions, which corresponds to 16.9 times per student (total of 205 students) in classes allocated to ReZone.

Conclusions: It is essential to publish studies that do not show significant differences, as these findings can still contribute to the literature, help in learning, and inform the direction of future work. The results reported in this paper could be due to a range of reasons, including whether ReZone has the scope to impact change or limitations related to the setting, context, and appropriateness of an RCT. The findings of this study suggest that ReZone was implemented and adopted.

International Registered Report Identifier (IRRID): RR2-10.2196/resprot.7019

Introduction

Mental health difficulties are increasing among young people. Emotional disorders are the most prevalent and show the most significant increase over time and with age [1,2]. Recent figures show that 1 in 8 (12.8%) people aged 5-19 years had at least one mental disorder when assessed [3]. Mobile health (or mHealth) interventions have the potential to provide mental health support at scale, and there is a need for evidence as to the effectiveness of digital interventions for supporting mental health in young people [4]. However, non-adoptation and implementation issues present substantial barriers to effectively doing so [5]. Additionally, questions about whether randomized controlled trials are always the most appropriate method of evaluation need to be considered in the context of practicality and feasibility factors [6-8].

The authors have co-designed an mHealth intervention, ReZone, with young people, parents/carers, and teachers, based on...
cognitive behavioral therapy (CBT), mindfulness, and attention bias modification training (ABMT). This short paper will report the findings from a cluster randomized controlled trial (RCT) to test the hypothesis that young people in classes receiving ReZone have fewer behavioral difficulties than young people in classes receiving management as usual. Full details on the methods and development are reported in the protocol [9] and implementation paper [10].

Methods

Participants and Procedure
A total of 49 classes were recruited (27 mainstream, 22 alternative provision), resulting in a sample of 409 students (mean age 10.9, SD 1.44 years; 56% male; Table 1). Schools were recruited via newsletters and events published in our Schools in Mind network. Participants were enrolled from 12 mainstream primary schools (307 students) and 11 secondary alternative provision schools (103 students). A total of 66 people were lost to follow-up, resulting in an attrition rate of 16%. All students (aged 10-15 years) in schools taking part in the project were eligible to participate. Classes were randomized using a true random number generator in blocks of two by an independent trials unit, to management as usual or ReZone stratified by school type (alternative provision vs. mainstream) after classes were recruited and baseline measures assessed. Ethical approval was received from University College London (UCL) Research Ethics Committee (number: 7969/001). The present research is reported in line with CONSORT guidelines [11].

Table 1. Demographic characteristics and evaluation statistics.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Overall</th>
<th>Mainstream primary</th>
<th>Alternative provision</th>
<th>P value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Control</td>
<td>Intervention</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>10.9 (1.44)</td>
<td>10.25 (0.43)</td>
<td>10.28 (0.45)</td>
<td>.53</td>
<td>13.6 (1.48)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>227 (56)</td>
<td>69 (43.9)</td>
<td>75 (50.3)</td>
<td>.22</td>
<td>38 (80.9)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td>.74</td>
<td>.90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>247 (60)</td>
<td>98 (62.4)</td>
<td>82 (55.0)</td>
<td>31 (66.0)</td>
<td>36 (64.3)</td>
</tr>
<tr>
<td>Mixed-race</td>
<td>29 (7)</td>
<td>N/A</td>
<td>6 (4.0)</td>
<td>7 (14.9)</td>
<td>9 (16.1)</td>
</tr>
<tr>
<td>Asian</td>
<td>78 (19)</td>
<td>34 (21.7)</td>
<td>40 (26.9)</td>
<td>3 (6.4)</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>Black</td>
<td>40 (10)</td>
<td>11 (7.0)</td>
<td>15 (10.1)</td>
<td>5 (10.6)</td>
<td>9 (16.1)</td>
</tr>
<tr>
<td>Other</td>
<td>15 (4)</td>
<td>5 (3.2)</td>
<td>5 (3.4)</td>
<td>7 (14.9)</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>Disabled, n (%)</td>
<td>28 (3.4)</td>
<td>2 (1.3)</td>
<td>2 (1.3)</td>
<td>.99</td>
<td>6 (13.0)</td>
</tr>
<tr>
<td>Alternate provision schools, n (%)</td>
<td>103 (25)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>English first language, n (%)</td>
<td>352 (87)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

| Usage, n | | | | | |
| Happy faces | 1169 | N/A | N/A | N/A | N/A | N/A | N/A |
| Breathing | 811 | N/A | N/A | N/A | N/A | N/A | N/A |
| Game | 752 | N/A | N/A | N/A | N/A | N/A | N/A |
| Stress bucket | 404 | N/A | N/A | N/A | N/A | N/A | N/A |
| Art | 225 | N/A | N/A | N/A | N/A | N/A | N/A |
| Time out | 106 | N/A | N/A | N/A | N/A | N/A | N/A |

aN/A: not applicable.

Intervention: ReZone App
Full details of the ReZone intervention are described in the protocol [9]. The intervention primarily aims to reduce behavioral difficulties. It is available as a web-based smartphone and tablet application flexibly designed to be used in groups or individually, with or without adult support depending on the user’s capability and confidence. This flexibility also extends to the order and frequency in which elements of the tool are used. However, it is required to have an initial guided session or tutorial with an adult. This flexible approach to implementation aimed to fit within a variety of schools and their differing student characteristics, priorities, and timetables. The primary features of ReZone (Textbox 1) are presented below.
Results

The means and standard deviations of all study measures at baseline and postintervention are presented in Table 2. The likelihood ratio test for the intention to treat analysis was not significant for any of the final models compared to the previous significant model. There were no significant differences between the ReZone condition and management as usual in emotional difficulties, 24% (behavioral difficulties), 7% (empowerment), 9% (wellbeing), and 3% (quality of life). We then entered school type (ie, alternative provision vs mainstream) as a fixed effect predictor to Model 1. In Model 2, patient-level grand mean-centered age, ethnicity, gender, and disability were entered as predictors. Demographics were controlled for in the analyses as there were significant differences in gender between groups at baseline within mainstream primary schools and age between groups within alternative provision schools (Table 1). In the Final Model (Model 3), condition (ReZone vs management as usual) was entered as a predictor. The likelihood ratio test was used to compare the fit of Models 1, 2, and 3. For example, Model 1 was significant for behavioral difficulties and therefore compared to Model 2, which was significant. Models 1 and 2 were therefore retained in the final model, with Model 3 (final model) being compared to Model 2 using the likelihood ratio test. Models 1 and 2 were significant for empowerment and wellbeing and therefore retained in the final model. For emotional difficulties and quality of life, only Model 2 was significant and retained in the final Model.

Analytic Strategy

Means and standard deviations, for all measures, across conditions at baseline and follow-up, were calculated. Intention-to-treat and per-protocol analyses with four multilevel regressions were tested for each of the outcome variables with time nested within students within classrooms. Per-protocol analyses included only those that had completed follow-up. Model 0 was computed as the null model to examine the change in outcome over time, without predictors. The intraclass correlation coefficients for each measure were 17% (emotional difficulties), 24% (behavioral difficulties), 7% (empowerment), 9% (wellbeing), and 3% (quality of life). We then entered school type (ie, alternative provision vs mainstream) as a fixed effect predictor to Model 1. In Model 2, patient-level grand mean-centered age, ethnicity, gender, and disability were entered as predictors. Demographics were controlled for in the analyses as there were significant differences in gender between groups at baseline within mainstream primary schools and age between groups within alternative provision schools (Table 1). In the Final Model (Model 3), condition (ReZone vs management as usual) was entered as a predictor. The likelihood ratio test was used to compare the fit of Models 1, 2, and 3. For example, Model 1 was significant for behavioral difficulties and therefore compared to Model 2, which was significant. Models 1 and 2 were therefore retained in the final model, with Model 3 (final model) being compared to Model 2 using the likelihood ratio test. Models 1 and 2 were significant for empowerment and wellbeing and therefore retained in the final model. For emotional difficulties and quality of life, only Model 2 was significant and retained in the final Model.

Measures

All measures were self-reported by young people and administered in school by researchers or school staff in paper form. Baseline demographic data were collected and are reported in Table 1. Emotional (α=.78) and behavioral difficulties (α=.81) were measured using the 16-item Me and My School (M&MS) questionnaire [12]. Mental wellbeing was measured using the 7-item Short Warwick-Edinburgh Mental Wellbeing Scale (α=.83) [13]. Empowerment was measured using the 6-item “self” subscale of the Youth Empowerment Scale-Mental Health (α=.73) [14]. Health-related quality of life was measured using the 6-item (with global health visual analog scale) EQ-5D-Y (α=.63) [15].

Intervention Usage

Intervention usage data were collected in ReZone and exported to the data analysis software. There were 3467 usage sessions, which corresponds to 16.9 times per each of the 205 students in classes allocated to ReZone. The game (n=752), breathing exercises (n=811), and happy faces (n=1169) were used the most; stress bucket (n=404), art (n=225), and time out (n=106) were used the least. Based on teacher consultations, which are discussed elsewhere [10], usage methods and frequency varied across schools and students due to a variety of factors, including student characteristics, teacher priorities, and school environment.

Textbox 1. The primary features of ReZone.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stress bucket</td>
<td>The stress bucket lets the user add any stressors that they are experiencing to a bucket. They are then able to introduce activities that help them cope with each stressor. They can see the water in the bucket rise and fall as they add and relieve stressors. If the bucket reaches 50 stress points, it will overflow.</td>
</tr>
<tr>
<td>Timeout</td>
<td>Timeout asks the user to think through a time when they have felt stressed, angry, or upset. The user works through the events leading up to feeling this way and what happened afterward. The user can also think through what they could have done differently, thus guiding them to develop a behavioral plan. The timeout visualization is a rocket, and each thought process creates an exhaust cloud.</td>
</tr>
<tr>
<td>Chill out</td>
<td>Chill out uses breathing to help the user calm down and relax. Each chill out activity is based around an object or animal (ie, rabbit, jellyfish, ball, or square), using breathing in different ways.</td>
</tr>
<tr>
<td>Art therapy</td>
<td>The user can choose between a castle, dinosaur, fish, goat, heart, helicopter, unicorn, rocket, footballer, sea, or turtle to color in. There is a range of colors and tools to complete the drawing.</td>
</tr>
<tr>
<td>Happy faces</td>
<td>The user is given 30 seconds to find as many happy faces as they can, amongst other faces depicting negative emotions.</td>
</tr>
<tr>
<td>Game</td>
<td>In the game Balloon Blast, the user taps the screen to move a balloon up, trying to avoid all the obstacles as hitting one will mean the game is over. The game provides a break or reward for the user in between uses of the other features.</td>
</tr>
</tbody>
</table>
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Table 2. Baseline and follow-up mean scores by condition. All values are provided as mean (SD).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Mainstream primary</th>
<th>Alternative provision</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention – T1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Intervention – T2&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Emotional difficulties</td>
<td>5.56 (3.38)</td>
<td>5.18 (3.74)</td>
</tr>
<tr>
<td>Behavioral difficulties</td>
<td>3.31 (2.27)</td>
<td>3.28 (2.44)</td>
</tr>
<tr>
<td>Empowerment</td>
<td>24.53 (4.57)</td>
<td>25.69 (4.25)</td>
</tr>
<tr>
<td>Wellbeing</td>
<td>24.11 (4.78)</td>
<td>24.94 (5.41)</td>
</tr>
<tr>
<td>Quality of life</td>
<td>6.13 (1.60)</td>
<td>6.46 (5.86)</td>
</tr>
</tbody>
</table>

<sup>a</sup>T1: Time 1.  
<sup>b</sup>T2: Time 2.

**Discussion**

This cluster randomized controlled trial examined the effectiveness of ReZone in reducing behavioral and mental health difficulties in young people. The study did not show a significant difference between those using ReZone and management as usual in the reduction of behavioral and emotional difficulties and improving empowerment, wellbeing, and quality of life.

Potential limitations of the study, implementation, and adoption barriers to digital interventions within schools have been discussed in depth [10]. Implementation barriers to new digital interventions in schools include the technology itself, the adopter system, and the organization [5]. The process of embedding ReZone into the school system can sometimes leave minimal time to utilize it successfully. Implementation strategies differed, with varying levels of teacher encouragement and consistency of scheduled ReZone use. Competing teacher priorities, opinions, and seniority of the school advocate could have impacted the time and drive to use the tool [10].

ReZone was used a total of 3467 times throughout the 3-month study period, and current usage data show that ReZone is still being used 10 months poststudy (501 sessions over the last 3 months). Aggregated objective usage data is useful to indicate overall acceptability and use. However, teacher consultations (fully reported in [10]) suggested students either used ReZone frequently or not at all. Analysis of a dose-response effect could be improved by gathering further quantifiable individual school usage information related to implementation.

The usage statistics and teacher consultations indicated happy faces and breathing were the most used activities, while the stress bucket, art, and time out were used the least. Happy faces and breathing can be completed in only 1-2 minutes; they are a fun game/game type of activity, and most of the time can be completed without teacher assistance. The stress bucket and time out require more time to work through thought processes, requiring the user to be willing to think and talk about their feelings, needing teacher support (which is not always feasible).

The challenges discussed link to the emerging concept of gamification within digital mental health tools [16,17]. There are some basic elements of gamification within the most popular elements of ReZone. Further work on gamification combined with other crucial processes such as co-design, could help address the broader issue of nonadoption and sustainability, with many users reporting that they stop the use of a health app after only two weeks [18]. This lack of consistency could be particularly applicable when working with young people in such settings as alternative provision schools. Pupil behavior often places higher demands on staff in alternative provision schools than in mainstream schools, and disengagement and loss of concentration are common issues.

Measures used were related to overall mental health, wellbeing, and behavior leading us to question how often a tool such as ReZone would need to be used to effect changes in broad domains and specifically in schools. If tools such as ReZone do not provide large-scale, substantial longer-term changes, we must also ask whether there is any impact on immediate feelings, behavior, and interactions. We did attempt to measure this by asking teachers to complete a few short questions related to how well students refocused and re-engaged after using ReZone. However, due to practical issues such as teacher demand, these were not completed. On reflection, this could have also been something students were asked to complete. It is also possible that effects were delayed, and further long-term data collection, such as one-year post-trial, may have shown differences [19-21].

Due to the complex nature of digital interventions, traditional RCTs may be insufficient to assess efficacy [8]. As this study shows, there are multiple objective and subjective data sources available, including quantitative self-report data, objective usage data, and subjective qualitative data, while digital and school studies present particular challenges in adherence, sustainability, and roll-out [10]. As with psychotherapy research in general and a reliance on self-report measures, participant blinding was not possible, although true and independent randomization was used. Additionally, due to this being a pragmatic trial, there may have been other interventions the school and participants may have been using.

It is essential to publish negative results to avoid publication bias. These studies can still make a substantial contribution to the literature, learning, and informing the direction of future work [22]. The negative results of this study could indicate that ReZone has a limited scope to impact change, that its utility is hampered by issues with implementation and nonadoption, and limitations of mHealth research in a school context. The results
may also suggest the limited applicability of the RCT study design for evaluating tools such as ReZone.
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Abstract

Background: For children 6-12 years old, there is a shortage of electronic Health (eHealth) services that promote their participation in health care. Therefore, a digital communication tool, called Sisom, was developed to give children a voice in their health care. Children with long-term diseases want to be more involved in their health care and have the right to receive information, be listened to, express their opinions, and participate in decision making in health care. However, the outcomes of using Sisom in practice at pediatric oncology clinics have not been investigated.

Objective: The aim of this study was to investigate children’s participation during appointments with pediatricians at pediatric oncology clinics, with or without the use of the eHealth service Sisom.

Methods: A quasiexperimental design with mixed methods was used. We analyzed 27 filmed appointments with pediatricians for 14 children (8 girls and 6 boys) aged 6-12 years (mean 8.3 years) with a cancer diagnosis. The intervention group consisted of children who used Sisom prior to their appointments with pediatricians at a pediatric oncology clinic, and the control group consisted of children who had appointments with pediatricians at 4 pediatric oncology clinics. Data from observations from the videos were quantitatively and qualitatively analyzed. The quantitative analysis included manual calculations of how many times the pediatricians spoke directly to the children, the proportion of the appointment time that the children were talking, and levels of participation by the children. For the qualitative analysis, we used directed content analysis to analyze the children’s levels of participation guided by a framework based on Shier’s model of participation.

Results: Pediatricians directed a greater proportion of their discussion toward the child in the intervention group (731 occasions) than in the control group (624 occasions), but the proportion of the appointment time that the children talked was almost the same for both the intervention and control groups (mean 17.0 minutes vs 17.6 minutes). The levels of participation corresponded to the first three levels of Shier’s participation model: children were listened to, children were supported to express their views, and children’s views were taken into account. The results showed an increased level of participation by the children in the intervention group. Several codes that were found did not fit into any of the existing categories, and a new category was thus formed: children received information.

Conclusions: This study shows that the eHealth service Sisom can increase children’s participation during appointments with health care professionals. Further studies employing a randomized control design focusing on the effects of eHealth services on children’s health outcomes, perceived participation, and cost-effectiveness could make a significant contribution to guiding the implementation of eHealth services in pediatric care.

(J Med Internet Res 2020;22(7):e17673) doi:10.2196/17673
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Introduction

Background
Advancements in electronic Health (eHealth) services to promote health, participation, and communication have been made in recent years [1-4]. These are in the form of mobile health technology (mobile devices) [5], and the majority are aimed at adults and adolescents [6,7], while the range of eHealth advancements for younger children is limited [8]. Most eHealth services for adolescents do not focus on participation, are not validated, and lack proof of effectiveness [6,9-11]. Existing eHealth services instead primarily focus on self-management [6,10-12], symptom assessment [9,12,13], social support, support for self-care [12,13], or medication adherence [11,13,14]. Only one study on an eHealth service promoting participation for young children, 3-5 years old, has been performed [15], while there are no studies that describe an eHealth service that promotes participation for children 6 years old and older [16,17].

Children’s Participation in Health Care
Children with long-term diseases such as cancer want to be have greater involvement in their own health care [18-21]. They want to receive more information about emerging symptoms, treatment, and prognosis [22] and have the possibility to decide whether and to what extent they want to participate in decision-making processes regarding their own health care [18,23]. It is, however, difficult for children to explain how their long-term disease makes them feel [24] and to accept and manage the consequences and lifestyle related to their long-term disease [17]. It is thus essential to include children in their own health care and support them in their self-management responsibility in order to improve their wellbeing and reduce fear and anxiety [25] as well as to strengthen their self-confidence and independence [17,18,26]. Even if children’s participation is considered an essential part in health care, there is still a number of barriers to overcome in relation to health care professionals’ attitudes and viewpoints [27]. Furthermore, it is emphasized in the United Nations Convention on the Rights of the Child [28] that children have the right to be involved in all matters affecting them. Despite the knowledge that children want to be more involved in their own health care, that their participation has positive effects on treatment and health outcomes, and that laws and regulations emphasize the requirement of patient participation in health care, there is still a lack of knowledge, strategies, and methods for strengthening children’s participation in pediatric health care and how to accomplish their participation [29,30].

eHealth Services: Example of Sisom
Sisom is an eHealth service helping children to communicate in health care by engaging them in a playful virtual world [31,32]. Sisom was developed with a participatory design that included children with cancer in the process [31]. Previous research conducted on Sisom has primarily focused on usability and content validity, resulting in different diagnosis-specific versions and country-specific versions: Norway, Sweden, United States, and Canada [33-36]. In Sisom, the children travel by boat in an archipelago of islands with different subjects where they can express their feelings and symptoms by answering a set of 82 questions (Multimedia Appendix 1) [33]. The 5 islands represent different topics for the questions: (1) to handle things, (2) my body, (3) thoughts and feelings, (4) things you may be afraid of, and (5) in the hospital (Figure 1). The intent is that the children answer the questions in Sisom prior to a health care appointment or when they are hospitalized. A report of the children’s responses can be printed. Based on the children’s answers, the health care professionals can talk to the children about how they perceive their situation and how they think about different health care–related and social issues. It has been shown that communication between children, their parents, and health care professionals is improved when using Sisom [37,38].

It has been highlighted that participatory approaches where patients have a real influence on the development of eHealth interventions lead to a more user-friendly and effective intervention [39]. This is especially important for interventions aimed at children, since adults lack a child’s perspective. However, children’s participation in the development of eHealth services is not common [40]. The use of eHealth services to enable and support children’s participation in pediatric health care is scarce. We found only one review of eHealth services that was designed to support communication between children with cancer and health care professionals with the purpose of strengthening children’s participation in care [12]. The implementation of eHealth services for children with chronic conditions is primarily focused on changing health behavior [7,14,41,42] and medical adherence [14], and most of the eHealth interventions that have been implemented in pediatric oncology clinics target emotional distress, health behaviors, health outcomes, and neurocognitive functioning [7], with insufficient evidence of effects. Furthermore, there is a need for more rigorous research and evaluations to determine eHealth service efficacy [6,7,14,42,43] especially in relation to eHealth services that are directed towards strengthening children’s participation in care. There is a lack of evidence to support that eHealth services actually promote children’s participation in their health care. It is also unclear to what extent children’s participation is supported and promoted in practice in pediatric oncology clinics. Thus, the aim of this study was to investigate children’s participation during appointments with pediatricians at pediatric oncology clinics, with or without the use of the eHealth service Sisom.
Methods

Design

A quasiexperimental design [44] with a convergent parallel mixed method [45,46] was used, where the frequencies and differences between groups were calculated with descriptive statistics and qualitative content analysis was used to determine how children’s participation was manifested [47] (Figure 2).

Figure 2. Processes for quantitative and qualitative analysis.
Participants
Inclusion criteria for participation were children 6-12 years old undergoing cancer treatment at 4 pediatric oncology clinics in Norway. Exclusion criteria were children who did not speak Norwegian, diagnosis of brain tumors, mental disability, developmental delay, speech disorders, or hearing impairments. The demographic characteristics are provided in Table 1.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention group, n (%)</th>
<th>Control group, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-8</td>
<td>2 (33)</td>
<td>5 (63)</td>
</tr>
<tr>
<td>9-12</td>
<td>4 (67)</td>
<td>3 (37)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Girl</td>
<td>2 (67)</td>
<td>6 (75)</td>
</tr>
<tr>
<td>Boy</td>
<td>4 (33)</td>
<td>2 (25)</td>
</tr>
<tr>
<td>Diagnosis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acute lymphoblastic leukemia (ALL)</td>
<td>3 (50)</td>
<td>3 (38)</td>
</tr>
<tr>
<td>Lymphoma</td>
<td>1 (17)</td>
<td>2 (25)</td>
</tr>
<tr>
<td>Carcinoma</td>
<td>1 (17)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Not defined</td>
<td>1 (16)</td>
<td>3 (37)</td>
</tr>
</tbody>
</table>

Recruitment
The children were successively recruited after receiving a cancer diagnosis and began the treatment. The head nurse identified eligible children and asked them and their parents if they were willing to be contacted about the study. The project assistant then informed the child and the parents, both verbally and in writing, about the content of the study including the voluntary nature of participation and the possibility to withdraw later in the process and asked if they were willing to participate. Families interested in participating signed an informed consent form. Of the 20 children who were asked to participate, 15 chose to opt-in. One child, who had disease-related complications, withdrew, resulting in 14 participants aged 6-12 years, of whom 6 were boys and 8 were girls.

Data Collection
Data were collected through video recordings of the appointments with the 15 pediatricians, who conducted 1-5 recorded appointments each, for a total of 27 video-recorded appointments in outpatient examination rooms. Although an additional 3 pediatrician appointments were planned to be filmed with each child, this was not possible for all the children due to medical complications or relocations to another hospital. All the control group appointments took place prior to Sisom being introduced at the hospitals. The group of children in the intervention then met the pediatricians after Sisom had been introduced. The appointments, both for the children in the control group and children in the intervention group, were in the form of routine meetings, which started with a nurse taking standard measurements of length, weight, and pulse oximetry. The pediatrician started by reviewing the children’s medication, reviewing infection status, and explaining the results of blood tests, supplemented by a medical examination. All those participating in the appointments were aware that they would be filmed. The children in the intervention group used Sisom while they were in the waiting room prior to meeting the pediatrician, and the project assistant was available for help. A report of the children’s responses was then printed and given to the pediatrician as well as to the parent and child; then, the meeting with the pediatrician took place. It was only during one appointment that the pediatrician revealed (to the researcher analyzing the recording) that Sisom had been used using the words: “I saw in your schedule that one of your feet is hurting; is it?” The word Sisom was not mentioned during any appointment.

Data Analysis
The analysis was performed using a convergent parallel mixed method [46] to combine qualitative and quantitative data to be able to attain a more complete understanding [48] of the children’s participation during the appointments with pediatricians, with or without using Sisom. The quantitative and qualitative data were collected concurrently, and the results were combined and compared for convergence and differences [46]. All the video recordings were viewed several times with the aim of trying to gain an overall picture and see and hear everything that occurred during the appointments. The analysis process was carried out by two researchers who had no knowledge about which recordings were from the appointments during which Sisom had been used. The data acquisition consisted of manual counting and observations in accordance with an observation scheme and a categorization matrix (Table 2).
Quantitative Analysis

Frequencies and differences were calculated using quantitative analysis. The number of times the pediatrician spoke directly to the child was counted manually and recounted repeatedly. Frequency calculations were performed to calculate the percent values of the proportion of the total appointment time that the child was talking, the proportion of the time the child spoke to the pediatrician, and the proportion of the total number of times the pediatrician spoke that was addressed to the child [49]. The number of times the children spoke and the number of times the pediatrician spoke to the children were calculated. Descriptive statistics of the results were compiled and divided into the intervention group and control group, after the blinding was revealed.

An observation scheme was used to assess the children's verbality [50]. The level of the children's verbality during the appointments was ranked with a 4-degree verbality scale: (1) verbally inactive, gave <3 answers during the appointment and did not comment on anything or ask any questions; (2) limited verbality, gave >3 answers but no comments or questions; (3) moderate verbality, answered questions with ≥4 words but made <3 comments or questions; (4) verbally active, responded extensively to >3 questions, commenting or asking questions >3 times [50].

An observation scheme was developed by the authors to assess the children's level of participation. The observation scheme was based on the levels in Shier's participation model “Pathways to participation,” a theoretical model intended to be used in practice when working with children up to 12 years old. The model consists of 5 levels: (1) children are listened to, (2) children are supported in expressing their views, (3) children's views are taken into account, (4) children are involved in decision-making processes, and (5) children share power and responsibility over decision making [51]. The 3 lowest levels present levels of participation that are the limit of what is stated in the children's Convention on the Rights of the Child as the meaning of participation. The 2 highest levels thus represent higher participation and are also consistent with the definition of shared decision making. The aim of the observation scheme was to rank the levels of the children's participation during the pediatrician appointments, in relation to Shier's 5 levels of participation. We defined in the observation scheme that the decision making should consider decisions concerning medication, caring, or procedure. To make the grading clear and understandable at each level, a 4-degree scale was used for each level in the observation scheme: (0) on a low level or not at all, (1) on a fairly low level, (2) on a high level, and (3) on a very high level (Multimedia Appendix 2). For example, at the first level of participation (children were listened to), “on a low level (0)” was assessed if the health care professionals only spoke to and listened to the parents during the conversation and if the health care professionals only took the initiative to ask the child on a few occasions or not at all. “On a fairly low level (1)” was assessed if the health care professionals spoke to and mostly listened to the parents and took the initiative to ask the child on some occasions but did not listen to what the child had to say. “On a high level (2)” was assessed if health care professionals spoke to and mostly listened to the child and took the initiative to ask the child something on several occasions but did not listen clearly to what the child was saying. “On a very high level (3)” was assessed if the health care professionals spoke to and mostly listened to the child and took the initiative to ask the child something on several occasions and listened clearly to what the child was saying. The grading for all levels is described in detail in Multimedia Appendix 2.

Face validity and content validity were assessed through the training of coders [52] to test the observation scheme and its reliability; two of the researchers analyzed the same video separately. Then all the researchers evaluated and made adjustments to the observation scheme. Interrater reliability was assessed in the next step [44], where a number of video recordings were examined by two of the researchers, who then compared their individual documentation.

Qualitative Analysis

In order to attain a greater understanding of the results, a directed, deductive qualitative content analysis was performed to discern how the children's participation manifested itself during the appointments [47]. A categorization matrix was developed from Shier’s participation model [51], with which the data from the videos were reviewed for content, passages of participation, and brief episodes of participation [47]. The analysis process was performed in the following steps: (1) looking at the videos and highlighting all episodes that, on first impression, appeared to represent passages of participation; (2) coding all highlighted passages using the predetermined categories in Shier’s model; and (3) giving a new category label that captures the essence of participation to any codes that could not be categorized with the predetermined categories [47]. Brief episodes in the films were found during the analysis of the video recordings where the children were actively excluded from participation. These film episodes were also included in the
results as negative codes in order to more clearly describe the degree of the children’s participation. The blinding was released when the categorization process was completed, and the codes in each category were divided into the intervention group and control group. Two researchers completed the analysis, and to enhance the credibility and the dependability of the analysis, the data analysis was discussed continuously with all authors.

Ethical Considerations

The videos were collected between 2006 and 2009 by the Center for Patient Involvement and Collaboration Research, a research group at Oslo University Hospital. This study was approved by the Regional Ethical Review Board in Oslo (2014/1599), with approval for use of the collected videos. The research group at Oslo University Hospital offered the data to the first author to use for this study. The difficulties in doing research on already collected data and to have to depend on the specific setting and design of the data collection were discussed by the authors as a limitation of the study. However, not analyzing already collected data could be considered unethical, which was considered in the decision to conduct this study. The participating children had approved their participation and expected that their contribution to the research would improve care for children with cancer. The funders Region Halland and the Center for Research on Welfare, Health, and Sport at Halmstad University had no access to the study data and have not influenced the way in which the data were analyzed.

Results

Sample

In the intervention group, 13 appointments with pediatricians were performed at 1 pediatric oncology clinic, with 2 girls and 4 boys participating (mean age 9.5 years). In the control group, 14 appointments with pediatricians were performed at 4 pediatric oncology clinics, with 6 girls and 2 boys (mean age 8.1 years) participating who received care as usual.

Quantitative Results

Verbality

The appointments lasted from 6 to 41 minutes. The average times that the children and the parents met the pediatricians were 17.8 minutes for the intervention group (out of 231 minutes and 13 appointments) and 17.6 minutes for the control group (out of 246 minutes and 14 appointments; Multimedia Appendix 3). The children spoke to the pediatricians, on average, 1.14 minutes in the intervention group and 1.78 minutes in the control group (Multimedia Appendix 3). Except for answers to specific questions, the children responded by saying “yes,” “no,” or “hmmm” in most of the appointments. Short and unclear expressions were difficult to record and thus not included. The pediatricians in the intervention group spoke directly to the children on more occasions and for longer total time (average 56.23 minutes from 731 occasions) compared with the control group (average 44.57 minutes from 624 occasions; Multimedia Appendix 4). The children’s verbality was slightly higher in the control group than in the intervention group (Multimedia Appendix 4).

Participation

There was a higher score for the children’s participation, based on Shier’s participation levels [51], when using Sisom compared with the control group. The higher scores are particularly noticeable for the following 3 levels: children were listened to, children were supported in expressing their views, and children’s views were taken into account (Table 3).
Table 3. The ranges (0-3) of the levels of children’s participation during the appointments with the pediatricians, according to Shier’s model.

<table>
<thead>
<tr>
<th>Group and code number of the child</th>
<th>5 levels in Shier’s model of participationa</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Children were listened to</td>
<td>Children were supported into expressing their views</td>
<td>Children’s views were taken into account</td>
<td>Children were involved in decision-making processes</td>
<td>Children shared power and responsibility over decision making</td>
</tr>
<tr>
<td>Intervention group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I.1</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I.1</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>L.1</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>L.2</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>L.3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>L.3</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>L.3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>L.4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>L.4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>L.5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>L.6</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>L.6</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Control group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C.1</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C.1</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C.3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C.3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C.4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C.5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C.6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C.7</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C.7</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C.7</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C.8</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C.8</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C.8</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

aTo grade the level of children’s participation, we used a 4-degree scale: (0) on a low level or not at all, (1) on a fairly low level, (2) on a high level, and (3) on a very high level.

Qualitative Results

The findings from the directed qualitative content analysis showed passages and episodes of participation that were in line with the first 3 levels in the model presented by Shier: (1) children were listened to, (2) children were supported in expressing their views, and (3) children’s views were taken into account. However, the analysis of the videos did not reveal any passages or episodes that could be included in the fourth or fifth level of participation. One new category, which was not included in Shier’s model, named “children received information” emerged in the analysis (Table 4).
Table 4. Analysis of the videos: examples and number of codes in each group.

<table>
<thead>
<tr>
<th>Group</th>
<th>New category</th>
<th>5 levels in Shier’s model of participation</th>
<th>Controls</th>
<th>Positive codes</th>
<th>Negative codes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control group</td>
<td>None</td>
<td>None</td>
<td>The physician followed the child’s wishes about the medical examination.</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Examples</td>
<td>The child expressed a desire on a medical aspect. The pediatrician asked the child about symptoms.</td>
<td>The physician followed the child’s wishes about the medical examination.</td>
<td>None</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of positive codes</td>
<td>32</td>
<td>32</td>
<td>None</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of negative codes</td>
<td>28</td>
<td>28</td>
<td>None</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Children Received Information

Receiving information meant that the children were provided with medical information about what the pediatricians were doing and what could be expected to happen. The children also received information in response to their direct questions about, for example, test results, whether they could eat before a specific examination, or whether a peripheral venous catheter was required before an operation. In the intervention group, the pediatricians gave the children information about examinations and medication during the appointments. The disease-related information was often repeated several times during the same appointment, and almost all the children were informed by the pediatrician about the medical examination, what the pediatrician would do, and the result of the examination. The children were also often informed about the disease, symptoms, and side effects. Some children received health advice, such as the importance of eating so that the body gets nutrients. No child from the intervention group asked for further information during the appointments, but in the control group, the children asked for information on a number of occasions, such as “Why did you press there?” (when the pediatrician palpated his stomach; boy, 6 years old, control group).

The information the children in the control group asked for during the appointments was whether the child had to spend Christmas at the hospital or about examinations, tests, their anatomy, and things they did not understand. One exception to this was one child in the control group who was informed about the course of the disease and the future. The explanation during this appointment was given slowly and in a language adapted to the child’s level of development. During another appointment in the control group, the pediatrician had two accompanying medical colleagues. The conversation during this appointment was conducted in English and was thus not understandable to the Norwegian-speaking child and was only directed to the medical colleagues. The pediatrician informed his colleagues about what he did in English during the medical examination but said nothing to the child. The pediatricians informed the children about the results of the medical examination and the medicines and their side effects in only a few of the appointments in the control group, and the information was aimed only at the parents.

Children Were Listened To

The children were listened to when the pediatrician paid full attention to the child and gave the child time to think before answering. The pediatricians often turned to the children during the conversation in the appointments in the intervention group. The pediatricians’ body language, sitting close to the child and looking at the child, showed that they were really listening. The
The pediatricians waited for and gave the child time to think before answering when talking with the children during the appointments in the intervention group. The pediatricians listened to the children’s answers and asked further questions or confirmed that they were listening with an “Hmm.” The child’s response was followed up by the pediatrician in the cases when parents and children responded differently to the same question. One physician moved closer to the child to get better eye contact and repeated the questions after the parent repeatedly responded on behalf of the child. For example, a pediatrician asked “Doesn’t the food taste good anymore?” When there was no answer from the child, the pediatrician squatted twice in order to get better eye contact with the boy, pats him on the blanket, and repeats the question (boy, 7 years old, intervention group).

The children were not listened to when the pediatrician spoke quickly without giving the child time to reflect and answer or when the pediatrician used language that was difficult for a child to understand. These types of communication occurred during many appointments in the control group, although there were also appointments when the pediatrician listened to the child. The pediatricians were more often focused on the parents than on the child during the appointments in the control group. The pediatricians looked quickly at the parent and seemed to expect the parent to respond even though the question was initially addressed to the child. The conversation between the child and pediatrician was performed through a parent, leaving the child ignored during some of the appointments in the control group. On one occasion, the child was playing with the blood pressure equipment and said he would like to take his blood pressure, but none of those present, including the pediatrician, nurse, and parent, responded or reacted. On one occasion, when another pediatrician asked a child what medications the child took, the latter began to respond, but the pediatrician did not listen to the child and turned to the mother instead. The child got upset and went and put on music at a high volume. During other appointments, the pediatrician asked the parents how the child was feeling, even though the child was sitting next to them. One pediatrician even expressed his desire for the child to be quiet. Several children during the appointments in the control group said or asked things without anyone listening and responding. On one occasion, a child started talking to her mother, and the pediatrician drowned the child by telling her mother a story about his private holiday trip. This child protested loudly without any reaction from the pediatrician or support from the mother.

**Children Were Supported in Expressing Their Views**

The children were supported in expressing their views, which entailed the child being asked and invited into the conversation, but also that the children themselves initiated discussions about for example, how the child wanted the procedure or process to be conducted during a medical examination or that the child wanted to return home. The children often appeared to be tired and silent in both the intervention and control groups; thus, support from the pediatrician was needed. The children were often invited into the conversation during the intervention group’s appointments. The pediatricians were attentive in their interactions with the child and gave the latter time to express themselves, which in some appointments gave the children courage and capability to express their opinions. The pediatrician offered their support and built trust by trying to get the children to talk about their problems, thoughts, and reflections. Some pediatricians asked the children questions about their social life, friends, social exclusion, and mental health, while others only asked questions about the child’s disease and treatment. The pediatricians had nearly all their attention directed to the child during some of the appointments in the intervention group. Although some children were mostly silent, they were then invited into the conversation through questions directed at them and being given enough time for answering and expressing their views. The conversations and questions during the various appointments mainly concerned the children’s condition and possible symptoms. There were often open questions posed by the pediatricians.

When the parents in the intervention group said, during one appointment, that their child had a stomachache, the pediatrician turned to the child and asked questions about it. During some of the other appointments in the intervention group, the pediatricians asked how the children wanted the medical examination to be carried out, and sometimes the children expressed their views spontaneously. A girl said that she preferred to lie down during the examination. The children in the intervention group were often directly asked questions about medication, such as which medicines they took. The problems the children spoke about were, for example, pain when measuring blood pressure and a medicine that was only available as a tablet that the child had difficulties in swallowing. The children often demonstrated their knowledge about medicines; for example, they could list all the medicines they took and often the doses. Moreover, they spoke about incidents such as infections and blood transfusions since the last appointment, as well as new symptoms, such as bruises. For example, a 9-year-old girl in the intervention group said “The medicine is a bit awkward; we have to crush it and mix it with yoghurt.

The pediatricians offered emotional support to the children during many of the appointments in the intervention group by encouraging them to come to them if problems arose. The pediatricians generally wanted to know if the children had difficult or unpleasant experiences or if they had other questions and concerns. Several of the pediatricians explained to the children that they wanted to understand how the children thought and felt. A pediatrician explained at one appointment that it was sad but normal that the child could no longer ride a bike or ski downhill, but that it would be possible to do it again in the future, while another pediatrician praised the child’s strength in showing her baldness despite everyone in school knowing and being able to see. The pediatricians also asked open questions about participation where they offered support to the children by allowing them to express their views: “Is there anything you have forgotten to ask about or anything else you want to say?” (pediatrician to girl, 9 years old, intervention group).
The pediatricians rarely invited the children into the conversation during the control group’s appointments; for example, at one appointment, many questions were asked very quickly, not giving the child time to answer. The pediatricians gave instructions rapidly during the medical examination in some of the control group’s appointments, not allowing the children to express their opinions.

Talking about private things helped the children relax and feel secure. The pediatrician talked to the children about private things in approximately half of the appointments in the intervention group. They talked about how the children spent the summer, whether they had swum, and whether they would be going away on holiday. Other subjects were also raised, such as being unable to go to school, difficulties in sports activities, and talking about computer games and Christmas presents. The pediatrician only talked to the children about private things, such as pets and school, in a few of the control group’s appointments.

**Children’s Views Were Taken Into Account**

The level in Stier’s model concerning the children’s views being taken into account pertains to the pediatricians’ consideration of the children’s views. Only a few brief episodes in the videos were found for this level. The children’s views were taken into account during the interventions group’s appointments. For example, at one appointment when a child asked her parent if she could go out and listen to music, it was noted by the pediatrician who said to the child that she could go out if that was what she preferred, and at another appointment, a child expressed a wish to lie down during the medical examination.

*You can do it [the examination] when I’m lying down, that’s better.* [girl, 9 years old, intervention group]

*Jump up and lie down then [on the examination table].* [pediatrician]

A child in the control group was informed during an appointment of the need to stay and have treatment, and the child became very upset. The child's opinion was taken into account in a respectful and supportive way when the child started to scream and cry. The pediatrician, nurse, and parents were completely silent, allowing the child to express her disappointment. The adults showed empathy through eye contact and body language expressing that they were also sad on behalf of the child. A child protested about having to remove clothes during another appointment in the control group. This child's opinion was taken into account by the pediatrician who lifted the clothes up a little instead.

**Children Were Involved in Decision Making**

The children were not involved in decision making in their health care. The pediatricians made most of the decisions, purely medical, both in the control and intervention groups, and neither the parents nor the children participated in these decisions. The decisions concerned continuation or temporary suspension of treatment, a need for blood transfusion, removal of a subcutaneous venous port, and planning for new blood tests and were expressed as already having been determined. Only one brief episode was found, which was in the intervention group, where a nurse suggested that the child allowed blood samples to be taken prior to talking to the pediatrician, and the latter then asked the child if this was a good idea. The child participated in the decision by deciding whether blood samples could be taken prior to or after the appointment with the pediatrician.

**Children Shared Power and Responsibility for Decision Making**

No brief episode was found showing that children shared power and responsibility for decision making.

**Discussion**

**Principal Findings**

The overall results showed increased participation for the children in the intervention group using Sisom compared to the control group, especially in relation to the lower levels of participation (levels 1-3) in Shier’s model [51]. Levels 4 and 5 concern the child’s possibilities for sharing decision making and responsibility with health care professionals. These levels were barely noticeable in any of the appointments in the two groups. These findings confirm previous research that has shown that children’s possibilities for participating in decisions that concern them in health care are almost nonexistent [50,53,54].

It has been highlighted both in research and clinical practice that there is a need for guidelines, strategies, and methods to enable a higher level of children’s participation in clinical practice. This study showed that the use of the eHealth service Sisom can increase the health care professional’s ability to promote children’s participation, but there is much more to do to reach a higher level where the children are co-actors and share decisions about issues in their care. To change and restructure the working procedures for children’s participation in practice, it is crucial to consider both the individual and contextual factors such as attitudes, values, knowledge, readiness for behavioral change, culture, resources, and priorities [55].

For example, it has been maintained that pediatric care needs guidance and support [56], education [57], training [58], and interventions and methods (for example, eHealth services such as Sisom) [29,53,59,60] to increase children’s participation. This entails extensive effort by both the health care services provided for children and the professionals who work there to increase their ability to involve children in decision making. It is also necessary for them to access adapted and person-centered information for children to have the ability to participate in decisions [19,20]. The children in the intervention group received more information from the pediatrician, expressed in a child-centered way and adapted to the needs of the child, in comparison with the control group. However, in the control group, the children asked for more and further information than those in the intervention group. One explanation for these differences between the groups could be that the pediatricians in the intervention group were more focused on and paid greater attention to the child’s problems expressed through the use of Sisom. The pediatricians thus provided information based on the children’s perspectives. However, information in pediatric health care is a complex aspect. The children’s preference for and ability to absorb information could vary depending on different factors such as personality, age, maturity, and disease.
state [20]. Another factor could be that the child is afraid of appearing to be stupid or feeling too shy to ask for information [61]. The child’s preferences could also vary in different situations and change over time [23, 28, 62, 63]. Previous research has shown that children speak infrequently to health care professionals during pediatric appointments [64]. Information in pediatric health care has also been highlighted by children with different diseases as being important for their possibilities for participating in health care [65, 66]. The directed qualitative analysis in our study revealed one further category termed “children received information,” which is not included in Shier’s model [51]. The health care professionals were giving the children information with the purpose of letting them know and understand what would be happening and to experience control over the situation.

It appears that health care professionals find it more difficult to give children space and opportunity to speak during appointments without having the support from an eHealth service such as Sisom. The children can convey problems and thoughts through Sisom, which can provide the health care professionals with a different way to engage with the children and to facilitate interaction. The compelling ambition, as emphasized in the United Nations Convention on the Rights of the Child [27], is that pediatric care and professionals’ interaction with the child should lead to the children being listened to and supported in expressing their views, these views being taken into account, and children being involved in the decision-making processes [51]. The decision-making level was not, however, achieved in this study. Even in care situations where there is a strict treatment protocol that needs to be followed in order to succeed with the care, informing and interacting about the treatment and care plan with the child are important for the child to understand, be able to ask questions [19], and express how they want to be involved in decision making [19, 23]. The pediatricians in the intervention group were more focused on the children and seemed to be more aware of their own behavior when interacting with the child, which is important for the children to have positive experiences with care [67, 68]. The use of an eHealth service for children has the potential of facilitating transition towards more trustful and supportive behavior from health care professionals [37, 38, 69, 70].

Methodological Considerations

The results in this study would have shown higher levels of participation for the children in the intervention group if based solely on the quantitative methodology, but the reasons for these results and how they came about would have remained unknown. Supplementing the methodology with a qualitative approach helped to gain an understanding of how the eHealth service, Sisom, can influence health care professionals through the visualization of the children’s needs and promotion of interactions, thus demonstrating the benefit of a mixed method approach [48].

Video observations are used in studies to observe how people behave towards each other, how they act and interact, to see body language and glances, and to hear what they talk about [71]. A video-recorded observation can be preferred in complex processes, such as appointments with pediatricians in health care settings, where many different things can happen simultaneously, and the researcher is able to review the videos several times [72]. It was sometimes difficult to see facial expressions and hear who was talking and what they were saying in the analyzed videos, partly due to technical reasons but also due to the participants’ location in the room. This led to the videos being reviewed many times to ensure that the content was perceived correctly. The pediatricians’ behavior towards the children can vary based not only on the use of Sisom but also on the different personalities and attitudes of the pediatricians and the different clinics’ organization and working procedures. However, all pediatricians have specialist expertise and lengthy experience working and interacting with children. The children were between 6 and 12 years old, which means different levels of development and verbosity that may have affected their interactions in the appointments. However, this was not obvious in relation to the children’s statements to the pediatrician or their verbalities. This may impair the study’s credibility as we draw conclusions based on the differences between the control and intervention groups. A strategy was applied to strengthen the credibility and dependability of the study, whereby the coders were trained and the similarity in the analysis of the two researchers was assessed by interrater reliability. Detailed information about the analysis process has been provided, and examples of citations in the qualitative results are presented for confirmation.

Study Limitations

One limitation could be that the data were collected several years ago. The fact that the data were collected by other researchers led to difficulties in obtaining facts about the execution of this data collection. For example, it was unclear if the child had met the current pediatrician before. The sample size was too small to perform significant statistical calculations. It is possible that health care professionals are more child-centered today since the importance of this approach has received greater attention in recent years. However, even if we are aware of some limitations in this study, it is important to investigate the implementation of eHealth services such as Sisom in daily practice since there is still a lack of similar resources to promote children’s participation in health care. This study can thus make an important contribution.

Conclusions

eHealth services, such as Sisom, can increase children’s participation in health care and influence health care professionals’ ways of communicating with children in health care services. The overall results showed increased participation for the children in the intervention group compared to the control group, but a higher level of participation where the child could share decision making and responsibility with health care professionals was not visible in any of the groups. Sisom provides opportunities for enhanced improvement in health care, but its capabilities are far from being fully utilized. Further studies employing a randomized control design focusing on the effects of eHealth services on children’s health outcomes, perceived participation, and cost-effectiveness could make a
significant contribution to guiding implementation of eHealth services in pediatric care.
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Abstract

Background: Juvenile idiopathic arthritis (JIA) is a serious and potentially debilitating pediatric illness. Improved disease self-management may help to improve health outcomes.

Objective: This study aimed to evaluate the effectiveness of the Teens Taking Charge Web-based self-management intervention in reducing symptoms and improving health-related quality of life (HRQL) in adolescents with JIA compared with a Web-based education control condition.

Methods: Adolescents with JIA aged 12 to 18 years were recruited from 11 Canadian pediatric rheumatology centers. Caregivers were invited to participate along with their child. In addition to standard medical care, participants were randomized to receive either (1) the Teens Taking Charge self-management intervention or (2) a Web-based education control condition for a period of 12 weeks. Adolescents in the intervention group completed website modules addressing cognitive behavioral coping skills, stress management, and other self-management topics, while also receiving monthly telephone calls from a trained health coach.
Adolescents in the education control group were instructed to view a series of preselected public JIA educational websites and received monthly calls from a coach who asked about their own best efforts at managing JIA. Caregivers in the intervention group completed website modules related to promoting independence and disease self-management in their child. Caregivers in the education control group were instructed to view a series of preselected public JIA educational websites. Outcome assessment occurred at baseline, 12 weeks (posttreatment), and at 6 and 12 months postrandomization. The primary outcomes were pain intensity, pain interference, and HRQL. Secondary outcomes were emotional symptoms, adherence, coping, knowledge, and self-efficacy.

**Results:** In total, 333 adolescents and 306 caregivers were enrolled. Significant overall reductions in pain intensity ($P=0.02$) and pain interference ($P=0.007$) were observed for intervention group participants compared with those in the education control group, after adjusting for baseline levels. There was a significant overall improvement in HRQL related to problems with pain ($P=0.02$) and problems with daily activities ($P=0.01$). There was also a significant difference in the intervention group over time ($P=0.008$) for HRQL related to treatment problems, with the intervention group participants demonstrating improved HRQL by 12 months compared with education control group participants. Both groups showed nonsignificant improvements compared with baseline in other primary outcomes. There were no significant differences between the groups in any secondary outcomes or caregiver-reported outcomes.

**Conclusions:** The results of this randomized trial suggest that the Teens Taking Charge Web-based intervention is effective at reducing both pain intensity and pain interference, as well as improving HRQL in adolescents with JIA, compared with education control. These effects are sustained for up to 12 months following program completion. The Teens Taking Charge program is now publicly available at no cost.

**Trial Registration:** ClinicalTrials.gov NCT01572896; https://clinicaltrials.gov/ct2/show/NCT01572896

(J Med Internet Res 2020;22(7):e16234) doi:10.2196/16234
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**Introduction**

**Background**

Juvenile idiopathic arthritis (JIA) is a serious and potentially debilitating pediatric illness. It is the most common rheumatic disease in childhood, affecting approximately 1 in 1000 children [1]. The disease course can be unpredictable, and children commonly experience both physical (eg, pain, fatigue, stiffness) and emotional (eg, stress, anxiety, depression) symptoms that may restrict day-to-day function [2-7]. Persistent pain is common and can contribute to adverse psychological effects and functional disability [8,9]. As children mature, they are expected to assume increasing responsibility for disease self-management concomitant with their growing independence and autonomy. However, adherence to disease management is typically suboptimal [10,11]. Poor adherence and inappropriate strategies for self-management may reduce the potential benefits of treatment and impact health-related quality of life (HRQL) [10,11].

Improved disease self-management early in the disease trajectory may help to improve health outcomes. Web-based self-management interventions are a promising strategy for improving the accessibility and availability of education, psychosocial interventions, and social support for adolescents with JIA [12,13]. There is preliminary evidence that self-management interventions can improve symptoms and health status in certain childhood illnesses [14-20].

**Teens Taking Charge** is a Web-based treatment that was developed to meet the need for a high-quality, accessible, empirically grounded, and multilingual self-management program for adolescents with JIA [21-23]. The program was developed using a sequential phased approach. In phase 1, a qualitative needs assessment was conducted to identify the self-management needs of adolescents with JIA [21]. Adolescents articulated a universal need for more JIA-specific knowledge, self-management strategies, and meaningful social support to better manage their JIA. In phase 2, a prototype website was developed, and it underwent iterative cycles of usability testing to ensure ease of use and understanding of the program [22]. In phase 3, a pilot feasibility randomized controlled trial (RCT) was completed with 46 adolescents with JIA and their caregivers [23]. The pilot RCT supported the feasibility (high acceptability, user satisfaction, and compliance) and initial effectiveness of the program in improving knowledge and decreasing pain in adolescents with JIA compared with an education control condition.

**Objective**

The objective of this study was to evaluate the effectiveness of the Teens Taking Charge Web-based self-management intervention in reducing symptoms and improving HRQL in adolescents with JIA compared with a Web-based education control condition. We hypothesized that adolescents randomized to the intervention group would demonstrate (1) reduced pain and improved HRQL: (1) reduced emotional (anxiety and depression) symptoms; and (3) increased treatment adherence, pain coping, JIA-specific knowledge, and self-efficacy compared with adolescents randomized to the control group. See Figure 1 for a summary of the hypothesized mechanism of action of the Teens Taking Charge intervention on health outcomes. This model is based on the published work of Murray et al [24].
Methods

Trial Design
A 2-arm parallel group RCT design was conducted to evaluate the effectiveness of the Teens Taking Charge program in comparison with a Web-based education control condition. The allocation ratio was 1:1. The trial was registered on ClinicalTrials.gov with the identifier, NCT01572896. The study was approved by the local research ethics boards at each of the participating institutions.

Participants
Adolescents were recruited in person from 11 Canadian pediatric rheumatology centers. A local research coordinator explained the study to eligible adolescents and obtained written consent. Parents and caregivers were invited to participate with their child. Adolescents were eligible to participate if they were (1) between 12 and 17.9 years of age, (2) diagnosed with JIA as per their rheumatologist, (3) able to speak and read English or French, and (4) able to complete Web-based outcome measures as per self-report. Adolescents were excluded if they had (1) major comorbid illnesses or cognitive impairments that could affect their ability to use and understand the Web-based program as per their health care provider or (2) were currently participating in other cognitive behavioral therapy interventions. Parents and caregivers were eligible if they were (1) able to speak and read English or French and (2) able to complete parent modules and outcome measures. Participants received gift cards (total value Can $100 [US $75]) in recognition of their time and commitment to the study.

Study Conditions

Intervention Condition
The intervention was based on cognitive behavioral principles of improving pain and HRQL through providing disease education, empowering patients with coping skills to help manage disease symptoms and stress, and providing validation and encouragement through opportunities for social support. The intervention condition had three components: (1) a 12-module adolescent website consisting of JIA-specific education, self-management strategies, and social support, (2) telephone health coaches for the adolescent only, and (3) a 2-module caregiver website consisting of education about the impact of JIA and strategies to support their adolescent in self-management. The adolescent and caregiver websites were available in English and French. The module content is summarized in Table 1. All content was developed by a team of experts from across Canada including study investigators, allied health team members, and adolescent medicine health care professionals, and patient
advocates. Modules were written at a grade 6 to grade 7 level, were developmentally appropriate for those aged 12 to 18 years, and were geared to address the needs identified in the phase 1 qualitative study [21]. See Figure 2 for screenshots of the Teens Taking Charge adolescent website.

Participants were instructed to work through the modules over a 12-week period at their own pace to allow sufficient flexibility to accommodate for exams, holidays, and illnesses. Participants received automated standard weekly emails to remind them to complete their next module and to congratulate them on module completion.

Adolescents in the intervention group also received monthly telephone calls from a health coach who was a trained non–health care professional [23]. The telephone coach (1) reviewed content from the previous 4 weeks (eg, assignments, knowledge quizzes, and goals); (2) determined whether the participant completed the modules and answered questions regarding the material and or self-management skills; and (3) provided guidance and helped problem-solve any issues with the program content that may have arisen in the previous 4 weeks. If participants asked questions that the coach could not answer, the coach redirected them to their rheumatology health care team. All calls were audio recorded and audited every 3 months to ensure integrity of the intervention delivery.

Table 1. Module breakdown of the Teens Taking Charge intervention for adolescents and caregivers.

<table>
<thead>
<tr>
<th>Module number and title</th>
<th>Content description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Adolescent modules</strong></td>
<td></td>
</tr>
<tr>
<td>1. About JIA*</td>
<td>Clinical features of JIA</td>
</tr>
<tr>
<td>2. Understanding diagnosis</td>
<td>How JIA is diagnosed, coping, and health check-ups</td>
</tr>
<tr>
<td>3. Managing your symptoms</td>
<td>Understanding and managing pain, fatigue, and stiffness</td>
</tr>
<tr>
<td>4. Managing stress</td>
<td>Understanding and managing stress</td>
</tr>
<tr>
<td>5. Relaxation</td>
<td>Belly breathing, relaxation with and without tension, mini relaxation, and behavioral reversal</td>
</tr>
<tr>
<td>6. JIA medications</td>
<td>Overview of medications for JIA and medication management</td>
</tr>
<tr>
<td>7. Distraction</td>
<td>Attention focusing, imagery, mental games, and pleasant activities</td>
</tr>
<tr>
<td>8. Other types of care</td>
<td>Physical activity, nutrition, orthotics, occupational therapy, psychological therapy, complementary therapy, surgical procedures, eye care, and dental care</td>
</tr>
<tr>
<td>9. Managing your thoughts</td>
<td>Understanding stress and thinking; changing negative thoughts</td>
</tr>
<tr>
<td>10. Therapies, self-monitoring, and supports</td>
<td>Getting the most from your treatment, self-monitoring, and communication with the health care team</td>
</tr>
<tr>
<td>11. Your lifestyle</td>
<td>Staying active, healthy eating, and lifestyle choices</td>
</tr>
<tr>
<td>12. Looking ahead</td>
<td>Transitioning to adult care, preparing for higher education and employment, and maintaining a treatment program</td>
</tr>
<tr>
<td><strong>Caregiver modules</strong></td>
<td></td>
</tr>
<tr>
<td>1. Impact of arthritis</td>
<td>Impact of JIA on the family and finances; JIA disease education</td>
</tr>
<tr>
<td>2. Letting go</td>
<td>Communicating with your teen and helping your teen to take control of disease management</td>
</tr>
</tbody>
</table>

*JIA: juvenile idiopathic arthritis.*
Education Control Condition

This condition was designed to control for the potential effects on outcomes of time, attention, and computer use during the intervention and through the follow-up period. In addition to standard medical care, adolescents and caregivers in the education control group were provided with access to a self-guided education study website called the JIA Resource Centre. It featured links to 12 publicly available JIA websites (identified from a systematic review) that provided patient education, but did not offer self-management strategies or opportunities for social support [25]. The information in these websites was similar to the materials that are routinely provided at the time of diagnosis in the participating recruitment centers. The educational websites were monitored on a weekly basis to ensure that they did not add any active ingredients during the trial. See Multimedia Appendix 1 for a list of websites in the JIA Resource Centre. Adolescents and caregivers were encouraged to browse one website per week from the JIA Resource Centre. They received automated email reminders each week to access the education content.

Each adolescent in the education control group also received monthly telephone calls from a coach. The coaches were trained non–health care professionals who encouraged participants to view the websites and also discussed adolescents’ own best efforts at managing their JIA over the 12-week period. The coach used standardized scripts for these calls. They did not provide any advice or self-management support to participants, and the interaction was minimal. If a participant asked for information related to self-management of their JIA, the coach redirected them to their rheumatology health care team. All calls were recorded and audited to ensure integrity of the control calls. Participants from the education control group were offered the full intervention following their trial completion (at 12-month time point after completion of all outcome measures) for a period of 3 months.

Outcomes

Outcome data included a combination of adolescent self-reports and parent-proxy reports, as outlined in Multimedia Appendix 2 [26-34]. Measures were completed at four different time points: baseline (after consent, before randomization; T1), condition completion (3 months after randomization; T2), 6 months after randomization (T3), and 12 months after randomization (T4). Measures were completed online by study participants through the Research Electronic Data Capture secure Web-based system hosted at the Hospital for Sick Children. The lead study coordinator contacted participants via telephone, email, and mail to remind them to complete follow-up measures. All measures have evidence of validity and reliability for adolescents with arthritis and were available in English and French.
Sample Size

Sample size was calculated by assuming an effect size (standardized group difference) of 0.31 units on the outcome of average pain intensity over a 12-month follow-up because this magnitude of difference is considered the minimally clinically significant important group difference for pain intensity [35]. It is also congruent with the treatment effect observed during pilot work [23]. Assuming a type I error rate (alpha) of .05 and the maximum correlation between repeated pain measurements to be 0.90, a sample size of 117 participants per group (234 in total) was required to achieve 80% power to detect an effect of this magnitude or larger. To account for the lack of compliance in completing online measures, we assumed a loss to follow-up of 20% based on our pilot RCT (13%) [23] and systematic review [36]. Therefore, we planned to randomize 294 adolescents to one of the two groups.

Randomization

Randomization was centrally controlled, concealed, and balanced by physician-rated disease activity into those with low (<3/10) and moderate-to-severe (>4/10) disease activity [37] and by study center (ie, to control for center-specific education, transitional care programs, and treatment approaches). A secure, Web-based randomization service was used for allocating participants to the trial groups. Following randomization, participants were sent instructions on how to access their assigned program (website link and log-in) and were contacted by their assigned coach.

Blinding

This was a single blind study (adolescent and caregiver only). Both groups received a website and monthly telephone calls. Participants were informed that they would be chosen at random to either receive the Taking Charge: Managing JIA Online internet education program or the JIA Resource Centre internet education program. They were not explicitly told which program was considered the intervention condition.

Statistical Methods

As per an intent-to-treat approach, all participants were included in the final analysis and according to the arm (intervention or control) to which they were randomized. Only participants who completed at least one follow-up outcome assessment after baseline were included in the analysis. In addition, outcome assessments were required to be completed within 35 days of each time point (ie, 3 months, 6 months, 12 months) to be included in the analysis for that time point. This 35-day window was used because the PedsQL Rheumatology Module asks respondents to describe their function over the previous month [38]. Thus, participants who completed their outcome assessments beyond the assigned time point were reporting their function within a different window of time compared with participants who completed assessments on schedule and the data were considered missing.

Data were analyzed using the SAS software (Version 9.1.3. developed by SAS Institute Inc, Cary, North Carolina, 2006). [39]. Descriptive statistics were used to describe characteristics of the sample. A significance level of .05 was used for the primary question. A Bonferroni-adjusted alpha level of .007 was used to maintain an overall level of .05 for all secondary and other study outcomes. Linear mixed models were used to assess the effects of the intervention on primary, secondary, and other outcomes using the baseline scores as covariates. Models used an autoregressive first order covariance structure, which allows for correlations between measurements to decline as they are further apart in time [40,41]. To assess the effects of disease-related variables (eg, disease activity, duration of illness, and disease subtype) and age on primary and secondary outcomes, separate linear mixed models of each posttreatment measure were constructed using pretreatment disease-related variables and age as covariates [42].

Data Safety and Monitoring

A Data Safety and Monitoring Board (DSMB) was formed to regularly review the safety and treatment-specific efficacy data of the trial. The board included experts in translational research, pediatric rheumatology, chronic pain, cognitive behavioral therapy, RCTs, and biostatistics. The DSMB met via teleconference every 6 months for the duration of the trial.

Results

Participants

The Consolidated Standards of Reporting Trials (CONSORT) [43] flow diagram detailing participant enrolment, allocation, follow-up, and analysis is provided in Figure 3. The randomized study sample consisted of 333 adolescents. As illustrated in the CONSORT diagram, 76/164 (46.3%) participants in the intervention group and 38/169 (22.5%) in the control group were lost to follow-up. Those participants lost to follow-up did not have any significant differences in baseline characteristics with the exception of the PedsQL worry subscale (lost to follow-up=40.0; analytic=45.9; P=.03).
Across the entire sample, 100/604 (16.6%) outcome assessments were completed beyond the 35-day window for that time point. The breakdown of overdue assessments across time points was as follows: 3 months (24/197, 12.2%); 6 months (38/200, 19.0%); and 12 months (38/207, 18.4%). Comparing the groups, 45/251 (17.9%) intervention outcome assessments and 55/353 (15.6%) control outcome assessments were completed outside the window. Similarly, 101/541 (18.7%) caregiver outcome assessments were completed beyond the 35-day window for that time point. The breakdown of overdue caregiver assessments across time points was: 3 months (26/169, 15.4%); 6 months (35/182, 19.2%); 12 months (40/190, 21.1%). Comparing the caregiver study groups, 46/216 (21.3%) intervention assessments and 55/325 (16.9%) control assessments missed the allowed window.

Characteristics of the analyzed adolescent sample by assigned condition are provided in Table 2. The analyzed caregiver sample consisted of biological mothers (158/197, 80.2%), biological fathers (36/197, 18.3%), and adoptive parents or grandparents (3/197, 1.5%). More than half of the caregiver sample (129/197, 65.5%) had graduated from college or graduate school.
Table 2. Adolescent demographic and disease characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=219)</th>
<th>Intervention (n=88)</th>
<th>Control (n=131)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>14.4 (1.6)</td>
<td>14 (1.5)</td>
<td>14.5 (1.7)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>154 (70.3%)</td>
<td>63 (72)</td>
<td>91 (69.5)</td>
</tr>
<tr>
<td>Male</td>
<td>65 (29.7%)</td>
<td>25 (28)</td>
<td>40 (30.5)</td>
</tr>
<tr>
<td>Language, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>214 (97.7%)</td>
<td>87 (99)</td>
<td>127 (96.9)</td>
</tr>
<tr>
<td>French</td>
<td>5 (2.3%)</td>
<td>1 (1)</td>
<td>4 (3.1)</td>
</tr>
<tr>
<td>Annual household income (Can $), n (%)a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than $25,000 (US $18,263)</td>
<td>9 (4.6%)</td>
<td>2 (3)</td>
<td>7 (5.7)</td>
</tr>
<tr>
<td>$25,000-49,999 (US $18,263-US $36,526)</td>
<td>25 (12.7%)</td>
<td>9 (12)</td>
<td>16 (13.1)</td>
</tr>
<tr>
<td>$50,000-74,999 (US $36,526-US $54,790)</td>
<td>28 (14.2%)</td>
<td>6 (8)</td>
<td>22 (18.0)</td>
</tr>
<tr>
<td>$75,000-99,999 (US $54,790-US $73,053)</td>
<td>29 (14.7%)</td>
<td>13 (17)</td>
<td>16 (13.1)</td>
</tr>
<tr>
<td>$100,000-150,000 (US $73,053-US $109,580)</td>
<td>33 (16.8%)</td>
<td>12 (16)</td>
<td>21 (17.2)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>44 (22.3%)</td>
<td>18 (24)</td>
<td>26 (21.3)</td>
</tr>
<tr>
<td>JIA b category, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systemic</td>
<td>5 (2.3%)</td>
<td>1 (1)</td>
<td>4 (3.1)</td>
</tr>
<tr>
<td>Oligoarthritis</td>
<td>47 (21.5%)</td>
<td>21 (24)</td>
<td>26 (19.8)</td>
</tr>
<tr>
<td>Oligoarthritis—extended</td>
<td>24 (10.9%)</td>
<td>9 (10)</td>
<td>15 (11.5)</td>
</tr>
<tr>
<td>Polyarthritis (RF-)</td>
<td>50 (22.8%)</td>
<td>23 (26)</td>
<td>27 (20.6)</td>
</tr>
<tr>
<td>Polyarthritis (RF+)</td>
<td>19 (8.7%)</td>
<td>5 (6)</td>
<td>14 (10.7)</td>
</tr>
<tr>
<td>Psoriatic arthritis</td>
<td>23 (10.5%)</td>
<td>9 (10)</td>
<td>14 (10.7)</td>
</tr>
<tr>
<td>Enthesitis-related arthritis</td>
<td>35 (16.0%)</td>
<td>13 (15)</td>
<td>22 (16.7)</td>
</tr>
<tr>
<td>Undifferentiated</td>
<td>9 (4.1%)</td>
<td>3 (3)</td>
<td>6 (4.6)</td>
</tr>
<tr>
<td>Other</td>
<td>7 (3.2%)</td>
<td>4 (5)</td>
<td>3 (2.3)</td>
</tr>
<tr>
<td>Disease severity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low (0-3 PGA)c</td>
<td>181 (82.6%)</td>
<td>75 (85)</td>
<td>106 (80.9)</td>
</tr>
<tr>
<td>Moderate to severe (4-10 PGA)</td>
<td>38 (17.4%)</td>
<td>13 (15)</td>
<td>25 (19)</td>
</tr>
<tr>
<td>Duration of illness (years), mean (SD)</td>
<td>5.7 (4.6)</td>
<td>6 (5)</td>
<td>5.6 (4.6)</td>
</tr>
<tr>
<td>Expectation about intervention effectiveness at baseline</td>
<td>6.1 (2.1)</td>
<td>6 (2)</td>
<td>5.9 (2.0)</td>
</tr>
</tbody>
</table>

aParent report, N=197.
bJIA: juvenile idiopathic arthritis.
cPGA: physician global assessment [23].

Adherence to Assigned Study Condition

Telephone coach calls were considered complete if a participant had reviewed their assigned website module content for that month. Thus, coach calls were used to define participant adherence to their assigned condition. In total, 72.4% (241/333) of participants completed at least two of three coach calls. Across all participants, coach call completion was as follows: 0 calls (75/333, 22.5%); 1 call (17/333, 5.1%); 2 calls (4/333, 1.2%); or 3 calls (237/333, 71.2%). A higher proportion of participants in the control condition met the minimum criteria for being considered adherent compared with the intervention condition (148/169, 87.6% vs 93/164, 56.7%). Overall, 146/169 (86.4%) control participants and 91/164 (55.5%) intervention participants completed all 3 calls.

Primary and Secondary Outcomes: Adolescents

There was a significant effect of condition on pain intensity ($P=.02$) and pain interference ($P=.007$) after adjusting for baseline differences between the groups, with improved scores (lower values) observed in the Teens Taking Charge group. The effect of condition was stable over time (from 3 to 12 months), as there were no significant conditions by time interactions. Similar results were seen for the HRQL domains of problems with pain ($P=.02$) and problems with daily activities ($P=.01$). Although there was no overall condition effect, there was a...
significant condition by time interaction ($P=.008$) for treatment problems, suggesting that the difference between the groups changed over time. No significant differences were seen on the PedsQL subscales of worry or communication problems. Results from the linear mixed models are presented in Table 3, and the mean values in both groups over time are depicted in Figures 4 to 6. See Multimedia Appendices 3-5 for additional analytic outputs from the adolescent analyses.

Table 3. Adolescent reported primary outcomes, linear mixed models.

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>Linear mixed model</th>
<th>Time</th>
<th>Condition</th>
<th>Time by condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$F$ value ($ddf=281$)</td>
<td>$P$ value</td>
<td>$F$ value ($ddf=281$)</td>
</tr>
<tr>
<td>Pain intensity</td>
<td>1.12</td>
<td>.33</td>
<td>5.44</td>
<td>.02</td>
</tr>
<tr>
<td>Pain interference</td>
<td>1.23</td>
<td>.30</td>
<td>7.40</td>
<td>.007</td>
</tr>
<tr>
<td>Quality of life</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Problems with pain</td>
<td>3.68</td>
<td>.03</td>
<td>5.40</td>
<td>.02</td>
</tr>
<tr>
<td>Problems with daily activities</td>
<td>0.12</td>
<td>.89</td>
<td>6.39</td>
<td>.01</td>
</tr>
<tr>
<td>Treatment problems</td>
<td>4.30</td>
<td>.02</td>
<td>0.12</td>
<td>.73</td>
</tr>
<tr>
<td>Worry</td>
<td>2.64</td>
<td>.07</td>
<td>0.43</td>
<td>.51</td>
</tr>
<tr>
<td>Communication problems</td>
<td>2.93</td>
<td>.06</td>
<td>1.49</td>
<td>.22</td>
</tr>
</tbody>
</table>

$^a$ddf: denominator degrees of freedom.

Figure 4. Pain intensity scores over time in each treatment group, mean and 95% CI.
Figure 5. Pain interference scores over time in each treatment group, mean and 95% CI.

Figure 6. PedsQL subscale scores over time in each treatment group, mean and 95% CI.

Primary and Secondary Outcomes: Caregivers
The primary and secondary caregiver outcome variables as a function of condition and assessment time point are displayed in Multimedia Appendices 6 and 7. There were no significant differences between study groups on primary and secondary caregiver outcomes.
Discussion

Principal Findings
This study sought to evaluate the effectiveness of the Teens Taking Charge intervention compared with Web-based education in improving symptoms and HRQL in adolescents with JIA. Our results indicate that the Teens Taking Charge self-management intervention has evidence of effectiveness at improving pain intensity and pain interference. These improvements were sustained for up to 12 months postrandomization. The intervention group also demonstrated significant improvements in HRQL related to pain and hurt, daily activities, and treatment problems compared with the control. There were improvements, yet no significant group differences in the secondary outcomes of emotional symptoms, treatment adherence, pain coping, JIA knowledge, and self-efficacy. The data trends support the conceptual model for how JIA self-management education could be foundational to promote improvement in health outcomes.

Comparison With Previous Work
As expected, there is concordance between the results of this trial and the Teens Taking Charge pilot RCT. The pilot trial demonstrated initial program effectiveness in improving JIA knowledge and decreasing pain intensity compared with education control [23].

Results of this RCT should also be compared with published results by Connelly et al [44], who evaluated an adapted version of Teens Taking Charge in English and Spanish-speaking adolescents with JIA in the United States. Data from the Connelly trial indicated that participants in both study groups had comparable and statistically significant improvements in pain intensity, pain interference, and HRQL over the study period, with no significant between-group differences. The effect size estimates associated with outcome improvement were small.

The findings of these two RCTs should be considered in the context of several factors. First, this study was conducted in Canada while the Connelly study was conducted in the United States. Given that the Teens Taking Charge program was delivered in addition to usual care, it is possible that regional differences in baseline care affected the relative impact of the supplemental intervention. Although both RCTs demonstrated improvements in primary outcomes in the control and intervention groups, only this study found significant improvements in the intervention participants compared with control participants. Connelly hypothesized that the choice to compare a self-directed Web-based self-management intervention with an active control arm (ie, online education) rather than a wait list or standard care condition may have contributed to the lack of between-group differences in his trial. Participants may have engaged differently with the active control condition—with participants in the American trial benefiting more from the provided JIA education and/or attention from a telephone coach. This may be a function of the type of education routinely offered as part of usual clinic care and/or how much participants actually viewed and used the active control content. Unfortunately, as data about how often control participants perused the educational websites were not captured, direct comparisons between the trials in this regard is not possible.

This trial’s results also concur with two systematic reviews, which found that remotely delivered self-management interventions can be effective in improving painful symptoms in children and adolescents [45,46]. However, a meta-analysis of pediatric chronic pain studies [46], which used an active comparator condition rather than usual care, found that Web-based cognitive behavioral therapy was not significantly better than active control (pooled $g=0.10; 95\% CI −0.32 to 0.52; P=0.64). Although this study did demonstrate significant between-group differences with an active comparator group, our findings should be considered in the context of previous similar studies. Of the three active control studies included in the meta-analysis study [46], the trial by Palermo et al [47] had the largest sample size (N=273 vs N=18 and N=48) and the highest Moncrieff quality rating [48] (37 vs 16 and 26, respectively). The Palermo trial evaluated a program called Web-based Management of Adolescent Pain (Web-MAP2). Their data demonstrated that, from baseline to 6-month follow-up, adolescents with chronic pain who received the Web-MAP2 intervention achieved greater reductions in the primary outcome of daily activity limitations than the education control group. However, while both groups improved, there was no significant difference between groups from baseline to the immediate posttreatment period. Most participants in the Palermo trial reported a baseline pain intensity of moderate-to-severe intensity, while most participants in this trial (181/219, 82.6%) had low disease severity at baseline and low pain intensity (see Table 2). As they started their trial with higher dysfunction, intervention participants in the Palermo trial may have needed more time to consolidate and apply their learned self-management skills, which may have contributed to a lack of differentiation in initial pain outcomes compared with control group participants who received pain education alone.

Overall, this study demonstrates that a Web-delivered cognitive behavioral intervention can significantly improve health outcomes in adolescents with JIA, compared with active control, and that these improvements can be sustained from the immediate posttreatment period for up to 12 months.

Trial Strengths
The extended follow-up period over 1 year allowed for the examination of the maintenance of treatment effects. This is an important aspect of trial quality to address in pediatric Web-based self-management interventions, given that most previous studies have only reported outcomes in the immediate posttreatment period. The use of an education control condition is also an important contribution as most pediatric Web-based RCTs have employed usual care or wait-list control conditions, making it difficult to separate the effects of active treatment from those of increased attention and access to an online program.
Trial Limitation

In this study, telephone coach calls were used as a proxy for program adherence. The website platform, which was built and supported by hospital IT infrastructure, did not support the capture of user-level usage analytics at the time of development. Thus, the impact of program usage level on outcomes could not be examined.

As per the sample size calculation, this trial aimed to analyze a minimum of 117 participants per group. The study analytic sample included 88 intervention and 131 control participants. This loss of participants reduced our statistical power to detect small differences between the study groups. Although we did identify significant group differences on primary outcomes owing to sufficiently large effect sizes, it is possible that smaller effect sizes on other outcomes were missed owing to the underpowered sample.

The higher rate of loss to follow-up in the intervention vs control group may have been the result of increased participant burden (eg, greater time commitment required to review intervention content vs control). Intervention group participants were also less likely to complete all coach telephone coach calls than those in the control group. In light of the high rate of loss to follow-up and lack of data on program usage, the generalizability of study findings should be interpreted with caution.

Significance

This study shows the beneficial effects of a digital approach to disease self-management for the youth with JIA. This paradigm could have far-reaching implications for self-management of other chronic health conditions experienced by the youth. Given that the Teens Taking Charge program has been found effective, we envision that it should be offered as a resource for all youths with JIA to supplement their medical care. We believe that this adjunctive self-guided online program will help to overcome current barriers that prevent adolescents with JIA and their families from receiving adequate support in disease self-management.

Conclusions and Next Steps

The results of this RCT indicate that the Teens Taking Charge Web-based intervention is effective at reducing both pain intensity and pain interference and improving HRQL in adolescents with JIA compared with education control. These effects are sustained for up to 12 months following program completion. The Teens Taking Charge program is now publicly available at no cost [49]. Efforts are underway to widely disseminate this resource to increase the accessibility of self-management care for adolescents and families living with JIA. Efforts are also underway to culturally adapt the intervention for use in different settings.
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Abstract

Background: Recombinant human growth hormone treatment can optimize growth potential; however, optimal outcomes are not always achieved for several reasons, including poor adherence. The overall objective of this project was to design a patient support program to maximize the chances of treatment success for people being treated with somatropin injection. An approach known as the behavior change wheel was used to enhance the development of the patient support program. The behavior change wheel provided a comprehensive framework to support the design of interventions.

Objective: The aim of this paper was to describe how the steps of the behavior change wheel were applied to the development of a patient support program for individuals with growth hormone deficiency undergoing treatment with somatropin.

Methods: We followed a series of steps that align to tenets of the behavior change wheel, namely, a narrative literature review to identify which behaviors needed to change and the potential drivers of and barriers to the behaviors, the selection of an intervention strategy and discrete behavior change techniques, and, finally, intervention specification.

Results: A recent systematic review identified a range of potentially modifiable factors found to have an influence on patient adherence to growth hormone treatment. Insights from the systematic review were used to guide the development of a patient support program. The final design of the patient support program consisted of four elements: (1) a personalization questionnaire to tailor support for each individual, (2) tailored reminder and support SMS text messages, (3) nurse-led phone calls, and (4) Easypod connect, an automated electronic autoinjector drug-delivery device with a transmitter and connection platform for Saizen (somatropin) that allows automatic recording, storage, and transmission of drug-usage data, thus providing insight into suboptimal adherence.

Conclusions: The patient support program that was designed is currently being piloted with patients to assess engagement with the program and determine its impact on patient outcomes. Results from the pilot will be used to further refine the program to ensure it meets user needs.

(J Med Internet Res 2020;22(7):e18157) doi:10.2196/18157
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Introduction

Recombinant human growth hormone (r-hGH; somatropin) treatment is well established for children and adolescents with growth hormone deficiency [1]. The goal of this treatment is to optimize growth potential, so that the expected target height (based on a normal growth curve for each individual) is achieved by adulthood [2]. Evidence has demonstrated the efficacy of growth hormone treatments to improve growth in children with growth hormone deficiency compared to that of children whose growth hormone deficiency is not treated [3].

The impact of growth hormone deficiency goes beyond reduced growth potential. Research has shown that children with growth hormone deficiency may also experience a psychosocial burden as a result of being physically different from their peers [3,4]. This burden can continue into adulthood, particularly if short stature persists, limiting both personal and professional success [3] as well as potentially having an impact on long-term health, since, as adults, they may also have an increased risk of cardiovascular diseases [5]. With prevalence estimates for growth hormone deficiency from 1.8 to 2.9 per 10,000 in Europe and the United States [6-8], the potential of treatment success to benefit the health economy as well as patients and their families is significant [3].

The overall objective of this project was to design a patient support program to maximize the chances of treatment success for people treated with somatropin by injection. An approach known as the behavior change wheel [9] was used to enhance the development of the patient support program. The behavior change wheel provided a comprehensive framework to support the design of the interventions allowing designers to move from behavior analysis to intervention design using evidence-based techniques and behavior change theory. Central to the behavior change wheel is a framework called the capability, opportunity, motivation, and behavior model (COM-B) [9] (Figure 1). The COM-B model proposes that a person’s health behaviors are driven by a range of factors, which can be grouped under three broad headings: capability, their physical or psychological ability to engage in the behavior, for example, in the context of adherence to medication, factors such as reduced cognitive functioning, mobility problems, or poor treatment comprehension may affect an individual’s ability to understand how to physically administer their treatment; motivation, the internal thoughts and emotions that influence individual decision making in relation to the behavior, for example, beliefs about the need for treatment or the seriousness of the illness may affect how motivated an individual is to try a new treatment or depression as a result of their health condition can reduce their motivation to adhere to a treatment regimen; and opportunity, the external factors which make it possible to engage in the behavior, for example, having a supportive social network and easy access to healthcare resources. In addition to each component influencing medication-related behavior directly, opportunity and capability may affect motivation, and thus also influence behavior in this manner. Jackson and colleagues [10] successfully applied this model to treatment adherence behaviors. While there are similarities in factors for adherence across a patient population, it is important to note that each patient has their own unique needs and set of beliefs that have an impact on their ability to adhere to treatment [11]. Offering personally tailored self-management or adherence interventions to suit their individual needs is the most effective way to ensure patients understand and adopt targeted behaviors, including adherence to r-hGH treatment [11-13]. Tailored interventions and support have also been shown to be more cost-effective [14], an important consideration in the sustainability of support services.

![Capability, opportunity, motivation, and behavior framework.](http://www.jmir.org/2020/7/e18157/)
and complement the digital aspects of the intervention. Digital interventions that incorporate a wide range of communication channels such as SMS text messaging, interactive websites, apps, and electronic devices are thought to have great potential for this patient population, given the popularity of digital media among young people [15]; however, despite this, maintaining engagement with digital interventions can be difficult with many studies reporting high levels of dropouts or nonusage [16]. Personalized messaging and multicomponent interventions including both digital and nondigital aspects have been shown to be more effective for behavior change than nontailored messaging and single-component interventions [17]. Yardley et al [16] proposed several general principles and considerations for maximizing engagement with digital behavior-change interventions; they stressed that, most importantly, the intervention should be relevant to the user, ie, it should address an unmet need and should be tailored to the specific situation, needs, and motivations of the user [16]. Utilizing the behavior change wheel and the COM-B framework allowed us to identify the drivers that underlie treatment-related behavior in growth hormone deficiency patients and caregivers, and thus, to create a program with relevant tailored content. Further suggestions [16] included adding a human element to help maintain motivation and ongoing adherence to the digital components of the intervention, ensuring the intervention content was accessible and engaging for people with different levels of health literacy, and taking an iterative approach to intervention development and evaluation to refine the intervention to ensure it would continue to meet user needs. These considerations were also used to guide the design of the patient support program.

**Methods**

**Overview**

We followed a series of steps that were aligned to tenets of the behavior change wheel [9], namely, identifying behaviors that needed to change, identifying the potential drivers of and barriers to the behavior, selecting an intervention strategy and discreet behavior change techniques, and specifying an intervention (Figure 2).

**Figure 2.** Behavior change wheel.

![Behavior change wheel](image)

**Step 1**

A narrative review of the literature was carried out to understand problems associated with treatment management in growth hormone deficiency and to select and specify the target behavior. Literature searches were conducted using CINAHL, Medline, PsychINFO (via EBSCOHost), and the Cochrane Register for Controlled Trials and Systematic Reviews. The following keywords were used: “growth hormone,” “human growth hormone” (MeSH), “child” (MeSH), “adolescent” (MeSH), “patient compliance” (MeSH). Literature was limited to papers written in English and no date restrictions were applied. The reference lists and citations of publications that were identified were also searched for additional papers on the topic.

**Step 2**

Underlying barriers and drivers were defined using insights from a 2018 systematic review [18] looking at the range of potentially modifiable factors that have been found to influence levels of adherence to growth hormone treatment; these factors were grouped according to the COM-B framework. The findings from this review provided direction for selecting the types of interventions that would be needed to effectively target these factors in digital interventions.

**Step 3**

Intervention options were identified using the behavior change wheel, which proposes nine intervention functions: education, persuasion, incentivization, coercion, training, restriction, environmental restructuring, modeling, and enablement. We used APEASE criteria (acceptability, practicability, effectiveness or cost-effectiveness, affordability, safety or side effects, and equity) [19] to guide our selection of the most relevant intervention functions. We also engaged a team of specialists in health psychology with expertise in behavior change.
Step 4
Based on the factors identified by Graham et al [18] and the intervention functions that were selected, a list of relevant behavior change techniques was defined to address each COM-B factor.

Step 5
The full intervention was mapped out, which involved selecting delivery channels (SMS text messages, nurse-led calls, Growlink app), applying the appropriate behavior change techniques to develop content, and designing a personalization questionnaire to tailor the patient experience. In addition, a measurement strategy was designed to evaluate the effectiveness of the intervention.

Results
Step 1: Defining the Problem
A narrative review of the literature on growth hormone deficiency treatments found that despite the potential of r-hGH treatment to optimize growth potential, optimal outcomes were not always achieved; it was proposed that poor adherence was a key contributor to this [2,20,21]. The levels of nonadherence that were reported varied, particularly since definitions and assessment methods differed between studies, but with the proportion of nonadherent patients ranging from 5% to 82% across several indications for which growth hormone therapy is used [2] and with 7% to 71% of patients with growth hormone deficiency found to be nonadherent to treatment [18], it was clear that there was room to improve adherence in this population [2]. Adherence to somatropin injections was selected as a target behavior and outcome for the design of the patient support program. Table 1 further describes the target behaviors.

Table 1. Target behavior description.
<table>
<thead>
<tr>
<th>Target behavior</th>
<th>Adherence to somatropin injection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Who needs to perform the behavior?</td>
<td>Pediatric patients with growth hormone deficiency or their caregiver</td>
</tr>
<tr>
<td>Where will they do it?</td>
<td>At home</td>
</tr>
<tr>
<td>How often will they do it?</td>
<td>This will vary depending on individual needs and will be determined by the prescription issued by their health care provider</td>
</tr>
</tbody>
</table>

Step 2: Behavior Diagnosis
In work relevant to this study, Graham et al [18] conducted a systematic review of pediatric nonadherence to r-hGH treatment using the COM-B framework to identify potentially modifiable factors. Key factors were identified in the review: within the scope of capability—knowledge and understanding of the condition, a lack of understanding of the consequences of missed r-hGH doses, forgetting to administer the medication, or poor administration technique; within the scope of opportunity—inadequate contact with health care providers and the quality of the health care provider–patient relationship, as well as the discomfort and pain associated with daily injections; and within the scope of motivation—the long duration of treatment and dissatisfaction with growth response results.

These findings were largely reflective of the insights gained from our narrative review of growth hormone and adherence literature; they suggested a need to address a range of factors related to patients receiving growth hormone therapy, their caregivers, and growth hormone deficiency and its treatment to ensure optimal adherence.

Steps 3 and 4: Implementation Strategy and Behavior Change Technique Selection
While all nine of the interventions listed in the behavior change wheel were found to be relevant to nonadherence to treatment in growth hormone deficiency, we selected the five intervention functions that we felt were the most relevant and the most appropriate to address within the patient support program; these were education, persuasion, training, modeling, and enablement. This decision was based on a combination of practical considerations such as affordability and cost-effectiveness as well as on behavior change expertise from a team of specialists in health psychology. Table 2 shows the relationship between the factors identified in the COM-B, intervention functions, and selected behavior change techniques. An expanded version of Table 2 including COM-B categories, intervention functions, and intervention content is available in Multimedia Appendix 1.
Table 2. COM-B adherence factors and behavior change techniques.

<table>
<thead>
<tr>
<th>Adherence factors</th>
<th>Behavior change techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long duration of treatment</td>
<td>• Framing or reframing</td>
</tr>
<tr>
<td>Dissatisfaction with treatment outcome</td>
<td>• Self-monitoring</td>
</tr>
<tr>
<td>Knowledge and understanding of condition</td>
<td>• Framing or reframing</td>
</tr>
<tr>
<td>Discomfort or pain from daily injection</td>
<td>• Reduce negative emotion</td>
</tr>
<tr>
<td>Lack of understanding of the consequences of missed doses</td>
<td>• Information on health consequences</td>
</tr>
<tr>
<td>Forgetting</td>
<td>• Feedback on behavior</td>
</tr>
<tr>
<td>Health care provider–patient communication</td>
<td>• Problem solving</td>
</tr>
<tr>
<td>Poor injection technique</td>
<td>• Demonstration of the behavior</td>
</tr>
</tbody>
</table>

Step 5: Mapping the Design of the Patient Support Program

Overview
Based on these findings, as well as on insights from digital behavior change intervention design principles and behavior change theory, a multicomponent digital patient support program was designed for patients receiving treatment with somatropin injection (see Table 2 for example content). The patient support program consists of four components: personalization screening, SMS text messages, nurse-led phone calls, and an eHealth component.

Personalization Screening Questionnaire
A set of personalization questions was created based on the drivers of adherence that were identified in step 2. The design includes different questions for caregivers and patients, allowing for support to be tailored to both or either, depending on who is taking part in the patient support program. Patients and caregivers will be asked to complete the screening questionnaire when they join the patient support program and will be rescreened every 12 weeks. This is to ensure that support can be flexible to changing needs and to allow for review of intervention effectiveness by monitoring changes to beliefs and to support needs. The personalization screening questionnaire will be used to determine topic priority and focus of the SMS text messages and of the nurse-led components of the program.

SMS Text Messages
These include medication reminders as well as tailored intervention messages to address adherence factors that have been identified as important through the personalization screening questionnaire.

Nurse-Led Phone Calls
Patient support program nurses will be trained to deliver brief, evidence-based interventions to address the adherence barriers that were identified. The content and order of these telephone calls will be tailored to the needs of each individual patient or caregiver based on personalization screening questionnaire responses.

eHealth Component
The Easypod is an automated electronic autoinjector drug-delivery device with a transmitter and web-based connection platform for Saizen (somatropin) that automatically inserts a needle and delivers a preset dose to the patient. The device allows automatic recording, storage, and transmission of drug adherence data, thus providing insight into suboptimal adherence (through dose frequency) and its resulting effect on growth. Patients and caregivers can access the information via a patient app (Growlink), and physicians and nurses can access the information via the web-based Easypod connect platform.
**Discussion**

**Principal Findings**

The purpose of this paper was to describe the development of a patient support program aimed at supporting patients who have been prescribed Saizen in order to maximize their growth potential. A structured approach based on the behavior change wheel and the COM-B framework was used to identify the drivers of behavior and to systematically explore how these could be addressed through a pharma-funded patient support program.

The final design of the patient support program incorporated a patient-centric digital component featuring an online app linked to the injection device and frequent SMS text message delivery. The digital platform offers a convenient method for patients, caregivers, and health care providers to interact, to share, and to review adherence data for each patient. The addition of SMS text messaging allows adherence reminder messages and intervention content that was designed to address nonadherence to be sent to individual patients. SMS text messages have been successfully used in behavior change interventions as both reminders for appointments or for treatments [22], as well as to deliver interventions to change patient beliefs and to improve adherence [2]. A 2011 meta-analysis [23] of the efficacy of SMS text message reminders showed that they were effective across all age groups; there were also no differences in effect based on the timing of the messages or the rate that the messages were sent [23]. Messaging interventions have been shown to improve adherence to medications across a wide variety of clinical applications including asthma, antiretroviral treatments, and schizophrenia, in both adult and pediatric populations [22,24,25]. The effect of personalized messaging on behavior has also been shown to be more effective than that of nontailored messaging [17]. In line with the recommendations of Yardley et al [16], tailored content may also help increase engagement with digital interventions. In this patient support program, tailored content was achieved through a personalization screening questionnaire designed to determine the content and sequence of SMS text messages and nurse-led phone calls for delivery of the intervention; the online app was also designed to provide personalized adherence feedback.

Personalized telephone calls with a specialist nurse add a human element to the patient support program which may help to support continued engagement. Evidence has shown that nurses can successfully be trained to use behavior change techniques and to implement motivational interviewing techniques by a simple, brief course [26,27]. Nurse-led calls that implement motivational interviewing principles and that teach behavior change techniques have been shown to result in meaningful behavior change [28,29]. In addition, telephone-based support has been shown to be an effective delivery channel for promoting behavior change across different health conditions such as smoking cessation, increasing physical activity, and improving diet [30], as well as demonstrating a positive impact on treatment adherence [31,32]. Research has also shown that, in general, multicomponent interventions are more successful in having an impact on behavior than single-component interventions are [33]. Thus, the nurse-led coaching phone calls are likely to enhance and complement the support provided through the digital components.

Another important consideration for any patient support program is the level of health literacy. Yardley et al [16] argued that digital behavior change interventions should be accessible and engaging for people with low levels of health literacy and should also be acceptable and usable for those with higher levels of health literacy. All content that was developed for the patient support program was reviewed by an experienced health psychologist and writer, and by a creative team to ensure the pitch, tone, and level was appropriate for the range of health literacy levels in the patient group.

**Future Work**

Our patient support program will be piloted with the aim of establishing its perceived acceptability and usefulness. The evaluation of the pilot patient support program will be conducted using an observational (real-world evidence) within-subjects design. Three categories of data will be captured: operational data, user experience data, and impact data. The primary outcome will be patient perception of the helpfulness of the patient support program. Secondary outcomes will include change in adherence and change in quality of life over the course of the patient support program, and multiple regression modeled predictors of these outcomes. Finally, data will be captured to identify ways in which various components of the patient support program could be improved, in line with the principles of continuous development in patient support program design, behavior change technique, and digital interventions proposed by Michie et al [34]. These data will be captured during routine operation via the patient support program (such as number and length of sessions), supplementary behavior-changing customer relationship management, and follow-up evaluation surveys.

**Strengths and Limitations**

The patient support program was developed using a systematic and structured approach, by drawing on relevant literature, and using appropriate evidence-based behavior change theories and frameworks. To the best of our knowledge, this represents a novel approach to the development of patient support programs in growth hormone deficiency; however, despite this, the use of the behavior change wheel inevitably required that the intervention development team make subjective and practical decisions regarding the most appropriate strategies and delivery channels. Since there was limited data on the most appropriate intervention channels and implementation of behavior change techniques for this patient population; the team drew from their own experience working in this patient population to guide some of these decisions.

The first part of the design process involved a narrative review of relevant literature. While this review captured a large volume of relevant literature, the methods were not exhaustive. Key search terms were provided, but to ensure that all relevant papers had been captured in an entirely reproducible format, a full systematic review was required. To be efficient, this paper focused, where possible, on meta-analyses and systematic...
reviews such as [18] which partially summarized large quantities of the literature.

Conclusions
Using the approach outlined by the behavior change wheel, a multicomponent patient support program for patients with growth hormone deficiency (and their caregivers) to achieve their growth potential through adherence using the Easypod connect platform was developed. By incorporating personalization screening questionnaires into the patient support program, personalized intervention messages and nurse-led phone support can be offered to patients. Work is underway to implement and validate the patient support program, to establish whether it can improve adherence in a real-world setting.
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Abstract

Background: Suicide is a prominent cause of death worldwide, particularly among young people. It was the second leading cause of death among those aged 15-29 years globally in 2016. Treatment for patients with suicidal thoughts or behaviors often includes face-to-face psychological therapy with a mental health professional. These forms of interventions may involve maintaining and updating paper-based reports or worksheets in between sessions. Mobile technology can offer a way to support the implementation of evidence-based psychological techniques and the acquisition of protective coping skills.

Objective: This study aims to develop a mobile app to facilitate service users’ access to mental health support and safety planning. This process involved eliciting expert input from clinicians who are actively engaged in the provision of mental health care.

Methods: A survey was distributed to targeted health care professionals to determine what features should be prioritized in a new mobile app relating to suicide prevention. On the basis of the survey results, a clinical design group, comprising 6 members with experience in fields such as mobile health (mHealth), clinical psychology, and suicide prevention, was established. This group was supplemented with further input from additional clinicians who provided feedback over three focus group sessions. The sessions were centered on refining existing app components and evaluating new feature requests. This process was iterated through regular feedback until agreement was reached on the overall app design and functionality.

Results: A fully functional mobile app, known as the SafePlan app, was developed and tested with the input of clinicians through an iterative design process. The app’s core function is to provide an interactive safety plan to support users with suicidal thoughts or behaviors as an adjunct to face-to-face therapy. A diary component that facilitates the generalization of skills learned through dialectical behavior therapy was also implemented. Usability testing was carried out on the final prototype by students from a local secondary school, who are representative of the target user population in both age and technology experience. The students were asked to complete a system usability survey (SUS) at the end of this session. The mean overall SUS rating was 71.85 (SD 1.38).

Conclusions: The participatory process involving key stakeholders (clinicians, psychologists, and information technology specialists) has resulted in the creation of an mHealth intervention technology that has the potential to increase accessibility to this type of mental health service for the target population. The app has gone through the initial testing phase, and the relevant recommendations have been implemented, and it is now ready for trialing with both clinicians and their patients.

(J Med Internet Res 2020;22(7):e17481) doi:10.2196/17481
KEYWORDS
mobile apps; suicide; mHealth

Introduction

According to the Global Observatory for eHealth, mobile health (mHealth) is defined as “medical and public health practice supported by mobile devices, such as mobile phones, patient monitoring devices, personal digital assistants (PDAs), and other wireless devices” [1]. The World Health Organization (WHO) states that “mHealth involves the use and capitalization on a mobile phone’s core utility of voice and short messaging service as well as more complex functionalities and applications including general packet radio service, third and fourth generation mobile telecommunications (3G and 4G systems), global positioning system, and Bluetooth technology” [1].

Mobile devices have the potential to deliver evidence-based interventions with greater customization to the individual and at the time when the intervention is required. mHealth programs use mobile technology for a variety of functions, ranging from data collection tools for health care professionals and clinical decision support systems to support health behavior change by patients in the community [2].

The WHO reported that an estimated 800,000 people die by suicide each year globally, constituting a major public health concern. Suicide is the second leading cause of death in young people aged 15 to 24 years [3]. In Ireland, provisional figures indicate that 352 individuals died by suicide in 2018 [4]. Approximately one-third of people who died by suicide had been in contact with mental health care in the year before their death, and approximately 1 in 5 people had contact with a professional in the month before death [5]. Therefore, self-harm and suicide attempts (SAs) represent a pivotal opportunity for intervention. Suicide prevention guidelines recommend safety planning alongside treatment as usual for patients at risk for suicide each year globally [6]. However, safety planning is often not implemented in practice [7], and the feasibility of carrying paper-based plans may be limited, given the transient nature of suicide risk states [8]. Stigma and geographical isolation are two major barriers to help seeking for individuals at risk of suicide [9]. Advancements in mHealth technology could lower these main barriers by directing individuals at risk of suicide, who would not otherwise seek help, to appropriate evidence-based, web-based apps or traditional mental health interventions [10]. Research has indicated the probable benefits of internet-based suicide prevention methods [11]. Furthermore, a survey completed by psychiatric outpatients outlined that 69 of 98 participants (70%) expressed an interest in using a mobile app to track their mental health on a daily basis [12]. Given the established challenge of suicide in young people [3], there was an identified need to design and develop an app for use by 17- to 35-year-old secondary-level mental health service users (adult mental health or child and adolescent mental health).

Specifically, those who present with suicidal ideation, nonsuicidal self-injury, or a history of a previous SA. A new mobile app, which is titled SafePlan and developed by the National University of Ireland Galway, was designed to be used as an adjunct to therapy for this at-risk group.

Before the design and development process of SafePlan, a review of existing mobile apps (N=5) providing support in the area of mental health and suicide prevention was conducted (Table 1). These apps were selected based on their subject and overall app store ranking. The review identified a functionality gap whereby none of these apps were combining the capabilities of safety plans, diaries, and other therapeutic intervention worksheets in one. The reviewed apps tended to focus on only one of these support methods, and the majority of them failed to provide any reporting tools for sharing user data.

Table 1. Review of existing apps in the area of mental health and suicide prevention.

<table>
<thead>
<tr>
<th>App names</th>
<th>Developers</th>
<th>Platforms (iOS/Android)</th>
<th>Safety plan</th>
<th>Diary</th>
<th>Dialectical behavior therapy</th>
<th>Sharing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suicide Safety Plan [13]</td>
<td>MoodTools</td>
<td>Both</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Safety Plan [14]</td>
<td>Blue Bird Technologies</td>
<td>Android</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>MYPLAN-Your safety plan [15]</td>
<td>Minplan, Denmark</td>
<td>Android</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Dbt112 [16]</td>
<td><a href="mailto:annadroiddev@gmail.com">annadroiddev@gmail.com</a></td>
<td>Android</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>DBT® Travel Guide [17]</td>
<td>dialexisadvies.nl</td>
<td>Both</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

a✓: contained this functionality.
bx: did not contain this functionality.
cDBT: dialectical behavior therapy.

Dialectical behavior therapy (DBT) is an evidence-based program aimed at helping people with ongoing difficulties in managing intense emotions. It is used in the treatment of mood disorders, suicidal ideation, and changing behavioral patterns, such as self-harm and substance abuse [18]. In clinical practice, both safety planning and DBT interventions may be combined to provide a tailored approach to suicide prevention treatment. There are many apps currently on the market that specialize in one of these methods, which require a user to download and maintain two unrelated apps if they wish to support these treatments electronically. The lack of a centralized resource for safety planning and DBT supports was a highly motivational
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factor in the development of a new app that would combine these prevention techniques. Early design meetings also identified that this approach should support additional intervention methods in future versions of the app by using a modular and flexible design architecture. The user could then enable or disable these options within the app’s settings menu. This idea of intervention flexibility was well received by all members of the design team as they felt it had the potential to open the app to a much wider user base.

The proposed new app should have the added advantage of being co-designed with professional clinicians to support best practice patient-professional interaction based on valid data. Traditionally, both safety planning and DBT treatments involve patients maintaining and updating paper-based reports or worksheets between sessions. Mobile technology can provide an opportunity to streamline this process by eliminating the need for these paper-based resources and hence reduce human error and potential loss of material. It also helps to facilitate the recording of real-time data in a timely manner. The migration of these records to a mobile app could have a major impact on the accuracy and completeness of the data being collected [19].

Finally, the lack of any sharing functionality within existing safety planning apps summarized in Table 1, highlighted a further key requirement for the SafePlan app. This was particularly relevant because of the app’s intended use envisaged as being an adjunct to therapy, that is, the information within the app should play a key role in patient-professional sessions. The ability to share data with a clinician or trusted helper was a core focus for the early stages of design. Users taking control of their own health information is a growing trend in digital and participatory health care [20,21]. A number of methods were analyzed for the extraction of app data in a user-friendly format, and a consensus was reached whereby a user could wirelessly print a safety plan or DBT report directly from their phone through the app’s My Reports screen. This option was chosen primarily for its ease of use; however, it also plays an important role in the overall security and privacy of the app. Passing data to web-based portals or cloud accounts was considered too risky an approach based on the confidential nature of the app’s data. This is also the reason why it was decided to store all the app’s user-entered data locally on the user’s device as opposed to an external server. In summary, the aim of this study was to investigate whether mobile technology can offer a way to support the implementation safety planning approaches and therefore support the acquisition of protective coping skills for patients at risk.

Methods

Design Process

The SafePlan app was built using an agile software development approach [22]. The agile methodology is an incremental model of app development where requirements are planned and delivered in short, fixed-length time slots, also known as sprints or iterations [23]. Application requirements are established and refined through active user involvement within the software development process. In this case, external clinicians were recruited to fulfill the role of the user because of the sensitive nature of SafePlan’s target audience.

Once the initial app requirements were gathered, they were prioritized into a feature backlog based on their importance and completeness, that is, a proposed app feature was placed toward the bottom of the backlog if it was not yet fully defined. The sprints were typically 2-3 weeks in length and contained a number of stages (Figure 1). A full team review took place at the end of each sprint where the development team and external clinicians provided feedback on the tasks that had been carried out and any possible improvements that could be made. This effectively provided a form of continuous acceptance testing throughout the app’s development lifecycle.
Figure 1. Design workshop process.

Requirements Elicitation
A survey (Multimedia Appendix 1) was circulated to frontline health care professionals to assess what features they would prioritize in a new mobile app relating to mental health and suicide prevention. The survey comprised a list of questions relating to the overall usefulness of mobile app technology to their service needs and consisted of 18 potential components that could be incorporated in the new app. There were 15 respondents to the survey, all health care professionals involved in the treatment of adults or children with mental health difficulties.

The majority of respondents were confident that mobile apps could be used in their service, for example, in session, between sessions, as an intervention itself, as an adjunct to other interventions, for younger clients, or as a tool for staff. All but 4 of the respondents used apps in their work or signposted/recommended particular apps to their clients. The most popular apps used and recommended were mindfulness-based apps, including Headspace and Smiling Mind [24,25].

There were concerns raised around using mobile technology to treat patients relating to confidentiality, accessibility, usability, and reliability. These concerns were noted and significantly informed about the app design process, as will be discussed in detail later. The respondents were also asked to independently rank the 18 potential app components in order of usefulness. The top 5 ranked features are set out below:

1. Interactive safety plan that can be recorded and potentially shared
2. Coping skills/training tools (eg, mindfulness exercises, DBT worksheets)
3. Tracking of symptoms/behaviors (eg, behavioral activation, urge to self-harm, suicidal thoughts, and coping skills used)—guided by DBT cards
4. Opportunity to link warning signs with specific coping skills to aid problem solving in times of distress (with a therapist)
5. Details of crisis support services/contacts

These features formed the basis for the initial app design. A number of features were deemed less important but still desirable, and as a result, they were placed on the nice to have list, that is, they would be implemented, time and resource permitting. These included components for tracking sleep, mood, and exercise, a capability to visually represent user data using graphs and allowing for a privacy function, that is, the app requires a log-in or passcode to gain access.

Design Process
A design group was established to design and develop the app. The group consisted of 6 members and was multidisciplinary in nature with expertise in a variety of fields such as mHealth, computer science, clinical psychology, and suicide prevention.

In addition to this core group, the design process was supplemented with the inclusion of 5 additional health care workers who took part in the clinician survey. It was agreed that their input would be captured in the form of design workshops over the course of the app’s development lifecycle. This iterative method of having regular checkpoints with external clinicians proved to be a valuable way to ensure that the app’s construction was aligned with the initial requirements. The design workshops took place at the National University of Ireland, Galway (NUIG), and were held every 2 months during the SafePlan’s design and development phases.

http://www.jmir.org/2020/7/e17481/
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Input and evaluation were provided through the design workshops, and this informed which app features were worked on for that particular development cycle. In an agile approach to software development, these features are formed through the process of refining User Stories. A user story is a short, simple description of a requirement told from the perspective of the person who desires the new capability, usually a user or customer of the system [26]. In the context of SafePlan, the user stories originated from the initial requirements survey and were refined over the course of the design workshops.

**User Interface Design**

Before any development work was carried out, a significant amount of time was spent on creating a user interface (UI) design for SafePlan. Early prototype designs were developed based on the functionality gathered during the requirements elicitation process. These prototypes were designed in accordance with industry-standard design guidelines for mobile app development as well as being informed by a human-computer interaction expert on the design team (with extensive experience of UI design in both industry and academia). Using JustInMind [27], a tool for creating interactive wireframes, a variety of screen mockups were presented during the first design workshop where a number of adjustments were suggested by the attending clinicians based on their experience of working with patients in the area of suicide prevention. These suggestions were mainly focused on usability and resulted in minor updates to the app’s overall UI design. For instance, the initial mockups used individual buttons to capture a user’s feelings or urges within the DBT diary section of the app. The clinicians were all in agreement that this would be better presented in the form of a slider scale, as this approach should be more familiar to potential users based on their experience with similar apps.

Owing to the vulnerable nature of SafePlan’s intended users, it was of extreme importance that the app’s content was presented in a simple and well-structured manner. The design team felt it was crucial that navigation to the app’s 2 core components—Safety Plan (My Plan) and Diary (My Diary)—was always evident to the user no matter where they were located in the app’s screen hierarchy. This is why both components can be accessed through shortcut buttons on the home screen and via the bottom tab bar, which remains visible on every screen within the app. This can be seen in the screenshots that display the app’s Home, Plan, and Diary UI (Figure 2). Care was also taken to ensure that the pictorial imagery available was of a sensitive nature.

The final step in completing SafePlan’s visual design was devising a color scheme for the app’s UI. Following a presentation of alternate themes, the design team decided on a complementary color scheme for SafePlan. A complementary color scheme uses one base color and its complement, the color on the exact opposite side of the color wheel [28] as an accent color to draw attention to important elements on the screen. A base color of deep blue was chosen by the design team, as blue is a calming color, with the associated accent color being orange. Other color schemes, such as monochromatic and analogous, were explored in earlier design workshops; however, a consensus was reached to proceed with a complementary approach.

**Use Cases**

A functional design structure chart (Figure 3) was created based on the requirements feedback obtained from the clinician survey. This outlines the overall depth of the app’s wide variety of use cases.

Figure 2. Screenshots from Home, Plan and Diary tabs within the SafePlan app.
cases that are spread across its core components. These use cases were approved at the first design workshop, and a development schedule was prepared to identify the priority of each app component and the timeline expected to complete each one.

**Figure 3.** Functional design of SafePlan use cases.

---

**Safety Plan**

As discussed, the highest ranked and most requested feature for the app was a shareable interactive safety plan. The safety plan was based on the text-based Safety Plan Template by Brown and Stanley [29], and was digitally enhanced to enable attaching of relevant media to the various sections within the plan, that is, images and videos could be associated with a user’s particular coping strategy.

It was also suggested that a user should be able to link their warning signs with specific coping strategies to help with problem solving in times of distress. This feature was added via the *New Warning Sign* screen, where the user can select appropriate strategies from a list of their saved coping strategies within the app. This is a crucial attribute in any safety plan; the user can address a particular warning sign before it fully manifests by following the applicable linked coping strategies. This highlights another key benefit in maintaining a user’s safety plan in digital format, as this type of automatic linking could not be achieved using a paper-based approach.

**Diary**

The diary element of the app is divided into 2 distinct parts. The first is a general diary where a user tracks their overall mood, sleep, or any thoughts they want to note for that day. The second centers around DBT, a well-researched treatment program that aims to help people who have difficulties managing intense emotions [30]. All health care workers participating in the focus group were in favor of including an interactive version of a DBT diary card within the app. This involves the user entering a rating, generally between 0 and 5, for specific feelings and urges they experience throughout the day. It would also enable the user to track what DBT skills they have used over a certain time frame.

One of the key objectives behind the development of the SafePlan was to ensure that it provided access to mental health support for as many people as possible. Appropriately, the DBT option was added to the app’s settings menu, whereby a user could activate/deactivate the DBT material within the app. This was to safeguard against users with no experience of DBT treatment feeling overwhelmed or that the app would not be suitable for them. When the DBT option is switched off, the diary component is still a valuable tool as the user can track mood, sleep, and save any warning signs or coping strategies they have encountered during that day. The DBT option is switched off as a default setting when initially downloaded from the respective app stores.

It was also felt that this customization could provide a unique feature for future versions of the SafePlan. The ability to enable or disable the DBT material allows for the potential to incorporate further treatments within the app. For instance, following the same format, other therapeutic interventions could be integrated into a newer version with the same activation functionality, for example, cognitive behavioral therapy (CBT) for suicide prevention. Facilitating this type of tailored approach to mental health treatments could possibly expand the app’s user base even further.

**Clinician Reports**

Eliminating the need for patients to maintain paper plans and worksheets was an important motivation for developing the app.
This was a common challenge reported by clinicians involved throughout the focus group sessions. They explained how easy it is for paper reports to get lost or damaged between weekly sessions and that this can lead to a lack of consistency in patient data. Informed with this knowledge, the design group invested significant effort in establishing the correct format in which to summarize the safety plan and DBT data so that they could be used by clinicians and be available as a replacement for paper reports.

It was agreed that the report structures would remain similar to their paper counterparts. The safety plan report is a point-in-time PDF document that compiles all the entries in the various plan sections. The DBT diary card report is slightly different in that the user can select the specific seven-day period in which they would like to view their entries. This was to ensure that consistency was maintained between traditional DBT diary cards, which are generally updated on a weekly basis.

The aggregation of a user’s digital data and its presentation proved challenging for the design team. The collected data relates both to the user’s diary, stored in the app’s local database, and their overall app usage. It was agreed that this information would be most effective in chart form. The user can access the diary charts through the My Stats section of the app. The charts are dynamic in that the following options can be selected:

1. Diary item to analyze
2. Period (eg, past 7 days, past 30 days)
3. Diary item to compare with (not applicable with DBT skills)

Tracking a user’s overall usage of the app was identified as a potential key tool for clinicians during the second focus group session. Being able to know when a user has viewed a certain safety plan item or even how many times an item has been viewed could provide key insights to not only the therapist or clinician but also the user themselves. Similar to the diary data, these insights can be viewed through the My Stats section of the app. They are predominantly centered around the safety plan inputs and are divided into 3 types (last entered, last viewed, and most viewed) for each plan section, that is, warning signs, coping strategies, and contact.

One final method for data analysis that was incorporated into the app is the facility to export diary and usage data as a comma-separated values (CSV) file. This was requested by the clinicians, as it enables further analysis of the CSV data, using statistical software, into long-term trends that are captured through the various diary inputs and usage patterns of their patients. It could also support cohort analysis of patients to identify associations between variables. From these data, a clinician might, for example, observe that a patient’s overall mood is significantly affected by either their quality of sleep or one of the many DBT diary card urges/feelings, such as suicide, self-harm, and anger. Patients could then work with their clinicians to identify the necessary steps to take to help manage their mood more effectively.

In collaboration with their clinician, the user is invited to set up regular notifications to remind them to (1) record agreed-upon behaviors and (2) share their data. This feature is included to enhance adherence. Importantly, and following considerable stakeholder input with clinicians, the user will share their data in person with their clinician. User data will not automatically be shared and will not be monitored outside of these agreed-upon times, and this will be made clear to users upon app download. In addition, a copy of the Safety Plan created in-session (to include who will support the person in times of crisis and how) will be shared with the named individuals identified in the plan to ensure that the safety plan is adhered to and supported. To ensure that data are not lost if a user changes the device, for example, users are reminded to back up their data regularly.

The method for sharing CSV files is discussed in the following section.

### Technologies Used

The app was built using React Native, a framework for building native mobile apps for iOS and Android devices [31]. It enables the development of native apps using JavaScript and hence greatly reduces implementation time, as two codebases do not have to be maintained when building an app for both platforms.

Owing to the confidentiality and security concerns that were highlighted as part of the clinician survey, it was decided that the app’s data should be stored on a device’s local database rather than being uploaded to external servers. SQLite was used for the local database because it is lightweight, fast, and reliable [32].

Sharing and exporting data from the app also impacts privacy and security-related concerns raised by the clinicians. In order for the app to be effective, it is essential that a user shares their safety plan or weekly diary card with their clinician in a secure manner. This requires a thorough analysis, and many sharing strategies are considered. A detailed review (Table 2) was carried out to establish what approaches similar apps (mobile apps used as an adjunct to therapy) had used to extract user data for an external party, that is, a clinician. The review examined a wide variety of methods that have been used previously to share user data between mHealth apps and invested third parties, that is, clinicians. The majority of apps reviewed were using some form of an external server or cloud portal where the user could upload their data for a clinician to access. This sharing technique requires additional security resources because of the handling of sensitive user data and, consequently, may result in further legal and ethical considerations. A different approach, adopted by CBT-I Coach, provided functionality, whereby the user could email their sleep data to themselves so that they could print it and share with their clinician.

---

[32] O'Grady et al.
Having conducted the review and discussed the potential implications of each strategy with the app stakeholders, a safety-first approach was adopted to extract user data. The design group concluded that all the control should remain with the user and decided against the facility to upload data to any cloud file or external server. In the current version of the app, a user can generate a report of either their safety plan or DBT diary card for a specified period. These reports can then be printed directly from the user’s device or can be saved as a PDF file and distributed as they themselves might require. This solution satisfied the criteria for ensuring that the user is fully responsible for their data and that it will stay within the user’s environment unless they decide otherwise.

**Implementation and Testing**

Following the design workshops and development sprints, the first version was implemented for beta testing. The app was tested internally by the core design team, after which final changes were made to remove bugs and prepare the app for external interaction.

Ethical approval was granted by the School of Psychology Ethics Committee at the NUIG on May 05, 2016, to evaluate the Corofin Abbeyknockmoy, Athenry, Turloughmore Community Health (CAATCH) app. This app was also developed by the design group to raise awareness and provide information about local support services. Ethical approval was granted by the School of Psychology Ethics Committee NUIG Galway on May 28, 2019, with respect to the SafePlan study.

On completion of beta testing, students (N=18) were recruited from a local secondary school for an evaluation session. The group was representative of age (14-16 years) and technology experience (they used their own mobile phones, both Android and iOS, with the devices and user technology experience being representative of this demographic) of one of the target user populations. Their role was to test the usability and functionality of the app, rather than the actual content. The students were carefully screened in advance of participating in the testing process, via a consent process involving parents (Multimedia Appendix 2), and clinicians were available onsite during the evaluation session to answer any questions. The need for representative users was required due to the sensitive and vulnerable nature of SafePlan’s intended audience. In addition, any interaction with this audience would require intervention by clinicians over a longer period. There are plans for this type of testing in the next stage of the SafePlan project through the form of a randomized controlled trial (RCT).

The students were asked for their opinion on the overall functionality and usability of the app. A proposed task list was created (Multimedia Appendix 3) to ensure that coverage of the app’s features mirrored its expected long-term normal usage. This is a typical approach adopted for the usability testing of mHealth apps [1]. After the students had carried out these tasks, they were asked to complete a system usability survey (SUS) [38], a well-known tool in usability practice and research, and an open-ended evaluation questionnaire. The SUS is an industry-standard 10-item scale that explores the perceived usability of a technological application. The scale has excellent psychometric properties with measures of reliability scoring over 0.90, good indicators of validity, and sensitivity [39]; and a Cronbach alpha of .92 [38]. Norming studies [39] have presented normative data providing an empirical basis for the interpretation of SUS scores. According to such normative data, an SUS score of 65 can be interpreted as a marginally acceptable result. More recently, Finstad [40] compared the original five-point Likert scale instrument with a modified seven-point Likert scale version. The findings supported the conclusion that seven-point Likert items provide a more accurate measure of a participant’s true evaluation, and therefore, this was the approach adopted in this study.

**Results**

**Quantitative Analysis**

The quantitative data determined from the SUS are presented in Multimedia Appendix 4. Participants recorded higher scores for ease of use and confidence in using the app. There was a relatively high mean score (3.17) in the last question on the SUS with regard to users needing to learn many things before commencing using the app. However, this question also resulted in the highest SD (1.95), suggesting that a greater spread of ratings occurred for this question.

The question relating to inconsistency within the app received the lowest mean score (2.28) and the lowest SD (0.89). These markers indicate that the participants came to a consensus that the app provides users with an overall cohesive experience. The mean overall SUS rating was 71.85 (SD 1.38). An SUS score above 68 is considered above average based on research in this area [41]. Although the SafePlan scored well in this regard, the
usability testing was carried out by representative users, and therefore, the app’s functionality was not entirely relevant to them. This score is likely to increase when tested with real users.

Qualitative Analysis
The feedback collected through the evaluation questionnaire is categorized and summarized below. This was carried out following a thematic analysis approach. Thematic analysis is a method for identifying, analyzing, and reporting patterns within data [42].

Theme 1: UI Design
The SafePlan design and UI were well received by the majority of participants. The intuitive structure and overall simplicity of the visual appearance were frequently noted in the questionnaire responses:

I like the set up. It’s visually pleasing and easy to read. Planning was somewhat fun! [P4]

Simple easy UI. Many different uses for all users and cases. [P5]

The shade of orange used in the color scheme was disliked by two of the participants. They noted that this color was quite sharp and may potentially unsettle users. However, this particular participant also remarked that the app’s primary color of blue worked well because of its calming nature:

I didn’t like the colour orange on the apps cover. The blue was a good idea because it’s a relaxing colour but the orange is intense. [P10]

Two more participants commented on the switch interface used to change the app’s home screen wallpaper. During the session, they suggested that this would be more intuitive if it was implemented with a button instead:

...the fact that the set wallpaper has a slider. [P5]

Theme 2: SafePlan Tutorial
Although the overall UI was rated highly by the participants, it was suggested that adding some form of tutorial for first-time users would be helpful. This could possibly be in the form of a video directly linked within the app or, alternatively, a number of nonintrusive dialog boxes could appear on initial downloads containing instructions for key components within the app:

...quick tutorial the first time you enter each screen (speech bubbles of important points). [P5]

Some features were initially a bit difficult to locate and understand but other than that it was excellent (tutorial would be helpful). [P9]

Similarly, the high number of functions available within the app proved to be overwhelming and difficult to locate for some participants during the evaluation session:

Not everything is completely obvious with how to use. [P17]

However, there was a sense that once they got the required directions and after some time had elapsed, the app’s value became more apparent:

It is a bit confusing to get into the flow of the app, but you can understand it quickly. [P16]

Theme 3: Confidentiality
At the beginning of the evaluation session, the participants attended a presentation that detailed the background and development of the app. The storage of user data created within the app was explained, and this was positively noted by one participant in the questionnaire:

I liked how the information was strictly confidential. I feel it will allow the user to be more at ease using the app. [P8]

The ability to secure the app with a passcode was also remarked upon favorably by the participants. They felt this was a fundamental feature for the app because of the nature of the information being recorded and stored:

I liked how organised and accessible the app was. I also thought that the way you could put a passcode on the app was important. [P11]

Theme 4: Additional Functionality
The final point in the evaluation questionnaire asked the participants if they would like to see any additional features incorporated into the app. This is a valuable open-ended question, as some of these suggestions may influence future versions of the app.

The idea of a food tracker diary was mentioned by more than one participant. A place where a user could record the food they have eaten for a particular day and obtain insights based on the data collected over a specified period of time. This would be a natural supplement to the app’s diary component, where the user already has the ability to record their mood, sleep, and step count on a given day:

...maybe a food tracker because some people may not believe they are eating too much/too little when they are. [P9]

Another recommendation from one of the participants focused on providing the app user with motivational messages each morning through the form of push notifications:

Maybe some relaxing videos or a notification each morning with something motivational. [P1]

Finally, adding calming music or sounds to the app was also quite a popular suggestion. The following participant brought this idea up in connection with aiding the user to fall asleep. This feature could potentially be linked with the app’s sleep diary in future versions of the app:

You should add a feature where you can add in calming music or noises to fall asleep. [P10]

Discussion

Principal Findings
The principal findings of this project were obtained from acceptance and usability tests, which were based on feedback from health care workers and representative users. Health care workers were recruited to provide iterative feedback on the
app’s design and functionality throughout its development lifecycle. This feedback was key to finalizing the app from a clinical perspective, as it ensured that no unnecessary or inappropriate features were added to the app’s portfolio. Usability testing was undertaken with representative users in terms of age (14-16 years) and technology experience. Representative users were necessary at this early stage of testing because of the sensitive nature of SafePlan’s intended audience. Carefully screened students from a local secondary school were invited to attend an evaluation session, where they were presented with a number of specific tasks to carry out on the app to determine its overall usability.

The feedback received from the usability testing day was largely positive. The participants perceived the main benefits of the SafePlan app were its overall UI design and emphasis on user confidentiality. In particular, the acknowledgment of the app’s privacy features was a strong vindication for the design team, as this was an area of significant focus during the initial planning meetings. The most common issues in mHealth are privacy and data security [43]. These concerns were addressed from the outset of SafePlan’s development by ensuring that all user data are stored locally on their own device and providing the user with an option for securing the app with a passcode.

Although the majority of evaluations were positive, a small number of potential improvements were identified for future versions of the app. The amount of information content and functionality within the app was somewhat overwhelming for some participants on initial use. There were suggestions that an introductory tutorial video for first-time users could be extremely beneficial to give them a general overview of the app’s features and use cases. On this point, it is also worth noting that the participants’ experience with SafePlan was not representative of real, ongoing use. It is expected that the majority of the app’s users will be guided through its content by a clinician, and this may mitigate any confusion they may experience on initial use. Another participant proposed that the app provides users with motivational messages or relaxing videos each morning through the form of push notifications.

**Limitations**

Although the usability and acceptance testing proved to be beneficial in designing and developing a clinically informed, user-friendly mobile app, further ethically conducted evaluations involving patients with suicidal thoughts or behavior will provide much greater insight into whether participants interact with the app in the way it was intended. Previous researchers have highlighted the need for more robust testing of mHealth apps within clinical settings [44]. The research team has established experience in co-design, iterative design processes, and the selection and use of measures to evaluate user engagement and digital intervention usability [45-47]. A pilot RCT investigating the feasibility of using SafePlan as an adjunct to therapy in mental health services is currently being planned (HRB CSF 2020–010). The aims of this trial are to (1) assess the feasibility and acceptability of the SafePlan intervention as an adjunct to therapy for individuals at risk of suicide accessing Irish mental health services, (2) examine the feasibility of a definitive RCT of the SafePlan intervention, and (3) assess the feasibility and acceptability of the SafePlan data collection methods (including in-built ecological momentary assessment) for clinicians and patients.

This is particularly relevant when it comes to observing a user’s long-term interaction with the app’s various diary and safety plan functions. It is anticipated that a user will maintain and update their data within the app on a regular basis, and this is where the most value will be gained, both for the user and their clinician. The long-term usage of health apps is highly significant, as some studies have reported log-ins dropping sharply to nearly zero after 1 month from download, even for the highest rated apps [18]. With this in mind, further recording of user feedback during the pilot stage is required to determine if the app has the desired lasting effect on its users, and this would be a key element of a follow-on study with end users. Currently, there is no warning on the app in terms of usage, and a cautionary preamble section will be added to the app stating that it is only to be used after undergoing an orientation session. Furthermore, currently, there are no automated warning notifications built into the system, and this has been identified as a future requirement, whereby patients will be informed when they should consider seeking professional help.

**Comparison With Prior Work**

Many members of SafePlan’s core design team were previously involved in the development of another app relating to improving outcomes in suicide prevention. The CAATCH app [44] was released in 2014, and its main goal was to raise awareness, provide information, and signpost to education and training programs available at the community level within the local area. In terms of the involvement of end users, CAATCH involved members of the public and patients in the design and testing phases, which guided the overall intervention and subsequently shaped the design of the current SafePlan app. It was the experience of young people accessing mental health services and actively seeking a digital means of storing and using their SafetyPlan/DBT code cards, which ultimately led to the development of the SafePlan.

Although SafePlan also aims to raise awareness and provide information, it operates at a patient-clinician level where it can be used as an adjunct to treatment. It is a significantly more interactive app in that it accepts various forms of user input and provides tools for visualizing this input in the form of charts and reports, so that users can analyze their data over a specified period.

**Conclusions**

In conclusion, through the process of iterative design with the input of targeted clinicians and key design personnel, a fully functional version of the SafePlan mobile app was developed. This app has the potential to offer an accessible adjunct to face-to-face therapy and to support the generalization of skills acquired in-session to beyond the clinical setting. It also provides useful functionality that may lead to improvements in the interaction between a patient and their clinician. This can primarily be demonstrated through the process of transferring previously recorded paper-based reports and worksheets to specific sections within the app. This facilitates more accurate...
and timely data recording practices and subsequent analysis, with a correspondingly positive impact on treatment outcomes.

Following on from our review of existing mobile apps providing support in the area of mental health and suicide prevention (as presented in Table 1), further apps have been added to the app stores [48]. With approximately 20,000 mental health apps now reported in the app stores by the American Psychological Association [49], this number will continue to grow, whereas the core challenge of maintaining privacy, providing reporting tools for controlled sharing of user data, and combining safety planning with other therapeutic interventions remains. Safety planning intervention is an evidence-based brief intervention for suicidality, which is increasingly considered to be the best practice in terms of health care practice [6]. SafePlan potentially operationalizes a more interactive and individualized means of implementing this intervention while also offering the potential to combine this safety planning intervention with other prevention techniques (eg, DBT or CBT) in one flexible app. This intervention flexibility was welcomed by all participating clinicians, as it provides the potential to open the app to a wider user cohort.

SafePlan will require further evaluation from users within the target population. This was a topic of consideration for the design team, and it was agreed that because of the nature of the app’s intended users, it would not be appropriate to involve patients at this early stage of development. The combination of input from clinicians and groups that were partially representative of the end users was seen as a valid substitute for patients’ evaluation until sufficient evidence was gathered to carry out a pilot implementation with the app’s intended audience, for example, a pilot study with patients and clinicians to gain further insight.
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Abstract

Background: The World Health Organization recommends the development of participatory sexuality education. In health promotion, web-based participatory interventions have great potential in view of the internet’s popularity among young people.

Objective: The aim of this review is to describe existing published studies on online participatory intervention methods used to promote the sexual health of adolescents and young adults.

Methods: We conducted a systematic review based on international scientific and grey literature. We used the PubMed search engine and Aurore database for the search. Articles were included if they reported studies on participatory intervention, included the theme of sexual health, were conducted on the internet (website, social media, online gaming system), targeted populations aged between 10 and 24 years, and had design, implementation, and evaluation methods available. We analyzed the intervention content, study implementation, and evaluation methods for all selected articles.

Results: A total of 60 articles were included, which described 37 interventions; several articles were published about the same intervention. Process results were published in many articles (n=40), in contrast to effectiveness results (n=23). Many of the 37 interventions were developed on websites (n=20). The second most used medium is online social networks (n=13), with Facebook dominating this group (n=8). Online peer interaction is the most common participatory component promoted by interventions (n=23), followed by interaction with a professional (n=16). Another participatory component is game-type activity (n=10). Videos were broadcast for more than half of the interventions (n=20). In total, 43% (n=16) of the interventions were based on a theoretical model, with many using the Information-Motivation-Behavioral Skills model (n=7). Less than half of the interventions have been evaluated for effectiveness (n=17), while one-third (n=12) reported plans to do so and one-fifth (n=8) did not indicate any plan for effectiveness evaluation. The randomized controlled trial is the most widely used study design (n=16). Among the outcomes (evaluated or planned for evaluation), sexual behaviors are the most evaluated (n=14), followed by condom use (n=11), and sexual health knowledge (n=8).

Conclusions: Participatory online interventions for young people’s sexual health have shown their feasibility, practical interest, and attractiveness, but their effectiveness has not yet been sufficiently evaluated. Online peer interaction, the major participatory component, is not sufficiently conceptualized and defined as a determinant of change or theoretical model component. One potential development would be to build a conceptual model integrating online peer interaction and support as a component.

(J Med Internet Res 2020;22(7):e15378) doi:10.2196/15378
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Introduction

Adolescent sexual exposure is of concern due to the risk of contracting sexually transmitted infections (STIs), experiencing an unwanted pregnancy, and unexpected paternity/maternity [1]. Among the 333 million new cases of STIs each year, the highest rates occur among those aged 20 to 24 years, followed by those aged 15 to 19 years [2]. Among a group of 21 countries, the pregnancy rate among those aged 15 to 19 years is highest in the United States (57 pregnancies per 1000 females) [3]. The proportion of teenage pregnancies that result in abortion varies by country, but in half of those for which recent information is available (mainly in Europe, North America, and Oceania), 35%-55% of pregnancies ended in abortion [3]. In 2014, in the United States, females aged <15 years and 15 to 19 years accounted for 0.3% and 10.4% of all reported abortions in the country, respectively [4].

Adolescence and the transition to adulthood marks the entry into sexuality. Sexual health requires a positive and respectful approach to sexuality and sexual relations, and the ability to have enjoyable and safe sexual experiences that are free from coercion, discrimination, and violence [5]. Adolescents and young adults (AYA) represent a priority population for sexual health promotion and education [6]. The associated fields of intervention encompass the development of knowledge and level of information, the development of attitudes to sexual health (attitudes toward safe sex practice, including attitudes to condom use or voluntary testing for STIs), and the development of personal competencies and supportive relational skills (critical thinking, consent, negotiation, open-mindedness, respect, self-esteem).

For example, as stated by the Information Motivation Behavioral Skills (IMB) model (applied and validated for HIV risk reduction), behavioral competencies and therefore health behaviors may be influenced by the level of information, but also by motivation, namely beliefs and attitudes toward a particular health behavior and the perceived social support (or social norm) to engage in this behavior [7]. In addition, health literacy is the ability of individuals to obtain, process, and understand the information and services necessary to make appropriate health decisions [8]. Increase health literacy would enable the improvement of appropriate health decision making with regard to sexual health, promoting equity and achieving the United Nations’ Sustainable Development Goals 2030 [9].

The recommendations of the World Health Organization are clearly stated [10]: sexuality education must be participatory (young people should not be mere passive receivers), interactive (with educators and program designers), and continuous. This education must be adapted to the language of the young people, while also teaching appropriate terminology to strengthen their communication skills.

In health promotion, digital media interventions for sexual health have great potential because of the scope and popularity of technologies such as the internet and mobile phones, especially among young people [11,12]. Interactive online interventions for sexual health promotion can also lead to better knowledge, self-efficacy, and positive sexual behavior, and have demonstrated a reduction in STIs [12].

The internet is a major health information resource, and online health information research is an important prerequisite for health empowerment and literacy [13,14]. Moreover, research on information flows and attitudes within social networks suggests that links between people can promote the exchange of relevant information between peers, and affect their attitude toward this information, as individuals are more receptive to information shared by others who are like them [15]. For example, the popularity of social networking sites and their interactive features have great potential to reach young people, and offer a new way to engage and communicate with AYAs, including the provision of appropriate education [16]. Nevertheless, their uses are for the most part “passive,” and social networking sites are not yet used as tools for multidimensional communication and networking [17].

Our research question is whether interventions for the promotion of young people’s sexual health include participatory components, and if so, how they are integrated and how the interventions are evaluated. Some publications and literature reviews have investigated sexual health interventions on the internet, social media [12,18], online serious games [19], or in digital media [12,20,21]. However, no publication has focused on the participatory aspects of this type of intervention in sexual health specifically aimed at young people (participation in an activity such as online games, quizzes), particularly interactive features such as the exchange of information and experiences between peers (persons of the same age, social context, function, education, or experience) or with professionals. The aim of this review is to identify and describe existing studies and the methods used to assess online participatory interventions aimed at promoting AYA’s sexual health.

Methods

Overview

This systematic review was based on international scientific literature and grey literature. The review is structured in accordance with the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis) statement [22] and follows the associated guidelines (Multimedia Appendix 1). The systematic review protocol has previously been published on the PROSPERO International Prospective Registry of Technical Reviews (ID CRD42018088240).

Inclusion Criteria

Articles were included without time restriction according to the 5 following criteria: (1) Study of an intervention including a sexual health theme; (2) Population aged between 10 and 24 years (with an average age or an interval comprising all or at least part of this age group), because the WHO defines adolescents as aged 10 to 19 years and young people as aged
15 to 24 years [23,24]; (3) Study of a participatory intervention; (4) Study of an intervention conducted on the internet (website, social media, online gaming); (5) Design, implementation, and evaluation methods must be available via the article.

**Strategy Search**

The electronic search strategies are described in Multimedia Appendix 2. We used the PubMed search engine for our main search. For complementary research, we used the Aurore database of Institut National d’Études Démographiques (INED; a French public research institute), which includes scientific databases and grey literature, allowing access to a range of databases and electronic journals (see Multimedia Appendix 2 for selected international search engines). The last update was on January 28, 2019.

**Study Selection**

Reports were assessed by two reviewers (PM and LC), who screened the titles and abstracts to identify relevant studies. Full texts were read when abstracts met inclusion criteria, and when abstracts were not clear enough to determine eligibility. Disagreements between reviewers were resolved by discussion. When the full text was not available, authors were contacted by email; all the contacted authors responded favorably and shared their articles with us.

**Data Collection**

A standardized data collection form was developed, and two reviewers independently extracted data from studies. Our extraction grid was developed using the PICOTS (populations, interventions, comparators, outcomes, timing, and setting) elements [22], and was completed using Michie’s taxonomy [25] to collect information on the behavior change techniques (BCT) used by interventions. The studies were classified according to different types: research protocol only, effectiveness evaluation, and process evaluation. Protocol articles are planned studies containing only the conceptual and evaluative methods intended for intervention research. An effectiveness study is defined as a demonstration of an intervention’s efficacy in natural situations. It provides evidence of the intervention’s effect on determinants or health outcomes. A process study provides evidence on the implementation and feasibility of an intervention, and also rates the intervention for attractiveness and acceptability. It helps to assess the reliability and quality of implementation, to clarify causal mechanisms, and to identify contextual factors associated with variations in outcomes [26].

**Analysis**

For the final studies selection phase, the degree of interreader agreement was assessed for both readers through the calculation of the $\kappa$ coefficient.

We conducted descriptive analyses on data collected from studies on the following points: description of the population; characteristics of study methodology; description of the intervention; description of the media used; description of methods used for effectiveness, and process evaluation. We used Michie’s [25] taxonomy to analyze the BCT used by interventions, depending on the information available in the intervention.

**Results**

The electronic search strategies used identified a total of 2555 references after removing duplicates. After selection based on title and abstract screening, the full text of 125 references was evaluated. After this inclusion phase, 49 articles describing 37 interventions were included. For each intervention included, we searched for other publications concerning it, and 11 additional studies were included, based on the references cited in the included articles. A total of 60 articles describing 37 interventions were included; several articles were published for the same intervention (Figure 1). The degree of interreader agreement for the final selection of the 60 articles was calculated with the $\kappa$ coefficient and it was equal to 0.98. All the studies included in this systematic review are available in Multimedia Appendix 3. Descriptive data for the included studies and interventions are available in Table 1. Of the 60 articles included, 52% (n=31/60) were published in the last 5 years (Table 2).

Overall, 62% of the studies (n=36/58) were conducted in the United States. Of the types of studies, 45% (n=27/60) exclusively concerned process results, 22% (n=13/60) included process results and effectiveness results, 17% (n=10/60) exclusively had effectiveness results, and 17% (n=10/60) were exclusively protocol publications. Of the 37 interventions, 51% (n=19/37) addressed sexual health holistically. Overall, 51% (n=19/37) targeted a general population. In cases where specific populations were targeted (49%, n=18/37), 44% (n=8/18) were identified by their sexual orientation. In total, 65% (n=24/37) of all interventions were for both sexes, 22% (n=8/37) were for males only, and 11% (n=4/37) were for women only. The targeted population in terms of age was mainly individuals aged 10 to 24, strictly defined in 35% of the interventions (n=13/37). However, other studies had a less specific or different range of age targeted: aged 10 to 17 years, aged 10 to 24 years, aged 18 to 24 years, or aged 18 to 24 years; some studies simply referred to “students” or “youth.” In total, 43% (n=16/37) used multiple recruitment methods.
Figure 1. Flow chart of the literature reviewing process. Aurore is a database of Institut National d’Études Démographiques (a French public research institute) that combines scientific databases and grey literature, allowing access to a range of databases and electronic journals.
Table 1. Description of the characteristics of the 60 articles and the 37 interventions.

<table>
<thead>
<tr>
<th>Characteristics of articles</th>
<th>Studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Year of publication (n=60)</strong></td>
<td></td>
</tr>
<tr>
<td>2006-2009</td>
<td>2 (3)</td>
</tr>
<tr>
<td>2010-2014</td>
<td>27 (45)</td>
</tr>
<tr>
<td>2015-2019</td>
<td>31 (52)</td>
</tr>
<tr>
<td><strong>Study country (n=58; NI=2)</strong></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>36 (62)</td>
</tr>
<tr>
<td>Canada</td>
<td>1 (2)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Netherlands</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Europe (other)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Australia</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Uganda</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Brazil</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Chile</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Asia</td>
<td>3 (5)</td>
</tr>
<tr>
<td><strong>Study objective (n=60)</strong></td>
<td></td>
</tr>
<tr>
<td>Process evaluation only</td>
<td>27 (45)</td>
</tr>
<tr>
<td>Process and effects evaluation in one article</td>
<td>13 (22)</td>
</tr>
<tr>
<td>Effects evaluation only</td>
<td>10 (17)</td>
</tr>
<tr>
<td>Protocol study only</td>
<td>10 (17)</td>
</tr>
<tr>
<td><strong>Measure for evaluationb</strong> (n=60)</td>
<td></td>
</tr>
<tr>
<td>Process evaluation (quantitative questionnaire)</td>
<td>21 (35)</td>
</tr>
<tr>
<td>Process evaluation (qualitative measure)</td>
<td>21 (35)</td>
</tr>
<tr>
<td>Effectiveness evaluation (quantitative questionnaire)</td>
<td>19 (32)</td>
</tr>
<tr>
<td>Effectiveness evaluation (qualitative measure)</td>
<td>3 (5)</td>
</tr>
<tr>
<td><strong>Characteristics of interventions</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Target populationb</strong> (n=37)</td>
<td></td>
</tr>
<tr>
<td>General</td>
<td>19 (51)</td>
</tr>
<tr>
<td>Specific</td>
<td>18 (49)</td>
</tr>
<tr>
<td>Sexual orientation</td>
<td>8 (22)</td>
</tr>
<tr>
<td>Ethnic minorities</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Others</td>
<td>7 (19)</td>
</tr>
<tr>
<td><strong>Sex (n=37)</strong></td>
<td></td>
</tr>
<tr>
<td>Males and females</td>
<td>24 (65)</td>
</tr>
<tr>
<td>Males only</td>
<td>8 (22)</td>
</tr>
<tr>
<td>Females only</td>
<td>5 (14)</td>
</tr>
<tr>
<td><strong>Age group (years; n=37)</strong></td>
<td></td>
</tr>
<tr>
<td>10 to 17</td>
<td>2 (5)</td>
</tr>
<tr>
<td>10 to 24</td>
<td>13 (35)</td>
</tr>
</tbody>
</table>
### Characteristics

<table>
<thead>
<tr>
<th>Age Group</th>
<th>Studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 to &gt;24</td>
<td>8 (22)</td>
</tr>
<tr>
<td>18 to 24</td>
<td>4 (11)</td>
</tr>
<tr>
<td>18 to &gt;24</td>
<td>8 (22)</td>
</tr>
<tr>
<td>Age not specified but considered as “students” or “youth”</td>
<td>2 (5)</td>
</tr>
</tbody>
</table>

### Recruitment

- **Recruitment**<sup>b</sup> (n=34; NI<sup>a</sup>=3)
  - Social networking sites: 12 (35)
  - Internet: 11 (32)
  - Secondary schools: 9 (26)
  - Community or youth organizations: 8 (24)
  - Clinics: 7 (21)
  - Universities: 5 (15)
  - Email: 4 (12)
  - Peers and word of mouth: 3 (9)
  - Phone: 2 (6)
  - Registers: 1 (3)
  - Smartphone apps: 1 (3)
  - Health educators: 1 (3)

### Incentives

- **Incentives**<sup>b</sup> (n=23; NI<sup>a</sup>=14)
  - Yes: 21 (91)
  - Direct remuneration: 12 (52)
  - Gift card: 10 (43)
  - Book or movie voucher: 1 (4)
  - Points for lot: 1 (4)
  - Raffle for remuneration: 1 (4)
  - No: 2 (8)

### Theme (n=37)

- Sexual health promotion: 19 (51)
- HIV/sexually transmitted infection prevention specifically: 12 (32)
- Sexual violence prevention: 3 (8)
- Hepatitis B virus and hepatitis C virus testing promotion: 1 (3)
- Improve HIV care linkage: 1 (3)
- Observe peer influence in sexual situations only: 1 (3)

---

<sup>a</sup>NI: no information in the article.

<sup>b</sup>For a given article (N=60) or an intervention (N=37), several entries are possible. Totals do not always equal 100%.
Table 2. Number of publications over time.

<table>
<thead>
<tr>
<th>Year</th>
<th>Studies published, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006</td>
<td>1</td>
</tr>
<tr>
<td>2009</td>
<td>1</td>
</tr>
<tr>
<td>2010</td>
<td>3</td>
</tr>
<tr>
<td>2011</td>
<td>2</td>
</tr>
<tr>
<td>2012</td>
<td>8</td>
</tr>
<tr>
<td>2013</td>
<td>10</td>
</tr>
<tr>
<td>2014</td>
<td>4</td>
</tr>
<tr>
<td>2015</td>
<td>5</td>
</tr>
<tr>
<td>2016</td>
<td>9</td>
</tr>
<tr>
<td>2017</td>
<td>10</td>
</tr>
<tr>
<td>2018</td>
<td>6</td>
</tr>
<tr>
<td>2019</td>
<td>1</td>
</tr>
</tbody>
</table>

Descriptive data on the intervention types, online supports, and features are shown in Table 3 (for a description of each intervention, see Multimedia Appendix 4). Concerning intervention types, 41% (n=15/37) involve a dissemination of information with participatory components (game, quizzes, discussions). The medium used is a website in 54% (n=20/37) of cases, followed by online social networks (35%, n=13/37), with Facebook used in 22% (n=8/37) of cases. Furthermore, 14% (n=5/37) use several different online supports for the implementation of the intervention. To protect the identity of participants, 49% (n=18/37) of the interventions provide anonymity. Of these, 72% (n=13/18) allow participants to use personal identifiers, and 67% (n=12/18) use private websites. The interventions based on social networking sites do not mention anonymity because this is not possible on such sites.

However, on Facebook, one (n=1) intervention used a secret group for greater confidentiality, another (n=1) used a private SMS text messaging system, and another (n=1) used a private page that only registered participants can access. Concerning participatory features, 68% allow interaction, either between peers (62%, n=23/37) or with a professional (43%, n=16/37). This interaction is mainly through online social networks (22%, n=8/37) and discussion forums (19%, n=7/37). Overall, 5% (n=2/37) use multiple supports for interaction. Involvement in a game-type activity was possible in 27% (n=10/37) of cases. Videos were broadcast in 54% (n=20/37) of cases. Finally, 43% (n=16/37) of the interventions were constructed from a theoretical model, with 19% (n=7/37) using the Information-Motivation-Behavioral Skills model.
<table>
<thead>
<tr>
<th>Variables</th>
<th>Studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intervention type</strong></td>
<td></td>
</tr>
<tr>
<td>Information dissemination with participatory components (games, quizzes, discussions)</td>
<td>15 (41)</td>
</tr>
<tr>
<td>Online community/discussion only</td>
<td>11 (30)</td>
</tr>
<tr>
<td>Participation in activities only (including games)</td>
<td>6 (16)</td>
</tr>
<tr>
<td>Participatory educational session only</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Personalized assistance</td>
<td>2 (5)</td>
</tr>
<tr>
<td><strong>Online support for implementation</strong></td>
<td></td>
</tr>
<tr>
<td>Website</td>
<td>20 (54)</td>
</tr>
<tr>
<td>Social networking sites</td>
<td>13 (35)</td>
</tr>
<tr>
<td>Online game only</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Apps</td>
<td>4 (11)</td>
</tr>
<tr>
<td><strong>Social networking sites used</strong></td>
<td></td>
</tr>
<tr>
<td>Facebook</td>
<td>8 (22)</td>
</tr>
<tr>
<td>YouTube</td>
<td>3 (8)</td>
</tr>
<tr>
<td>MySpace</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Twitter</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Flickr</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Tumblr</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Instagram</td>
<td>1 (3)</td>
</tr>
<tr>
<td>WeChat</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Not specified</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Participatory features (1) - interactive part</strong></td>
<td></td>
</tr>
<tr>
<td>Interaction between peers and with professionals</td>
<td>14 (38)</td>
</tr>
<tr>
<td>Interaction between peers only</td>
<td>9 (24)</td>
</tr>
<tr>
<td>Interaction with professionals only</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Peer leaders formation and implication</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Section to ask a professional</td>
<td>5 (14)</td>
</tr>
<tr>
<td><strong>Support for interaction (peers and professionals)</strong></td>
<td></td>
</tr>
<tr>
<td>Social networking sites</td>
<td>8 (22)</td>
</tr>
<tr>
<td>Forum discussion</td>
<td>7 (19)</td>
</tr>
<tr>
<td>Blog</td>
<td>3 (8)</td>
</tr>
<tr>
<td>On website without more information</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Chat</td>
<td>2 (5)</td>
</tr>
<tr>
<td>In the online game</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Video comment section</td>
<td>1 (3)</td>
</tr>
<tr>
<td>On application</td>
<td>1 (3)</td>
</tr>
<tr>
<td>“Ask the expert” section</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Participatory features (2) - involvement in an activity</strong></td>
<td></td>
</tr>
<tr>
<td>Online video game system</td>
<td>10 (27)</td>
</tr>
<tr>
<td>Interactive quiz</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Personal goals</td>
<td>2 (5)</td>
</tr>
</tbody>
</table>
The five most commonly used behavior change techniques are as follows (Multimedia Appendix 5). First, 78% (n=29/37) of interventions introduce or define an environmental or social stimulus to encourage or guide behavior. Second, 78% (n=29/37) provide information on the health consequences of performing the behavior. Third, 73% (n=27/37) present information from a credible source in favor of or against the behavior. Fourth, 70% (n=26/37) organize and provide some form of social support within the intervention. Fifth, 65% (n=24/37) provide information on what others think about the behavior. No intervention provides punitive measures or remuneration for the conduct of the behavior sought.

Of the 37 interventions, 57% (n=21/37) indicate that they called on young people for community-based participatory research (collective construction). This takes various forms: 38% (n=14) of the interventions conducted focus groups to discuss the proposed intervention, 27% (n=10) directly included youth in the development of content, 8% (n=3) adapted their content based on feedback from young people in pretest studies, 5% (n=2) involved youth in the evaluation, and 3% (n=1) formed a youth advisory committee.

Data on the design and evaluation methods are available in Table 4. For a description of the methods of each intervention, see Multimedia Appendix 6. In total, 43% (n=16/37) were evaluated according to a randomized controlled trial (RCT) design. Overall, 22% (n=8/37) provided a follow-up between 1 and 2 years, while the remainder reported a follow-up shorter than 1 year (59%, n=22/37) or did not specify a follow-up time (19%, n=7/37). For process evaluation, 35% (n=13/37) did an acceptability study, 30% (n=11/37) did an attractiveness study, and 27% (n=10/37) assessed feasibility. Regarding effectiveness, 46% (n=17/37) of the interventions were subject to an outcome evaluation and 32% (n=12/37) had a planned outcome evaluation. Among the outcomes evaluated (conducted or planned evaluation), sexual behaviors were the most evaluated (38%, n=14/37), followed by condom use (29%, n=11/37) and sexual health knowledge (22%, n=8/37).
<table>
<thead>
<tr>
<th>Study information</th>
<th>Studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Design study</strong></td>
<td></td>
</tr>
<tr>
<td>Randomized controlled trial (RCT)</td>
<td>16 (43)</td>
</tr>
<tr>
<td>Control group (NI=2)(^a,b)</td>
<td>15 (41)</td>
</tr>
<tr>
<td>Information-only control website(^b)</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Before-after study (no RCT)</td>
<td>7 (19)</td>
</tr>
<tr>
<td>Cross-sectional study</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Other design</td>
<td>8 (22)</td>
</tr>
<tr>
<td>Unspecified</td>
<td>3 (8)</td>
</tr>
<tr>
<td><strong>Follow-up</strong></td>
<td></td>
</tr>
<tr>
<td>No follow-up</td>
<td>3 (8)</td>
</tr>
<tr>
<td>0.5-2 months</td>
<td>3 (8)</td>
</tr>
<tr>
<td>3-5 months</td>
<td>9 (24)</td>
</tr>
<tr>
<td>6-11 months</td>
<td>7 (19)</td>
</tr>
<tr>
<td>12-24 months</td>
<td>8 (22)</td>
</tr>
<tr>
<td>Unspecified</td>
<td>7 (19)</td>
</tr>
<tr>
<td><strong>Process outcomes evaluated(^c)</strong></td>
<td></td>
</tr>
<tr>
<td>Acceptability</td>
<td>13 (35)</td>
</tr>
<tr>
<td>Attractiveness</td>
<td>11 (30)</td>
</tr>
<tr>
<td>Feasibility</td>
<td>10 (27)</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Implementation</td>
<td>3 (8)</td>
</tr>
<tr>
<td><strong>Outcomes evaluation conducted(^c)</strong></td>
<td></td>
</tr>
<tr>
<td>Behaviors</td>
<td>17 (46)</td>
</tr>
<tr>
<td>Condom use, condom use intention, self-efficacy toward condom use, and attitude toward condom use</td>
<td>9 (24)</td>
</tr>
<tr>
<td>Attitudes</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Communication</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Knowledge</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Behavioral skills</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Contraception use</td>
<td>1 (3)</td>
</tr>
<tr>
<td>History of sexually transmitted infections</td>
<td>1 (3)</td>
</tr>
<tr>
<td>HIV stigma</td>
<td>1 (3)</td>
</tr>
<tr>
<td>HIV test history (date and result of the last test)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Incidence of sexually transmitted infections</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Intentions related to risky sexual activity</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Internalized homophobia</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Intimate partner violence</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Motivation</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Pubertal development</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Sexual abstinence</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Waiting before having sex</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>
### Study information

<table>
<thead>
<tr>
<th>Outcomes evaluation planned(c)</th>
<th>Studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other outcomes evaluated only once</td>
<td>17 (46)</td>
</tr>
<tr>
<td>Knowledge</td>
<td>12 (32)</td>
</tr>
<tr>
<td>Behaviors</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Condom use</td>
<td>4 (11)</td>
</tr>
<tr>
<td>Intentions</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Occurrence of pregnancy</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Occurrence of sexually transmitted infections</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Self-reported pregnancy</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Self-reported sexually transmitted infections</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Fertility distress</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Repeat HIV/sexually transmitted infection screening</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Number of tests for <em>Chlamydia trachomatis</em></td>
<td>1 (3)</td>
</tr>
<tr>
<td>HBsAg and anti–hepatitis C virus IgG test uptake</td>
<td>1 (3)</td>
</tr>
<tr>
<td>HIV-related care engagement</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Motivation</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Number of partners</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Sexual communication self-efficacy</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Use of safety strategies</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Viral suppression</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Other outcomes planned for evaluation only once</td>
<td>7 (19)</td>
</tr>
<tr>
<td>Unspecified outcomes evaluation</td>
<td>8 (22)</td>
</tr>
</tbody>
</table>

\(a\)NI: no information in the article.

\(b\)Since a control group can also be a group receiving an informational website only, the total exceeds the number of RCTs.

\(c\)An intervention can evaluate several outcomes or process components. Totals are not always equal to 100%.

### Discussion

#### Principal Results

Our review identified 37 different interventions, which were the subjects of 60 articles. The number of online participatory interventions for the promotion of young people's sexual health has increased significantly over the past 5 years, especially in the United States. Three key points drew our attention: (1) Several different online supports are used by interventions and we would recommend adapting these to young people’s preferences; (2) Online peer interaction is the participatory element most often used in interventions and is a promising health promotion approach; (3) In view of the limited number of effectiveness evaluations, it is necessary to define a conceptual model of interventions to enable comprehensive and rigorous evaluation and to understand the effect of peer interaction and participatory components.

#### How to Adapt to the Favorite Media of Young People?

Concerning the online support used, interventions are mainly first developed on websites. The second most popular medium is social networks, with Facebook dominating, as already shown in a previous review of social networking sites [18]. Surprisingly, young people's favorite social networks [27] are rarely used. Only one intervention was on Instagram [28], three were on YouTube, and none were on Snapchat. However, these three media have been described as the new preferred ones of youth, whereas the popularity of Facebook is declining [27]. The future challenge for researchers will be to develop interventions that can evolve with young people’s preferences, keeping up with rapid generational changes. In our review, few interventions use more than one online medium. One option would be to use a multichannel approach for interventions. Such an approach already exists to some extent in the American intervention “weCare,” which allows young people to choose how they connect with educators, with three possible contact modalities: Facebook Messenger, SMS text messaging, and app-based instant messages [29].

Our findings also highlight the need to design interventions adapted to the uses, languages, interests, and realities of young people, particularly through interactive and playful components. One way to remain close to the interests of young people is to...
integrate promising new media in interventions, such as videos and games. It is also possible to allow users to insert their own content or to customize websites. Integrating attractive components that are correctly implemented will ensure better group retention. To know what is preferred by young people, it is therefore necessary to have measures of attractiveness. This review has cited different measures: online media usage, process data (number of visits, time spent, and interaction rate), technical recommendations, content adapted to the target audience (specificity and age), satisfaction, points of view, and involvement of participants (especially sexual minorities).

Web-based interventions also raise the challenges of security, privacy, and anonymity. For example, the lower use of social networking sites for research compared to websites may also be due to the fact that the ownership of the data from youth participation belongs to these media. This data would be less easy to protect in terms of security, confidentiality, and privacy, especially against cyberstalking, requiring moderation at all times. In the studies reviewed here, authors provided little information on how they protected participants’ data. On social networking sites, some researchers use closed groups to control the exchange of participants’ data. Others host the data through a secure external website. Technical partners, such as social networking sites, are bound by specific laws and contractual data protection clauses, and there is a clear regulatory framework for many countries [30]. As noted by some authors [11,31,32], ethical and data security frameworks need to be strengthened. For example, the importance of blocking public access to online interventions and developing powerful security features is underlined [33]. Concerning anonymity, protection of the identity of participants is possible mainly on private websites, which is especially important in the context of sexual health, where the internet is used to avoid embarrassment and overcome privacy issues [34].

**How to Implement Peer Dynamics in Interventions?**

All media can be used to disseminate information among young people, either top-down (from an educator to a young person) or cross-functionally (between peers). The interest of the 37 interventions assessed here rests on their participatory activities, of which peer interaction is the most frequent component. Peer exchanges were described in different ways: counselling, experience-sharing, community involvement, personal stories, self-help, and peer support. Peers were considered not only as participants, but also as peer educators (opinion leaders) previously trained by professionals [35-37]. In one study, the potential for sharing and comparing real experiences was supported [38], with an expressed need for sharing experiences among peers. Participants also expressed the desire for social interaction online with other young people [39].

More personalized approaches better target the concerns of each individual, as seen in the Media Aware [40] and Queer Sex Ed [41] interventions (individuals’ goals). Participants could also disseminate their own content, as seen in the HealthMpowerment intervention [42-44]. Peer dynamics also occur when young people are directly involved in the community-based participatory research process, especially in sexuality education programs [10]. This process can validate the role of community members and academics as equitable partners [45]. In our review, we determined that this process is widely used at the design stage. Peer interaction is thus enabled by most interventions and is described as strengthening an intervention’s capacity to change behaviors, even if professionals are involved. The dynamics between peers, and the feeling of being “between young people,” are seen as potentialities. Surprisingly, the term “peer education” is not a term used in the reviewed articles. “Peer education” is actually an exchange of experiences and information between peers in “real life,” integrating the notion of “shared education” [46], and is thus well suited to these interventions. One intervention did use the term “peer-led” [35]. Peer dynamics are little conceptualized by the authors, and a model for designing and evaluating interventions is lacking.

**How to Evaluate Interventions?**

The objective of interventions is to change sexual health outcomes positively. For the moment, although experimental plans are defined, publications focus more on intervention processes than effectiveness in terms of health outcomes. This probably reflects the need to identify implementation problems beforehand, as a lack of effect may reflect a failure in implementation rather than the ineffectiveness of the intervention [26]. Implementing an intervention correctly will ensure better group retention. To evaluate effectiveness, the randomized controlled trial remains the most widely used or planned design. It does not preclude assessing the effect of an intervention on a range of outcome measures [47].

In interventions dealing with evaluation, behaviors were most often the main outcome, followed by knowledge, self-efficacy, and attitudes. A majority of follow-up interventions lasted less than 1 year. Nonetheless, it would be interesting to have a long-term follow-up to determine whether short-term changes persist [21]. Behavior measures are based on self-reported data, and many authors have highlighted the issue of social desirability bias as a limitation [36,40,41,48-51].

Our review found few plans to observe a robust indicator, such as STI incidence [52], HIV-related care engagement and viral suppression [29], or pregnancy [53,54]. These indicators can measure the real impact of an intervention on sexual health. Nevertheless, this requires a large sample size in order to have sufficient power to detect the effects of the intervention, especially when the expected outcomes have a low baseline rate of incidence (eg, HIV incidence), unless these studies are conducted on high-risk groups.

In this context of complex intervention, mechanisms of action should be identified and interventions should rely on a theoretical, conceptual, and operational model. This will enable all the participatory, social, and collective variables involved in the process to be measured and validated. Based on a literature review, Borek and Abraham developed a conceptual model of mechanisms of change in small groups [55]. For peer interventions, Simoni et al [56] argue for a strong theoretical framework to support behavior promotion, link to outcomes, and justify peer inclusion. In addition, strategies combining several theories and concepts may have a greater effect [57], as seen in the TeensTalkHealth intervention [58], which used the IMB model [7] combined with communication theory [59].
Several interactive processes (group development, group dynamics, social change) have been highlighted and could be used for the constitution and animation of social groups [55]. Finally, applying a comprehensive model of internet-based peer education (or peer-led behavior change) for sexual health is a promising approach, as long as a proliferation of concept and theoretical models does not occur. Rigorous methods, such as the 5 steps of the Intervention Mapping protocol, can contribute to the development of more effective behavior change interventions and methods of evaluation, assessing all stages of adoption, implementation, and sustainability of the intervention [60,61].

**Limitations**

Our review was conducted with a cross-validation methodology based on two search tools (PubMed and Aurore), but we cannot rule out that some interventions escaped our research. Participatory or interactive interventions may exist but may not be evaluated and published (for example, the website Sex, Etc [62]). Finally, wide variations in interventions made it inappropriate to synthesize the results using a meta-analysis.

**Conclusions**

This review describes existing interventions in participatory sexuality education for young people on the internet. It aims to provide guidance for interventions that meet the expectations of national and international strategies on youth sexuality education. Identified interventions are deployed on many internet media and have shown their feasibility, practical interest, and attractiveness. However, they are still in the early stages of design and evaluation, particularly as regards the effect of peer interaction, and do not always adhere to existing theoretical models. We recommend building a conceptual, theoretical, and evaluation model for community-based interventions involving peer interaction and participation in activities, providing the necessary operational and evaluative tools. Interventions must be designed with regard to media multiplicity, youth populations (orientations, gender identities), and a holistic sexual health approach. To improve these interventions, we recommend having a more participatory approach, involving young people in the whole process, including the design phase.
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Abstract

Background: The prevalence of depression is high and has been stable despite increased treatment, research, and dissemination. People encounter barriers to seeking traditional mental health services, which could be mitigated by using web-based prevention methods.

Objective: This study aims to understand what people at high risk for depression perceive as effective aspects of web-based mental health programs and what motivates people at high risk for depression to use web-based mental health programs.

Methods: We conducted an inductive content analysis using telephone interview data from 77 participants at high risk for depression who were recruited from 2 randomized controlled trials (RCTs). Participants from the first RCT were working men who had been randomly assigned to 1 of the following 3 groups: control group, who had access to general depression information from a website called BroMatters; intervention group 1, who had access to the BroMatters website along with the associated BroHealth web-based mental health program; and intervention group 2, who had access to the BroMatters website, the BroHealth web-based mental health program, and telephone sessions with a life coach. Participants from the second RCT were men and women who had been assigned to the intervention group, who received access to the HardHat web-based mental health program, or the control group, who only received access to the HardHat web-based mental health program following completion of the RCT. Participants for this inductive content analysis study were recruited from the intervention groups in both RCTs. Two groups of participants (n=41 and n=20) were recruited from the BroHealth RCT, and a third group comprised 16 participants that were recruited from the HardHat RCT.

Results: We generated four categories regarding the perceived effectiveness of web-based programs and five categories related to what motivates the use of web-based programs. Participants identified awareness, program medium and functionality, program content, and coaches as categories related to the effectiveness of the programs. Categories of motivators to use web-based programs included providing reminders or incentives, promotion of the programs, providing appropriate medium and functionality, appropriate...
content, and perceived need. The final category related to motivators reflects perceptions of participants who were either unsure about what motivates them or believed that there is no way to motivate use.

**Conclusions:** Conflicting evidence was obtained regarding the perceived effectiveness of aspects of the content and functionality of web-based programs. In general, web-based mental health programs were perceived to help increase mental health awareness, especially when it includes live access to a coach. However, the results also revealed that it is difficult to motivate people to begin using web-based mental health programs. Strategies that may motivate the use of such programs include perceived personal need, effective promotion, providing incentives and reminders, and improving functionality.
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**Introduction**

**Background**

Depression is a prevalent mental health disorder [1], is associated with an increased risk of suicide [2], and has comorbidities with multiple physical health conditions such as cardiovascular diseases [3], diabetes [4], and fibromyalgia [5]. Depression also impacts the economy, costing employers US $44 billion every year in the United States [6]. Globally, workplace stress can cost between US $220 million and US $200 billion per country [7]. Despite the growth in treatments for depression [8-10], the rate of depression has remained stable for more than 10 years [11,12]. Thus, treatment alone is unlikely to substantially reduce the prevalence and incidence of depression [13]; instead, a focus on prevention is necessary. Indeed, in a recent Alberta-based research project examining views from a range of mental health stakeholders, preventative measures were identified as a top priority for future depression research [14,15]. Preventing the occurrence or delaying the onset of depression can decrease symptoms [16] and reduce the burden for employers [17].

Barriers to seeking help related to treating and preventing depression are numerous and include stigma and availability of access to services [18,19]. Web-based methods for treating and preventing depression have the potential to mitigate these barriers; in fact, web-based programs have been shown to be as effective as traditional methods [20-22] and web-based education tools [23]. Facilitators reported in the literature about web-based mental health programs include ease of website navigation and user characteristics such as curiosity about web-based mental health programs [24]. Web-based methods may be especially beneficial in rural communities where self-sufficiency is highly valued and access to therapeutic treatment may be particularly limited [25]. However, the usage of web-based mental health programs remains low. A study comparing face-to-face and web-based program usage reported completion rates of 84% and 65%, respectively [26]. Other studies of web-based mental health programs offered participants access to the program beyond the study time frame and reported that approximately 51% of participants wished to have continued access. Of those given continued access, only 38% went on to log on to the program [27].

People are often concerned about privacy and confidentiality for fear of being stigmatized for accessing mental health services [28]. These concerns may leave people reluctant to use web-based mental health programs. Furthermore, given the relative novelty of web-based mental health programs, many people are skeptical of program effectiveness for reducing or preventing depression compared with face-to-face therapies and, correspondingly, are less likely to use such programs [28,29]. However, few studies have investigated how users perceive web-based mental health programs for depression prevention [30].

**Objectives**

In view of user skepticism and the need for a fuller understanding of user perceptions of web-based mental health programs, our purpose is to identify factors that motivate use (initiation and adherence) of such programs and the perceived effectiveness of the programs. We achieve our purpose by analyzing data drawn from qualitative interviews conducted with a sample of web-based mental health program users who are at high risk of developing depression.

**Methods**

**Research Design**

This qualitative study complements 2 randomized controlled trials (RCTs). The RCTs were aimed at understanding strategies for preventing depression and evaluating user perceptions of the effectiveness of web-based mental health programs. This qualitative component elaborates on the understanding derived through the RCT studies by illuminating what users perceive as effective about web-based mental health programs and what motivates the use of such programs. In using a qualitative approach, we align ourselves with researchers who highlight the power of qualitative research to support contextual understanding of complex mental health phenomena [31] and to engage users in determining how to implement findings with respect to mental health in real-life settings [32].

We studied the perceived effectiveness of web-based mental health programming and what motivates the use of web-based mental health programs, and we treated these topics as emerging and yet to be coherently understood. Accordingly, we employed an inductive content analysis approach [33] of data collected through telephone interviews. Although we had some
predetermined goals, our study was inductive in 3 important ways: (1) although we had always planned to study user perceptions of web-based mental health program effectiveness, our decision to study what motivates the use of web-based mental health programs emerged as we noted trends of nonuse among our RCT sample; (2) correspondingly, we selected participants because they were nonusers; and (3) the findings we present were derived from the data and not in accordance with predetermined categories.

Below, we outline the broader RCT studies from which participants for this inductive content analysis study were drawn. We follow this with a description of our qualitative sample, data collection, and data analysis, including trustworthiness measures.

Broader RCT Study Context: BroHealth and HardHat

BroHealth RCT

The BroHealth RCT was about participants’ perceptions of the effectiveness of the BroHealth web-based program, which was designed to prevent depression in working men who are at high risk of having a major depressive episode (MDE) in the next 4 years. BroHealth includes modules that provide information about stress and depression, web-based self-checks that help monitor symptoms, and a variety of self-help components such as cognitive behavioral therapy (CBT) and goal setting and tracking. Qualified coaches were also available to participants for 40-min sessions to a maximum of once per week. Coaches help participants set goals and help them work through problems. The study protocol from which BroHealth was developed is available elsewhere [34].

BroHealth RCT participants were recruited across Canada using the random digit dialing method. Participants were men who were (1) older than 18 years, (2) working for pay, and (3) at high risk of having an MDE determined by the depression risk calculator developed and validated by Wang et al [35] but who had not had an MDE in at least two months. Participants were also required to be able to communicate in English or French and have access to a telephone and the internet. BroHealth RCT participants were interviewed at baseline, at 3 months, and at 12 months, and it was after the baseline interview that participants were randomized into the control group or into 1 of the 2 intervention groups:

1. Control group: participants received general information about depression through the BroMatters website
2. Intervention group 1: participants received general information about depression through the BroMatters website as well as access to the associated BroHealth web-based program
3. Intervention group 2: participants received general information about depression through the BroMatters website, access to the BroHealth program, and access to a qualified coach with whom they could schedule telephone sessions.

Every other week, participants received reminders via email to encourage their engagement with the BroHealth program. Participants received incentives (about Can $25 [US $19] gift cards) for completing each interview, but they did not receive any incentive for completing the web-based program.

HardHat RCT

The HardHat RCT was about participants’ perceptions of the effectiveness of the HardHat web-based program designed to prevent depression in both men and women who are at high risk of having an MDE in the next 4 years. The HardHat program is coach assisted and comprises 5 compulsory and 4 supplementary sessions, which include short homework and in-class assignments. The 5 compulsory sessions had to be completed sequentially, and finishing one would unlock the next session. The 4 supplementary sessions could be accessed at any point in time. The sessions entail problem-solving therapy and components of CBT. Coaches had a minimum of a Bachelor of Science degree and had attended an intensive 2-day training session provided by a psychiatrist with CBT expertise. Coaches answered questions, guided users through the program, and provided feedback on homework and assignments. Coaches met weekly to discuss the participants’ cases and any issues encountered during coaching. Coaches also met with the psychiatrist on a quarterly basis.

HardHat RCT participants were recruited through a partnership with Green Shield Canada, a not-for-profit Canadian health and dental insurance company. An advertisement and link were posted on the Green Shield Canada health portal. Prospective participants could click the link and complete the eligibility questionnaire, which included a depression risk assessment using the same risk calculator used with participants in the BroHealth RCT [34]. Participants were men and women who were aged 18 years or older and at high risk of having an MDE in the next 4 years or had experienced an MDE in the past but who had not experienced symptoms for at least two months. Participants also needed to be able to communicate in English or French and have access to a telephone and the internet. HardHat RCT participants were interviewed at baseline, at 3 months, and at 6 months. Following the baseline interview, participants were randomized to the wait-list control group or the intervention group:

1. Wait-list control group: participants gained access to the HardHat program following their final (6 months) interview
2. Intervention group: participants were given immediate access to the HardHat program.

HardHat participants received incentives (about Can $25 [US $19] gift cards) for completing each of the baseline, 3-month, and 6-month interviews. Every other week, participants in the intervention group received email reminders to engage in the HardHat program. Unlike the BroHealth RCT participants, HardHat participants were also incentivized to complete program sessions. For each session completed, participants earned 100 Green Shield Canada points and were given a ballot for a monthly draw to win a US $100 gift card. The Green Shield Canada points could be used to buy additional ballots for the chance to win rewards such as gift cards.

Sample Description

The original qualitative study design entailed a plan to interview a random sample of the BroHealth RCT intervention group.
completers to ask them about their experience using the BroHealth program and what aspects of the program they found effective. However, after the initial month of both the BroHealth and HardHat RCTs, we noted that the use of the web-based programs was low among participants in both BroHealth intervention groups and the HardHat intervention group. The sampling plan was shifted to encompass a random sample of participants from these 3 intervention groups; we asked these participants about their perceptions of the effectiveness of their respective web-based programs as well as about what might motivate them to use web-based programs.

A total of 77 participants provided data for this study. Sixty-one participants were from the BroHealth intervention and were organized into 2 groups as follows: BroHealth qualitative group 1 comprised 41 participants who were randomly selected from either of the BroHealth intervention groups (BroHealth intervention group 1=370 participants and BroHealth intervention group 2=374 participants) because they had logged in to BroHealth a maximum of one time during the RCT and were interviewed 2 to 10 months after commencing the program; BroHealth qualitative group 2 comprised 20 participants who were also randomly selected from either of the BroHealth intervention groups, regardless of whether and to what extent they had used the BroHealth program. The BroHealth qualitative group 2 participants were interviewed following the completion of the RCT. Rounding out our sample, a third qualitative group comprising 16 HardHat participants was randomly selected from the HardHat intervention group (HardHat intervention group=103 participants) because they had logged in to HardHat a maximum of one time. HardHat participants were interviewed 1 month into the RCT.

Data Collection
Semistructured telephone interviews were conducted with participants, and interview duration ranged from 2 to 35 min and averaged approximately 9 min. Interviews were audio recorded and transcribed verbatim. All interviews included questions about aspects of the web-based programs that participants found effective, why they did not use the programs, and what did or would motivate program use. The interviews with the BroHealth group 2 participants tended to be lengthier, as these interviews included questions about experience with the RCT overall. The qualitative interview guides are included in the Multimedia Appendix 1.

Sample Size Justification
We sought to capture a full range of both aspects of participants’ perceptions of the effectiveness of the web-based programs as well as factors that would motivate the use of such programs. As such, we were guided in our sample sizes by the principle of data saturation. Although aligning with Saunders et al [36] (among others) to recognize the multidimensional and contested nature of saturation, in our study, we aimed for data saturation, which we defined as “the degree to which new data repeat what was expressed in previous data.” In their discussion and review of guidelines for determining sample sizes needed to achieve saturation, Sim et al [37] presented sample size recommendations from an array of qualitative methodologists. Although saturation is contingent on the goals of the study being conducted, Sim et al [37] note that for studies that entail interview data collection, methodologists tend to argue that saturation can be achieved through interviews with as few as 10 and as many as 40 participants. Guided by these numbers, and in light of the particular but novel nature of our study focus, we began with a relatively large sample of 41 participants in our first group (BroHealth group 1). Well before interview 41, interviews became repetitive and did not provide new information. Consistent with our inductive analysis approach, for our second group (BroHealth group 2), we conducted 20 interviews; before the 20th interview, interviews became repetitive both within our second group and between our first and second groups. Accordingly, we reduced our sample size slightly for group 3 (HardHat group) to 16 participants, and we again found data saturation both within and between groups.

Data Analysis
For this inductive content analysis, we began data analysis concurrent with interview data collection. After each interview, the recording was transcribed and reviewed by the research team. We then followed Elo and Kyngas’ [33] steps of open coding and creating categories. These steps began with immersion in the data achieved as a researcher read and reread interview transcripts. This researcher then open coded by rereading transcripts and highlighting pieces of data—words, phrases, or sentences—that reflected meanings in response to our interview questions about aspects of the web-based program that participants considered effective and factors that would motivate participants’ use of web-based programs. At this stage, this researcher created as many codes as necessary to reflect the meanings manifested in the interview content. Following this open coding, codes were grouped and collapsed into higher-order categories that captured the overall data set [38,39]. Transcript data and corresponding codes and categories were organized using NVivo 12 software.

Trustworthiness
We enhanced the trustworthiness of our findings by using the triangulation of investigators in our analysis. Specifically, author 2 (MN) conducted a brief analysis by reading select transcripts and providing a summary of key issues evident in the transcripts. All transcripts were then reviewed and coded by author 1, looking for important pieces of data. Authors 1 (HE) and 2 (MN) reviewed both analyses for the similarity of issues identified in the transcripts. A third researcher who was external to this project was brought in to ensure that the broader categories were a fair representation of the codes that were identified. The 3 researchers then discussed and reached consensus about any inconsistencies in codes and categories. This project was approved by the Research Ethics Board of the Royal Mental Health Centre in Ottawa, Canada.

Results
Sample Demographics
Of the 77 participants, 70 were males and 7 were females. Response rates in the form of the number of prospective participants contacted versus the number who agreed to participate in the interviews are depicted in Table 1.
The average age of the participants was 40.6 years (SD 1.34) and ranged from 20 to 65 years. The average risk of depression in the next 4 years was 23.1% and ranged from 7% to 87%. We generated 4 categories pertaining to the perceived effectiveness of the web-based mental health programs: awareness of health, functionality and medium, content, and coaches. We generated 5 categories pertaining to what motivates the use of web-based mental health programs: reminders and incentives, promotion of the programs, appropriate medium and functionality, perceived need, and questioning how or if motivating use is possible. Table 2 shows a summary of all categories generated through the content analysis.

Table 1. Response rates of each group of qualitative interviews.

<table>
<thead>
<tr>
<th>Interview groups</th>
<th>Population (n)</th>
<th>Contacted, n (%)</th>
<th>Interviews, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BroHealth low usage</td>
<td>744</td>
<td>81 (10.9%)</td>
<td>41 (5.5%)</td>
</tr>
<tr>
<td>BroHealth after randomized controlled trial</td>
<td>744</td>
<td>101 (13.6%)</td>
<td>20 (2.7%)</td>
</tr>
<tr>
<td>HardHat</td>
<td>103</td>
<td>61 (59.2%)</td>
<td>16 (15.5%)</td>
</tr>
</tbody>
</table>

Table 2. Summary of the categories that were found through content analysis divided into their respective topics.

<table>
<thead>
<tr>
<th>Topics</th>
<th>Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effectiveness</td>
<td>Web-based programs increase awareness of mental health</td>
</tr>
<tr>
<td></td>
<td>Perceived program functionality and the internet as a medium</td>
</tr>
<tr>
<td></td>
<td>Contrasting perceptions of content effectiveness</td>
</tr>
<tr>
<td></td>
<td>Coaches increase perceived effectiveness of programs</td>
</tr>
<tr>
<td>Motivators</td>
<td>Providing reminders and incentives increases motivation</td>
</tr>
<tr>
<td></td>
<td>Promotion of web-based health programs increases motivation</td>
</tr>
<tr>
<td></td>
<td>Providing appropriate medium and functionality increases motivation</td>
</tr>
<tr>
<td></td>
<td>Perceived need for use increases motivation</td>
</tr>
<tr>
<td></td>
<td>Motivating the use of web-based programs may be impossible</td>
</tr>
</tbody>
</table>

Perceived Effectiveness of Web-Based Mental Health Programs

Web-Based Programs Increase Awareness of Mental Health

The most common benefit of web-based mental health programs identified by participants is that such programs improve mental health awareness. Some participants spoke positively about increased self-awareness resulting from the use of the programs. For instance, “...it forced me through some of the issues that I am having” and “I think it helped just be aware of some of the problems writing them down. You know, I just didn’t really focus on them that much.”

Participants appreciated being aware of a resource that they could count on to support their needs currently and in the future. One participant explained:

“I’d like to have it as a resource I can get to because there are times where like work, life and what not is more stressful than normal...and I want to make sure that I have help when I need it.”

Participants believed that web-based programs are especially beneficial for individuals who are unwilling or financially unable to seek professional help.

Moreover, participants believe that web-based mental health programs can increase society’s awareness of mental health. Participants viewed the web-based programs as a “step in the right direction” in terms of reducing stigma and increasing access to help, especially for men:

...it also makes it a nice tool for people who don’t want to talk about mental health among men. It’s still a big stigma right now. Not a lot of people that want to admit to it, but it’s nice that it’s there.

Perceived Program Functionality and the Internet as a Medium

Functionality and medium were important considerations with respect to the perceived effectiveness of web-based health programs. Participants expressed conflicting views about using the internet. On the one hand, participants endorsed the idea of having 24/7 access and an increased level of privacy. For instance, one participant mentioned:

“I would say that makes it effective to me because it’s available to me at 1 o’clock in the morning if I wake up and I can’t sleep...or feeling anxious about something, that’s an advantage to uh, to be able to look at something and at that time.”

Another participant said:

“I assume a lot of people who are in my situation are in a crazy schedule so like you know the ability to do something on your own time and not always have appointments booked for you is good.”

On the other hand, participants mentioned having procrastinated because there was nobody to ensure their participation. Furthermore, many participants had limitations to their computer use for reasons such as long hours on the computer for work, not being comfortable with computer use, and not having internet access. For instance:
I work on computers all day in my job so to then after sit on a computer um you know, when I walk away from my work I cannot just spend a lot of time on computers.

Although there was little reference to specific aspects of web-based program functionality, most participants were happy with the overall functionality and ease of use of both programs. However, some participants in both programs expressed finding it difficult to navigate the websites:

It was okay, for the first little bit it might have been a little bit confusing and not really sure where to go, what I’m looking for.

Some participants also noted technical issues such as broken links that may inhibit the effectiveness of the program.

Contrasting Perceptions of Content Effectiveness

Participants had varying opinions regarding the effectiveness of the content of the web-based mental health programs. Some found the content to be appropriate, detailed and engaging, and effective at decreasing stress. One participant remarked:

What was helpful is that, I do need to get back to listing what my challenges and goals are.

Conversely, some participants did not find the program content useful for the following reasons: the content was too similar to other resources, the content was not relevant to the user, the program had a poor flow, and the program lacked appropriate information on mental health. One participant stated:

after a half a dozen times I found that the content was redundant with what I had already gotten from my healthcare provider.

Some participants believed that the amount and type of content were comprehensive and covered a wide area related to mental health, whereas other participants felt there was too much information and that “…there was lot of text so sometimes it became a bit heavy,” discouraging them from using the program.

Participants also recommended having personalized profiles to allow them to more quickly and easily narrow in on appropriate resources. Participants who believed the content to be appropriate and helpful cast their feedback in broad terms such as “It was engaging. It was appropriate.” The few people who gave specific positive feedback appreciated the elements that they could adopt and implement in their daily lives, thus increasing their personal benefits of program use. Participants also suggested that periodically updating the content would have encouraged ongoing use.

Coaches Increase the Perceived Effectiveness of Programs

Although 45 participants had access to a coach (intervention group 2 of BroHealth and HardHat intervention group participants), very few used their coach. Of the 29 participants in BroHealth intervention group 2 who had access to a coach, only 2 utilized the coach and they believed that it was a great feature of the program:

I think I called at least 6 to 8 times and each time I was really happy to talk to him...to bring me back and to give me good advice and to take me back to planet earth a little.

None of the 16 HardHat intervention group participants used their coach. Most were not aware that there was a coach included in the program or were unsure of the role of the coach. A few participants expressed not feeling comfortable talking with a coach because they were unsure about what to say. Participants who were either not given access to a coach (intervention group 1 in the BroHealth RCT) or who did not use their coach speculated that having a counselor to talk to would be an added benefit of the program. One participant compared the availability of BroHealth coaches with the availability of counselors in another program:

...they utilize an interesting way of connecting live counsellors with people who are actively looking to chat right now. And that's the only thing that wasn't there.

HardHat participants also believed that coaches would benefit them:

I think that getting that personal connection with the coach to be able to have that personal connection and possibly be able to relate to them.

Participants from both programs recommended having counselors that they could speak to via text, phone, or in person by appointment or on a 24/7 basis. Participants believed this would improve the web-based programs in 2 ways: (1) by keeping participants accountable by scheduling appointments and (2) by giving them someone to talk to if they need extra help with their mental health.

What Motivates the Use of Web-Based Mental Health Programs

Providing Reminders and Incentives Increases Motivation

Most participants believed that the reminders were beneficial in increasing their program use:

...when I got an e-mail from you before that sort of was a trigger to take a look.

At the same time, many participants did not recall receiving these reminders, thus limiting the perceived effectiveness of reminders. Many participants believed that text message reminders, rather than email, would be a more effective way to motivate program use:

I don't always check my emails, it's not something that I necessarily sit down and do on a daily basis. Everybody always has their phone with them.

Participants also acknowledged that the follow-up interviews conducted as part of the RCTs served as reminders to use the programs:

A lot of it was after interviews that I've done previously. It was a good reminder that the website was there.

Participants in the HardHat RCT received incentives to engage in the program, whereas participants in the BroHealth RCT did...
not. Participants who received incentives and participants who did not receive incentives indicated that incentives were a good motivator for program use. For instance, one participant commented:

Something like points or rewards for progress as you work through it kind of thing might be a motivator to go back to it.

Promotion of Web-Based Health Programs Increases Motivation

Overall promotion and marketing of web-based mental health programs are major motivators to use the program. Participants believed that better promotion, and thus awareness and knowledge of the program, is the first step in motivating program use. For instance, one participant said:

It really is just trying to motivate the person to click it once, I suppose, and go on there.

Moreover, participants believed that having a good understanding of the program and its benefits before starting the program would motivate use. Various ways to promote use to people not already using the web-based programs were described by participants, including emails, text messages, word of mouth, and social media. One participant suggested using employers and workplaces to distribute information about the program, ensuring that a support system in the workplace is in place, and even having the program integrated within the workplace. Another participant said:

...it would be nice if things were within the workplace. In the workplace there's more structure. A lot of my stress derived from being self-employed and not having uh the workplace environment there to support me.

Providing the Appropriate Medium and Functionality Increases Motivation

The type of medium and functionality of the web-based programs were significant motivators. Many participants mentioned the importance of personal preference, noting that younger generations tend to be drawn to web-based media. Participants conveyed the importance of the medium fitting into their everyday life to motivate them to use the program. For instance, having notifications on their social media accounts and/or being able to access the program as an app on their mobile device were motivators. One participant explained:

whatever kind of sites that a person connects through...so you know if I get, if I get Facebook updates like that.

Many participants mentioned that being able to talk to a person (via text messaging, phone, or in person) in some capacity is beneficial for web-based mental health programs and would motivate use by increasing accountability. Ease of use (ie, “quick, easy, and convenient”) was also a motivator to use the programs, as these characteristics allow the programs to fit into the busy lives of the participants.

Perceived Need for Use Increases Motivation

Participants perceiving that they need the program and perceiving the program as beneficial are major motivations for program use. Many nonusers anticipated that they would use web-based mental health programs in the future if they perceived a need for it. These nonusers did not believe that they were currently going through a hard time or having any symptoms; thus, they did not believe they had a personal need for the program.

Participants who did perceive themselves as having a need for the program were more motivated to continue using the program when program content was relevant to their lives. For instance, one participant said:

That one time I did go into it, I liked what I saw so I'm going to be going back.

Having content relevant to participants’ experiences makes participants more likely to achieve the benefits of the program, in turn, improving motivation to use the program on a continuous basis. Updating the content may also lead to continued use.

Motivating the Use of Web-Based Programs May Be Impossible

Although motivating the use of web-based mental health programs is an important endeavor to ensure the use of mental health programs, many participants were simply unsure of how to do so or felt that motivating use was not possible. For instance, one participant stated:

...that's a really good question and if it was an easy answer, I wish it was an easy answer.

Others felt that the barriers to using such programs, such as lack of prioritization and stigma, are unsurmountable. For example, one participant explained:

when it comes to stacking priorities, how would you get around that, I really don't know.

Another participant commented:

...in my opinion, probably can't...I just come from a different school of thought I guess. That's just not a man thing to do.

Discussion

Principal Findings

Web-based mental health programs are valuable in preventing and treating depression [20-22]. To increase the use of prevention programs, it is important to understand what motivates the use and the perceived effectiveness of various components of the programs. Functionality and medium, awareness of mental health, and appropriate content were identified in this study as important factors for judging the perceived effectiveness of web-based mental health programs. Motivators to use such programs include providing reminders and incentives; promoting the programs (including endorsement by employers); providing appropriate medium, functionality, and content; and having a perceived need. At the same time,
some participants were unsure of how they could be motivated to use the programs or felt that there may be no way to do so. Past literature describes many benefits of using web-based mental health programs, including convenience, accessibility, and cost-effectiveness [24]. Furthermore, having both increased awareness of one’s mental health and good mental health literacy (ie, having knowledge about symptoms, treatments, and resources) is an important element of depression prevention [40,41]. Increased awareness reduces stigma and encourages individuals to access mental health services before the onset of depression. Our study echoes these findings, as mental health awareness was perceived as the largest benefit of the programs that we investigated.

Implications for Future Programs

Despite the benefits described earlier, adherence to web-based programs for mental health is low. Thus, the question is, how can we motivate people to use web-based health programs for mental health? Furthermore, how can we motivate people to use web-based programs before developing depression?

Promoting Web-Based Mental Health Programs

The first and, arguably, the hardest step is to convince people to use such programs for the first time. To convince people to use these programs, people need to (1) have the knowledge that such programs exist and (2) believe that they have a need for the services provided by the web-based mental health programs. Useful marketing of the programs was a very strong motivator uncovered in this study. Primary care providers are the number one source of mental health information [42], but many people are reluctant to see their physician about mental health problems, especially for prevention. As a result, a large proportion of people are not receiving the resources they need. The results of this study indicate that men who are reluctant to see mental health professionals and use mental health resources may be more open to discussing resources with people close to them. Although men are often afraid of stigmatization, recent studies have reported that many men have a small social circle with whom they feel they can share their concerns [43]. Men are also very willing to support the mental health of other people in their lives [43]. This close social circle/familial support adds an avenue through which to promote the initiation of web-based mental health programs.

Mental health programs within the workplace have been reported in the literature as decreasing stigmatization of poor mental health [44]; workplace mental health programs may contribute to an increase in web-based program use. This study uncovered a complementary finding that participants may be more likely to use web-based mental health programs if these programs are somehow incorporated into the workplace setting. In addition, having a program in the workplace was found in this study to increase feelings of mental health support. Thus, promoting web-based programs in the workplace may help to increase awareness about the program and more effectively encourage initial and ongoing participation.

Once a person has decided to initiate the use of a mental health program, they need to complete it to reap the full benefits [45]. Many methods have been noted in the literature to increase adherence to web-based programs.

Improving the Continued Use of Web-Based Mental Health Programs

Our study found that appropriate content was an important factor for increasing the perceived effectiveness and, consequently, the increased use of web-based mental health programs. However, as content needs often vary significantly from person to person, the participants in this study postulated that having individually tailored content may motivate the continued use of a web-based program. Moreover, meta-analyses and systematic reviews have shown that having tailored content can decrease symptoms of depression in study populations [46,47]. Having future programs tailored to a specific group or having the ability to tailor to each specific user would be beneficial to improve adherence and effectiveness of the program. In addition, the results of this study suggest that tailoring the web-based mental health program to people with lower mental health literacy would make the content less redundant. Lustria et al [46] found that computer assessments could be used to narrow down the content to that users’ specific needs. Future research should focus on how to effectively tailor content to specific groups.

In addition, reminders not only increase adherence to [48] and perceived effectiveness of [49] web-based programs but also help foster a positive attitude toward them [50]. In this study, the reminder emails motivated program use. However, email reminders were often discarded immediately by participants without being read. Many participants speculated that reminders sent via text messages may be a better format. Having a direct link to the program to make it faster and easier for participants was endorsed by this study. Although studies have found results consistent with this finding [51], more research is needed to find the optimal medium for reminders to motivate program use.

The use of the internet as a medium was a polarizing topic, as web-based programs are not preferred by everyone. Although some participants believe using the internet as a medium is ideal because of privacy and convenience, others preferred alternate media as they had limited computer use. This discrepancy is consistent with other studies [52]. For instance, a study by Smail-Crevier et al [53] found that younger generations are more likely to engage with web-based programs compared with older generations. Another study found that high computer/internet use is negatively associated with the use of web-based mental health programs [54]. Moreover, having a live person to speak to is associated with increased use and completion of the program [54]. Agreeing with the literature, the results from this study demonstrate that having access to someone to speak to may make the programs more effective and meaningful to users and thus could increase motivation and adherence to future web-based programs. The results of this study indicate that although coaches or guides in programs could potentially be effective, unless participants are aware that they have access to a coach and understand the role of the coach, they are unlikely to use it.
Impact of Society on Web-Based Mental Health Programs

Although the methods to motivate use described above have been found to be effective, there are many individuals who are unsure of how to motivate their own use or who simply do not believe that it is possible to motivate people in general because depression and help-seeking remain highly stigmatized [55-58]. Specifically, at-risk individuals tend to have lower mental health literacy and are less likely to seek treatment [59]. The Health Belief Model suggests that a person will only take action to prevent disease if (1) they believe they are vulnerable to the disease, (2) the disease is severe enough to negatively affect them, and (3) there is a benefit to the prevention that outweighs the cost [60]. These findings have been echoed in previous research on depression [61-63] and in our study, as participants were more likely to use the programs if they believe that they needed it.

Limitations

This study is limited in several ways. First, given the specific and detailed nature of this study, we make no claims that our findings can be extrapolated to larger populations or to other web-based mental health programs. Second, there is a chance that a different research team with different backgrounds would generate different categories from our data. To offset this limitation, multiple researchers collaborated and achieved a consensus on the analysis. We note further that some participants were interviewed a few months after they had used the program and thus may have had difficulty with recall. Our study did not examine how demographics, such as age, income level, and occupation, could influence participants’ perceptions about web-based mental health programs. Finally, very few participants engaged with their coaches. As a result, the views that they expressed about coaches were often not based on personal experience and should therefore be interpreted with caution.

Conclusions

In conclusion, awareness of one’s own mental health is a benefit of using web-based mental health programs. The content and functionality of the programs are important factors when assessing perceived effectiveness. However, perceived effectiveness varies from person to person, and what may be effective for one person may not be effective for another. Access via chat to a real person and being able to customize content to fit the users’ personal needs are improvements that could increase the perceived effectiveness and use of similar programs. Motivating people to use such programs is difficult; even current program users are unsure of the best ways to motivate use. Motivators include providing reminders or incentives, promoting the programs, providing appropriate medium and functionality, and perceived need, which, if adequately incorporated into web-based program design and implementation, may lead to increased use.
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Abstract

Background: The uptake of traditional pulmonary rehabilitation classes by patients with chronic obstructive pulmonary disease (COPD) is poor because of personal factors that prevent accessibility to the venue. Therefore, there is a need for innovative methods of pulmonary rehabilitation, and virtual reality (VR) could be a promising technology for patients with COPD to access services remotely.

Objective: This study aimed to investigate whether VR improves compliance with pulmonary rehabilitation among patients with COPD, a particularly vulnerable patient group (Medical Research Council [MRC] 4 or 5), and whether VR provides a credible alternative to traditional pulmonary rehabilitation programs.

Methods: This was an 8-week patient trial using an innovative VR pulmonary rehabilitation program. A purposive sample of 10 patients with COPD graded MRC 4 or 5 and registered at a selected health care center and a hospital in Cumbria, United Kingdom, were included. Qualitative (focus groups and interviews) data were collected, and to further support the qualitative findings, quantitative data (self-report patient surveys) were gathered before and after the 8-week trial. The 5 self-reported surveys included the Patient Activation Measure, Generalized Anxiety Disorder-7, Patient Health Questionnaire-9, Short Physical Performance Battery, and the Edmonton Frail Scale.

Results: In a thematic analysis of the qualitative data, 11 themes emerged specific to delivering pulmonary rehabilitation using VR. The quantitative data further support the qualitative findings by revealing significant improvements in all physical measures.

Conclusions: Overall, this study demonstrates how remotely supervised VR-based pulmonary rehabilitation could help to overcome current issues and limitations associated with providing this service to patients with COPD at scale.

(int J Med Internet Res 2020;22(7):e14178) doi:10.2196/14178
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Introduction

Background

Pulmonary rehabilitation is a nonpharmacological intervention designed for patients with chronic obstructive pulmonary disease (COPD), involving supervised exercise training, disease education, and behavioral interventions [1]. It is now one of the most effective treatments for significantly improving symptoms of dyspnea (ie, breathlessness) [2-4], exercise capacity, and improved quality of life [2,4-6] and reducing anxiety and depression in patients with COPD [1,7]. However, the uptake of pulmonary rehabilitation is poor, and completion rates are low [1,7,8]. Patients who qualify for pulmonary rehabilitation...
are those graded 3 or above on the Medical Research Council (MRC) breathlessness scale, which is a validated measure of disease severity used in many scientific studies across the world, given that this particular group is at high risk of exacerbation and hospital admission [9-11]. However, patients have difficulty attending classes because of lack of transport and geographic distance to a program, fatigue, lack of motivation, inconvenience, disruption caused to daily activities, and the quality of conversation that health care professionals have with patients about pulmonary rehabilitation [12,13]. Depression, burden of illness, low awareness of rehabilitation, and knowledge of and disbelief in beneficial rehabilitation outcomes are also considered barriers to patient uptake [14-16]. Therefore, researchers and practitioners are searching for innovative methods to deliver more engaging rehabilitation for patients with a variety of long-term conditions that affect physical activity.

More recently, there has been an increase in research focusing on the effects of virtual reality (VR) for patients with chronic diseases that inhibit physical activity. For example, studies focusing on individuals with Parkinson disease have investigated the effects of gait training with VR [17], whereas others have compared home-based VR balance training with conventional home-based balance training [18]. The physical and psychological benefits of VR for patients who have had a stroke have also been explored [19,20]. However, despite the extant research in this area, studies investigating VR for physical training rehabilitation programs have demonstrated varying results, which means that researchers and practitioners are unsure about its true impact [21,22]. The need for innovative methods of pulmonary rehabilitation is evident, and VR could be a promising technology for providing a convenient and remotely accessible pulmonary rehabilitation program to patients with COPD. COPD places a significant financial burden on individuals and societies worldwide and is a global public health burden that needs to be addressed to reduce the substantial cost associated with the disease and improve patients’ quality of life [23,24]. Remotely supervised VR could complement conventional therapy [25], which has demonstrated poor uptake because of patients’ personal barriers [8]. However, to the best of our knowledge, limited research has investigated the benefits and outcomes of VR for pulmonary rehabilitation, which leaves an important area of research requiring further investigation.

To address this gap, this study aimed to investigate whether VR improves the compliance of patients with COPD for pulmonary rehabilitation, with a particular focus on the vulnerable patient group (MRC 4 or 5), and whether this technology provides a credible alternative to traditional pulmonary rehabilitation programs. The results of this study provide significant theoretical contributions to the field of health care research and provide important implications for health practitioners.

What Is Already Known on This Topic?

- COPD is a global public health burden that needs to be addressed to reduce the substantial cost associated with the disease and improve the patient’s quality of life.
- Remotely supervised VR could complement conventional therapy, which has demonstrated poor uptake due to patients’ personal barriers.

- Limited research has investigated the benefits and outcomes of VR for pulmonary rehabilitation, which leaves an important area of research requiring further investigation.

What This Study Adds?

- VR provides the opportunity for an interactive and visually stimulating approach for use in clinical treatment and could provide pulmonary rehabilitation to patients with COPD who cannot easily access traditional rehabilitation methods.
- This study provides a significant contribution to health care research investigating the benefits of implementing digital technologies to improve rehabilitation, with particular contribution to pulmonary rehabilitation research.
- Important practical implications for the health care industry and medical practitioners on the benefits of VR for pulmonary rehabilitation are offered.

Literature Review

Technology-Facilitated Methods for Pulmonary Rehabilitation

COPD is characterized by progressive airflow obstruction and cannot be fully reversed [26]. Patients with COPD find it difficult to engage in physical activity and often have episodes of exacerbation, including breathlessness and coughing, which provoke anxiety and episodes of panic leading to an overall decline in everyday function and overall quality of life [26-29]. The psychological consequences of COPD include symptoms of depression; general anxiety [30-35]; and psychological repercussions, including fear, panic, loss of confidence, and social isolation [36,37], which have important implications for the adoption and maintenance of healthy behaviors [38]. In turn, this restricts the patients’ ability to perform daily activities, and owing to the fear of dyspnea, they often avoid physical activity and social events, which may contribute to an increased likelihood of depression in elderly patients with COPD [30,36,37]. In addition, an increasingly sedentary lifestyle leads to muscle weakness, further reductions in physical activity, reduced exercise capacity, and even more severe symptoms [39,40]. The MRC breathlessness scale measures perceived respiratory disability and is widely used to describe patient cohorts and stratify them for interventions such as pulmonary rehabilitation in COPD [29,40]. More specifically, patients graded MRC ≥3 are considered eligible for pulmonary rehabilitation services [9].

Rehabilitation facilitated by information and communication technologies is known as telerehabilitation [41,42]. Over the past few years, there has been an increase in telerehabilitation apps owing to the development of new technologies [43]. Compared with traditional inpatient or person-to-person rehabilitation, telerehabilitation allows for remote communication and is, therefore, more cost-effective for both health care providers and patients [43]. Some examples include in-home videoconferencing [44,45], mobile phone–based exercise programs [46], web-based self-monitoring [47-49], and more recently, socially assistive robots [50] and VR. Studies have suggested that telerehabilitation is suited to older people as it can improve the quality of life, allows for more independent living, is more convenient in terms of not having to travel for
appointments, and enables cost-effective services [51-54]. However, despite growing evidence-based research demonstrating positive clinical outcomes and increasing telehealth utilization, patients are faced with equipment setup-related difficulties, limited scope of exercise, and connectivity [55].

Although the completion of pulmonary rehabilitation is associated with improved outcomes, including reduced subsequent hospital admission rates and better survival [10], the uptake and completion rates remain poor because of personal barriers associated with time, costs, fatigue, motivation, and inconvenience [8]. COPD is the third leading cause of death worldwide. In 2016, the Global Burden of Disease study reported a prevalence of 251 million global cases of COPD that year [56,57]. Research has indicated that COPD affects at least 320 million people and has a global economic cost of US $2.1 trillion [58,59]. Significant health care costs are associated with the treatment of exacerbations, including hospital visits and medication costs for maintenance therapy and outpatient treatment [24,29]. Over the past few years, general practice has been encouraged to explore new ways to improve COPD management and reduce hospital admissions [60]. A deeper understanding of the barriers associated with the acceptance and uptake of pulmonary rehabilitation by patients with COPD could reveal new methods to improve its uptake [10,60], which would reduce the considerable health care burden of COPD on the patients’ quality of life and the health economy. In addition, self-management interventions could lead to a reduction in COPD-related health costs by reducing hospital admissions [61-63]. Therefore, researchers and practitioners have sought innovative methods to create more exciting rehabilitation programs for patients such as VR, which is said to increase their excitement and interest, and excitement often leads to increased motivation to complete the rehabilitation program [21,64-66].

The Use of Virtual Reality for Physical Training and Rehabilitation

With recent technological advancements in VR, innovative approaches to improve traditional physical therapy and rehabilitation programs can be explored [21,67,68]. VR can be defined as a computer-assisted technology that provides the user with an immersive, interactive, and multisensory experience in a 3D virtual environment. The most cutting-edge hardware to facilitate VR is the head mounted display. Patients can control the digital recreations of their physical bodies (ie, avatars) to perform practice behaviors in the virtual environment [21]. Several studies have demonstrated that VR rehabilitation programs may develop physical outcomes [69-72]: outperform traditional rehabilitation programs [17,73,74]; and provide greater benefits to improve walking speed, balance, and mobility [75]. Many VR programs are designed with tasks that challenge the user, and well-designed VR rehabilitation programs could lead to improvements in cognitive, motor, and social aspects [76,77]. Given that VR can be accessed without supervision, an increased dosage of therapy can be provided without increasing staffing levels [77]. Remotely supervised VR interventions could complement conventional therapy programs and would be particularly suited in situations where cost savings are mandatory and/or when transport to the clinic is difficult for the patient [25]. From the patients’ perspective, VR environments for rehabilitation are naturally considered to be more exciting and enjoyable than traditional rehabilitation methods, which means that patients exert more effort and are more motivated to participate in VR rehabilitation compared with traditional rehabilitation methods [21,64,78,79]. As a result, patients benefit from greater autonomy and mobility in performing their daily activities [17]. However, few studies have investigated whether increased motivation explicitly leads to positive rehabilitation outcomes [21]. As VR is still a fairly recent addition to delivering physical therapy and rehabilitation, there is uncertainty on the benefits, despite the emerging research in this area [22,80]. However, as VR technology becomes more accessible and affordable, it will likely become more widely used in clinical rehabilitation settings [80-82]. Therefore, additional trials are required to evaluate the efficacy and determine the acceptability and feasibility of VR to guide future design and implementation of these systems in clinical practice [22,42].

Methods

Study Design

Patients participated in an 8-week trial using the Pulmonary Rehabilitation in Virtual Reality (PR in VR) program, and both qualitative and quantitative data were collected. During the trial, each patient was provided with a VR headset which was manufactured by Pico Interactive (Pico) Goblin and whose concept is developed by Concept Health Technologies. The headset was embedded with the PR in VR app and a small probe Nonin 3150 at home for an 8-week period. The patients wore the probe when exercising to measure their heart rate (HR) and oxygen saturation levels (displayed as a percentage). Pulse oximeter data were used by clinical staff to remotely measure the patients’ oxygen saturation and HR when the patients were exercising. The clinical staff used a web-based dashboard to observe these data remotely during the rehabilitation session. PR in VR was designed to enable patients to perform various exercises in their homes as displayed in the VR environment and comprised 8 separate modules. It was anticipated that the patients would spend at least 20 min per day using the VR rehabilitation program and complete 1 module per day during the 8-week period. Specifically, the app was divided into 2 subgroups: (1) education and (2) rehabilitation. Each subgroup has additional modules that can be accessed from within the app. The education section contains high definition videos with cinematic effects (visuals and audio) to increase retention of patients. The rehabilitation section (modules 5-7) comprises physical exercises led by a virtual instructor in the form of a 3D avatar. The physical exercises were drawn from the traditional pulmonary rehabilitation program and tailored to be suitable for patients while wearing the VR headset (eg, seated exercises). The final module (module 8) is a summary of the PR in VR program. The app is designed to send these data in real time to the server, and patients can monitor these data while exercising as they are displayed in the corner of the VR display screen.
Participants

A total of 10 elderly patients with COPD (graded at MRC 4 or 5), aged between 63 and 75 years, were recruited in the United Kingdom. Overall, 6 patients from a health practice in South Cumbria and 4 patients from a general hospital in West Cumbria were recruited by the local physiotherapist at each location. Ethical approval was granted by the ethical committee of the Manchester Metropolitan University before data collection. Patients graded MRC 4 and 5 were provided the option to trial the PR in VR program or wait for 1 year to attend the traditional rehabilitation classes at the local rehabilitation center. All patients invited to take part in the trial agreed; however, because of the limited number of devices, only the patients who confirmed their interest first were recruited. There were 6 out of 10 male patients. Table 1 provides the patients’ demographic profile and entails the coding (patient [P]; P1-P10) used for the qualitative analysis. The average age of male patients in this study was 70 (SD 4.80) years, and the female participants were aged 3 years younger than the male participants on average (mean 67 years, SD 5.2 years).

Table 1. Demographic profile of the patients.

<table>
<thead>
<tr>
<th>Patient number</th>
<th>Age (years)</th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>75</td>
<td>Male</td>
</tr>
<tr>
<td>P2</td>
<td>68</td>
<td>Male</td>
</tr>
<tr>
<td>P3</td>
<td>69</td>
<td>Male</td>
</tr>
<tr>
<td>P4</td>
<td>73</td>
<td>Female</td>
</tr>
<tr>
<td>P5</td>
<td>62</td>
<td>Female</td>
</tr>
<tr>
<td>P6</td>
<td>71</td>
<td>Male</td>
</tr>
<tr>
<td>P7</td>
<td>76</td>
<td>Male</td>
</tr>
<tr>
<td>P8</td>
<td>69</td>
<td>Female</td>
</tr>
<tr>
<td>P9</td>
<td>63</td>
<td>Female</td>
</tr>
<tr>
<td>P10</td>
<td>63</td>
<td>Male</td>
</tr>
</tbody>
</table>

Data Collection

Before using PR in VR, the functional ability of the patients was assessed, and together with the physiotherapist, they were each asked to set a short-term goal (eg, increase walking distance without breathlessness) and a long-term goal (eg, feeling confident to leave the house on his/her own). The patients completed 5 self-reported surveys before and after using PR in VR.

In health and well-being research, qualitative methods are widely used as they provide insights into the perceptions and experiences of patients and health care professionals [83]. During June 2018, 2 focus groups and 6 one-to-one interviews were conducted in Cumbria. Each focus group was led by 2 researchers, 1 physiotherapist, and 1 health care assistant in each location. The first focus group, comprising 3 patients with COPD, was conducted at a health practice in South Cumbria and lasted approximately 75 min. Later, 4 one-to-one interviews were conducted by the physiotherapist in the same location and lasted between 11 min and 25 min each (interview 1: 12 min; interview 2: 11 min; interview 3: 15 min; and interview 4: 23 min). The second focus group, comprising 2 patients with COPD, took place at a general hospital in West Cumbria and lasted approximately 45 min. Then, the physiotherapist and health care assistant conducted 2 more one-to-one interviews at the same location, which lasted 16 min (interview 5) and 15 min (interview 6). The focus groups and interviews were conducted at the end of each patient’s 8-week VR-based rehabilitation program. During the focus groups and interviews, the questions aimed to explore how the patients benefited from the PR in VR program, explore how satisfied they were with using it, and identify the areas requiring further development. Drawing on the integrated educational aspect, the questions explored the effectiveness and benefits of immersive training in this specific context and further explored the usability of the VR device and app as well as the patients’ intention to use PR in VR in the future.

Data Analysis

The qualitative data were transcribed verbatim before being analyzed using thematic analysis, which is a method used to identify patterns (ie, themes) within a dataset through a rigorous process of identification, analysis, organization, description, and reporting of those themes [84]. Thematic analysis is widely used in health care research [55,85-87] and was considered the most appropriate for this study as it is suited to questions related to people’s experiences or views and perceptions such as in this study.

In addition, the patients completed the 5 self-reported surveys before and after the trial to ensure that a comparison could be made between each patient’s scores. This was important to determine whether the patient showed improvements after using the PR in VR program. An analysis of the survey results before and after using VR was conducted using Excel.

Results

Qualitative Analysis

The purpose of the focus groups and interviews was to explore how the patients benefited from the PR in VR program, explore how satisfied they were with using it, and identify the areas requiring further development. In addition, the effectiveness
and benefits of immersive learning in this specific context, the usability of the VR device and app, and the patients’ intention to use PR in VR in the future were explored. From the analysis, 11 themes emerged and are presented in Table 2. The themes are discussed in further detail below and provide support with direct quotations from the qualitative data collection.

Table 2. Themes and description of each theme.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increased compliance</td>
<td>Significant increase in the patients’ compliance with pulmonary rehabilitation (ie, doing their exercises)</td>
</tr>
<tr>
<td>Increased engagement</td>
<td>Increased engagement in pulmonary rehabilitation when using virtual reality because of enjoyment</td>
</tr>
<tr>
<td>Physical improvements</td>
<td>Significant improvements in patients’ physical health (ie, strength, mobility, and flexibility)</td>
</tr>
<tr>
<td>Improved psychological well-being</td>
<td>Patients’ psychological well-being has significantly improved</td>
</tr>
<tr>
<td>Improved health-related quality of life</td>
<td>Patients feel healthier and fitter (ie, they can confidently leave the house and socialize more than before)</td>
</tr>
<tr>
<td>Increased confidence</td>
<td>Significant improvements in confidence in terms of the patients managing their condition and performing daily activities and physical exercises</td>
</tr>
<tr>
<td>Patient satisfaction</td>
<td>Patients are satisfied with completing the Pulmonary Rehabilitation in Virtual Reality program and achieving their short-term and long-term goals</td>
</tr>
<tr>
<td>Increased feeling of security</td>
<td>Patients feel more secure, reassured, and confident to exercise, knowing their physiological data are being remotely supervised</td>
</tr>
<tr>
<td>Effective immersive learning</td>
<td>Effectiveness of immersive learning for patients with COPD was demonstrated</td>
</tr>
<tr>
<td>Personalized programs</td>
<td>A recommendation to provide programs tailored to suit various levels of COPD</td>
</tr>
<tr>
<td>Need for technological improve-ments</td>
<td>Need for technological improvements of both the device (eg, a more lightweight headset) and the content of the app (eg, additional functions to control the pace and standing-up exercises) to improve the patients’ experience</td>
</tr>
</tbody>
</table>

*COPD: chronic obstructive pulmonary disease.

Increased Compliance

The findings demonstrate that PR in VR significantly increased the patients’ (P1-P10) compliance with the frequency and consistency of performing their exercises. For example, patients had difficulty attending the rehabilitation center because of barriers associated with time and other personal commitments taking priority:

*I couldn’t complete traditional rehabilitation. There was always something cropped up.* [P9]

In comparison, using PR in VR remotely was “easier” (P9) and “pleasurable rather than chore-like” (P9), given that it could be integrated into their daily routine in a more flexible basis. For patients with COPD, this is an important factor as several patients (P1-P10) mentioned that some days they do not feel well enough, physically and/or mentally, to travel to the rehabilitation center. Therefore, being able to access pulmonary rehabilitation anywhere at any time is highly beneficial and attractive for this target group:

*VR is more akin to my needs. I did not feel like traditional classes were doing anything for me.* [P9]

*I prefer to do it at home, partly because of getting to the venue.* [P2]

Increased Engagement

Compared with previous pulmonary rehabilitation methods, PR in VR increased engagement for all participants (P1-P10) as it was more enjoyable, and more importantly, having the 3D avatar gave the experience a social aspect. Therefore, patients were more disciplined with PR in VR than they had been with previous methods such as the booklet:

*I was amazed how I actually looked forward to doing [PR in VR] and getting on it and seeing the chap and doing [the exercises] with him.* [P8]

*You discipline yourself to use it. If it’s not there, then I don’t think I would. You just don’t do them [exercises using the booklet]...but [with VR] the guy is there and he’s talking to you, and you feel as though you are with the two people, it’s just the feeling it gives you.* [P9]

Patients were more engaged with PR in VR as they felt more comfortable performing their exercises in their home environment at their own leisure:

*Because it was at home, I think I did it more. Whereas I would have been ringing the class to tell them I cannot make it because I don’t feel well enough.* [P8]

Physical Improvements

Participants (P1, P3-P5, and P7-P10) demonstrated physical improvements, including increased strength, mobility, and flexibility:

*I know certainly my legs are stronger. I can feel that even just getting up off the chair.* [P8]

*I can’t walk to the car without having to stop usually. But when I am not doing the exercises, I could walk to the car without having to stop.* [P4]

*I am a lot more flexible and without the pain!* [P1]
Several exercises in the PR in VR program focused on developing strength in the thigh muscles, which subsequently improved the patients’ cardiovascular fitness, enabling them to walk further (P1-P10). In addition, patients reported increased strength in their upper body, which resulted in them feeling less breathless and having a much quicker recovery time when breathlessness occurred. As a result of the consistent physical activity, as opposed to minimal daily movement, patients felt healthier both physically and mentally:

After using VR, I am less breathless...my recovery time is much quicker. [P9]
I do feel healthier in myself...I feel a lot better with myself, with the movement, physically. I used to just sit in my chair and do nothing. [P1]

Improved Psychological Well-Being
In relation to the previous theme (physical improvements), the patients’ psychological well-being significantly improved:

When I’ve finished the Thai Chi, I do feel physically and mentally relieved. [P1]

All patients (P1-P10) confirmed that they would recommend the PR in VR program to others in their situation largely because of the psychological benefits, which are particularly important for patients with COPD, given the associated mental health problems (eg, depression) often experienced from the initial diagnosis to adapting to living with COPD. In line with this, motivation played a key role in the patients’ enthusiasm to continue with PR in VR. Overall, this could assist in overcoming mental health problems and improving their general psychological well-being:

Motivation is my main reason to continue. Because I get depressed really easily. [P4]
It gets me motivated and I’m in the [wheel]chair a lot because of my health so doing the exercises does motivate me but sometimes I don’t like being honest about it, but I have to mentally build up to do it because of the way I am feeling. But yes, I would recommend it. [P3]

Improved Health-Related Quality of Life
Improvements in physical and psychological well-being were positively associated with health-related quality of life (HRQoL), as demonstrated by all participants (P1-P10). Performing daily activities was more enjoyable than before, and patients were more sociable:

It has made my daily activities easier...I am more comfortable with what I do. [P9]
I am getting out and about now. [P7]

For example, P4 had not left the house for almost 2 months before starting PR in VR. In addition, patients felt happier as they could spend more quality time with friends and family:

From sitting on a sofa, I had been able to go with my husband for a coffee, to go out in the car, and I had not done any of that for 7 weeks. It had got me to the stage again where I felt I could go out and go shopping with the trolley. I have done none of that for about 2 months. [P4]
Going out every day has made a difference; I have been seeing my friends. [P7]

Increased Confidence
Most patients (P1-P5 and P7-P10) reported significant improvements in confidence in terms of managing their condition, conducting daily activities, participating in social activities, and managing their breathing:

I can get upstairs in one go now. [P7]
It builds my confidence up because I can go out more. [P4]
It has given me more confidence in breathing along with what I am doing. [P9]

Reflecting on this, patients discussed how they had previously lost motivation and confidence in their ability to manage tasks themselves without the support of their partners and several had “given up” (P3, P4, and P7-P10). However, with the PR in VR program, the patients had regained back more control in their lives:

I think I had given up. I decided that the illness had gone so far that I was not going to get better, I was not going to get out again, or enjoy life. It has completely reassured me that way and given me the energy to get going again. [P8]
Possibly it was a mental thing. I felt confident enough. I started filling my own flasks. [P7]

Patient Satisfaction
Successful completion of their exercises within a given day using PR in VR was positively associated with patient satisfaction (P1-P10). Noticing improvements in physical wellness enabled patients to feel satisfied and confirmed the benefits associated with following the PR in VR program:

What I enjoyed most was knowing that I could get through the exercises. Knowing that my oxygen was not dropping. It was a real achievement for me. I was used to going to the toilet and coming back and having to catch my breath. All of a sudden, I could do these exercises and after a few times I was still breathing normal. [P8]

Given that PR in VR is self-managed and remotely supervised, patients’ self-motivation played a critical factor in their consistency with exercising and subsequent self-satisfaction:

I feel satisfied that I motivated myself to do it. It did help me to do it. I feel satisfied when I sit down and think that’s me done for tonight. [P4]

Increased Feeling of Security
A primary concern for patients was experiencing exasperation when exercising alone at home. In comparison to previous methods, PR in VR is advantageous as it allows for remote supervision, meaning that the patients’ physiological data (ie, HR and oxygen level) are continuously tracked and monitored by health practitioners. Therefore, this function improved the
patients’ experience as they felt more secure (P9), confident (P7 and P9), and reassured (P8), knowing that they were being monitored while exercising in real time should exacerbation occur:

The minute I am getting out of breath [at home] I go into panic. [P8]

It has given me more confidence in breathing along with what I am doing. [P9]

It reassured me being able to see my oxygen level and heart rate while I was exercising. I feel it has increased my confidence. [P8]

Furthermore, this function assisted patients with better management of their condition and to avoid overexerting themselves into exasperation:

[PR in VR] has improved my breath...in the VR it shows the oxygen go up and back down again, it gave me that back again where I could settle myself down. [P8]

Effective Immersive Learning

PR in VR provides patients with information on COPD with the aim of helping them better manage their condition. The findings demonstrated the effectiveness of immersive learning for patients with COPD as it educated them on the disease, which some participants were never informed of. For instance, P1 found the learning aspect useful and “very informative to find out what is actually happening.” During the focus groups, P1 could reiterate what he had learned from the program 5 weeks prior:

That’s the first time I have seen on screen what emphysema actually is. [P1]

The PR in VR program had increased the patients’ awareness of their breathing techniques (P1, P3, and P8) and the variety of exercises required to target various muscles and support their overall health and well-being. The findings further support the effectiveness of immersive learning, specifically using VR for patients with COPD:

He says breath out when you do the exertion, I was not doing that before...it has improved my breath...the voice over was helpful and reassuring. [P8]

I think it’s a good idea. It reminds you that you’ve got to do different exercises to target different muscles. [P3]

Personalized Programs

Recommendations to improve the patients’ experience of PR in VR were provided. Patients (P1-P6, P8, and P10) suggested various levels of exercises (ie, harder set of exercises and easier set of exercises) to suit the many levels of patients with COPD to improve the program. More specifically, patients (P2, P5, and P10) explained how the first 2 to 3 levels were “too easy” (P5), slow paced (P5), and too long (P10) and were eager to push onto more “severe” modules (P10). Therefore, these patients required more advanced exercises to ensure that they were constantly being challenged. On the contrary, the more advanced exercises were too challenging for other patients (P1, P3, P4, and P5) on the first attempt and required repetition, given that they might not have exercised for a prolonged period before using PR in VR. Indeed, those patients enjoyed the flexibility of being able to move back and forth throughout the modules depending on their well-being at that time:

It is beneficial to have the different levels so I can drop down depending how I feel each day. [P4]

Furthermore, it was suggested that a variety of exercises at the same difficulty level would retain engagement:

I would like two or more routines in each module instead of doing the same thing all the time. For longer than six weeks it would become boring. [P5]

Needs for Technological Improvements

Furthermore, to improve the patients’ experience of PR in VR, technological improvements of both the device and app were required (P1-P10). For instance, the main technical issue within the app whereby the camera moved to the right and took several seconds to re-center was a recurrent topic of conversation. Hence, improved graphics could enhance the experience but was considered a minor factor in the overall rehabilitation experience that could easily be solved:

The whole thing was excellent it really was except for the glitches but I am sure that can be overcome. [P5]

Suggestions for additional functions included a fast-forward and pause button (P1-P5) to allow patients to have more control over the program and pause it while they recovered:

If you could pause it when you know that you’re going to get out of breath. [P1]

All patients (P1-P10) found the headset easy to use; however, some required it to be more lightweight (P4, P5, and P9). With regard to the content, some patients (P1-P5) enjoyed the standing-up exercises.

Quantitative Data Analysis

In addition to the focus groups and interviews, quantitative data were collected, and the findings further support the qualitative findings. Table 3 presents the results of the outcome measures. The average of each of the 5 surveys was calculated based on the patient data gathered before and after the VR rehabilitation program. As can be seen, the findings demonstrate an improvement of all outcome measures after patients used the VR program. The Chronic Respiratory Disease Questionnaire (CRQ) measures both physical and emotional aspects of chronic respiratory disease. The results indicate that the patients had improved dyspnea, fatigue, and emotional function after completing VR-assisted treatment. The female participants collectively showed more improvements in both dyspnea and emotional function than the male participants. The Patient Health Questionnaire-9 and generalized anxiety disorder-7 demonstrated that a substantial proportion of patients had reduced feelings of depression and anxiety, respectively, which further supported the theme of improvements in the patients’ psychological well-being. The Short Physical Performance Battery is used to assess lower extremity physical performance status by combining the results of the gait speed, chair stand, and balance tests. The results of the Edmonton Frail Scale and
Short Physical Performance Battery were positively associated with the patients’ physical improvements, including strength, mobility, and flexibility. Finally, the Patient Activation Measure results demonstrated the patients’ progression with knowledge, skills, and confidence in self-managing their condition after using VR.

Table 3. Outcome measure results before and after using virtual reality.

<table>
<thead>
<tr>
<th>Outcome measures</th>
<th>Before using virtual reality, mean (SD)</th>
<th>After using virtual reality, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short Physical Performance Battery</td>
<td>6.78 (2.95)</td>
<td>8.43 (1.72)</td>
</tr>
<tr>
<td>CRQ—a-dyspnea</td>
<td>2.22 (1.09)</td>
<td>2.96 (1.15)</td>
</tr>
<tr>
<td>CRQ—fatigue</td>
<td>3.11 (1.43)</td>
<td>3.27 (1.15)</td>
</tr>
<tr>
<td>CRQ—emotional</td>
<td>3.85 (1.52)</td>
<td>4.36 (1.01)</td>
</tr>
<tr>
<td>CRQ—mastery</td>
<td>3.83 (1.19)</td>
<td>4.22 (0.74)</td>
</tr>
<tr>
<td>Patient Activation Measure</td>
<td>60.81 (10.83)</td>
<td>63.46 (15.89)</td>
</tr>
<tr>
<td>Edmonton Frail Scale</td>
<td>6.56 (2.07)</td>
<td>5.38 (2.00)</td>
</tr>
<tr>
<td>Patient Health Questionnaire—9</td>
<td>8.44 (5.90)</td>
<td>6.11 (4.76)</td>
</tr>
<tr>
<td>Generalized Anxiety Disorder—7</td>
<td>5.78 (5.89)</td>
<td>4.22 (3.11)</td>
</tr>
</tbody>
</table>

CRQ: Chronic Respiratory Disease Questionnaire.

Discussion

Principal Findings

This study aimed to assess the benefits and outcomes of VR as an innovative method for pulmonary rehabilitation in 2 aspects. First, the study aimed to investigate whether VR improves compliance with pulmonary rehabilitation in patients with COPD, particularly the vulnerable patient group (MRC 4 or 5). Finding innovative pulmonary rehabilitation treatment methods that engage this particular patient group is vital, given the severity of the disease that affects the HRQoL and the barriers associated with attending traditional rehabilitation classes [12–15]. This study demonstrates that PR in VR significantly increases the patients’ compliance with pulmonary rehabilitation compared with traditional methods mainly because of the flexibility to exercise at any time of the day and location and as it is not restricted to home- or clinic-based scenarios, which is more accommodating for their daily psychological and physical well-being [88]. The second research question was to investigate whether VR provides a credible alternative to traditional pulmonary rehabilitation. Thematic analysis revealed nine themes illustrating the benefits associated with PR in VR compared with traditional methods.

Conclusions

The patients demonstrated significant improvements in physical ability and psychological well-being because of their consistency with exercises, thus improving their HRQoL. These findings are consistent with both the quantitative results of this study and previous research investigating the benefits of VR for other chronic diseases [17,64,69–71,73,74,78] and provide evidence specific to patients with COPD. Owing to its remote accessibility, PR in VR provides a solution to overcome the associated barriers of attending traditional rehabilitation classes (ie, transport and travel, fatigue, motivation, inconvenience, burden of illness, disruption caused to daily activities, low awareness of rehabilitation, and knowledge of and disbelief in the beneficial outcomes of the rehabilitation) [12–15]. Indeed, patients feel secure and confident enough to exercise without face-to-face supervision as health practitioners can remotely monitor their physiological performance data when using PR in VR. Pulmonary rehabilitation is delivered to a low proportion of the population despite its demonstrated benefits for patients with COPD [8]. However, PR in VR can be deployed at scale, which provides a solution to the recurring issue of too long a waiting list for rehabilitation classes [10] and allows health practitioners to measure patient performance in real-time. Overall, this study demonstrates how remotely supervised VR-based pulmonary rehabilitation can help to overcome current issues and limitations associated with providing this service to patients with COPD at scale. Compared with previous methods, VR could provide a more cost-effective solution for the health treatment to deliver pulmonary rehabilitation to a vast majority of this patient group nationwide.

Contribution, Implications, and Future Research

Key Contributions

Previous studies have investigated the benefits of using VR for rehabilitation for long-term conditions [17,18,89]. However, its benefits for self-managed and remotely supervised pulmonary rehabilitation remain unexplored, and to the best of the researchers’ knowledge, this study is one of the first to provide empirical evidence using qualitative data that are further supported by quantitative results. Therefore, this study contributes important findings demonstrating that PR in VR represents an effective form of self-managed and remotely supervised pulmonary rehabilitation that can be delivered at scale. Overall, this study provides a significant contribution to health care research investigating the benefits of implementing digital technologies to improve rehabilitation, with particular contribution to pulmonary rehabilitation research. Moreover, this study provides important practical implications for the health care industry and medical practitioners on the benefits of VR for pulmonary rehabilitation. PR in VR is an innovative app distinct from previous self-managed rehabilitation methods as it allows health practitioners to supervise patients with COPD in VR.
remotely and at scale and to immediately measure patient performance. This investigation offers proof of concept that PR in VR intervention can be used for elderly patients with COPD. With evidence, this alternative intervention platform provides an interactive and visually stimulating approach for use in clinical treatment and could provide pulmonary rehabilitation to patients with COPD who cannot easily access traditional rehabilitation methods.

**Possible Future Research**

This study has several limitations that could be mitigated by further research. The first limitation pertains to the limited sample size; however, this is common in other exploratory studies investigating VR for rehabilitation [18,89]. This study employed 10 patients with COPD, aged between 63 and 75 years, from the United Kingdom. Although small sample sizes can provide important initial inferences about a topic, they can provide few firm conclusions [21]. However, as this is the first study investigating VR for pulmonary rehabilitation, a small sample size offers promising pilot data as a first phase trial. Furthermore, COPD in the United Kingdom is common among people aged 40 years [90]; therefore, it is important that future studies employ a larger sample covering the majority of the respective age groups.
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Abstract

Background: Mobile technology has an impact on the health care sector, also within dietetics. Mobile health (mHealth) apps may be used for dietary assessment and self-monitoring, allowing for real-time reporting of food intakes. Changing eating behaviors is quite challenging, and patients undergoing hemodialysis, particularly, struggle to meet the target intakes set by dietary guidelines. Usage of mobile apps that are developed in a person-centered approach and in line with recommendations may support both patients and health care practitioners.

Objective: This study is a pilot that aims at estimating the potential efficacy of a dietary intervention using a theory-based, person-centered smartphone app. Results will be used to improve both the app and a planned large-scale trial intended to assess app efficacy thoroughly.

Methods: A prospective pilot study was performed at the hemodialysis unit of Al Qassimi Hospital (The Emirate of Sharjah). All patients that fulfilled the study inclusion criteria were considered eligible to be enrolled in the pilot study. Upon successful installation of the app, users met with a dietitian once a week. Outcomes were measured at baseline (T0) and 2 weeks post app usage (T1). This pilot is reported as per guidelines for nonrandomized pilot and feasibility studies and in line with the CONSORT 2010 checklist for reporting pilot or feasibility trials.

Results: A total of 23 patients completed the pilot intervention. Mean energy intakes increased from 24.4 kcal/kg/day (SD 8.0) to 29.1 kcal/kg/day (SD 7.8) with a medium effect size ($d=0.6$, 95% CI 0.0-1.2). Mean protein intakes increased from 0.9 g/kg/day (SD 0.3) to 1.3 g/kg/day (SD 0.5) with a large effect size ($d=1.0$, 95% CI 0.4-1.6); mean intake of high biological value (%HBV) proteins also increased from 58.6% (SD 10.1) to 70.1% (SD 10.7) with a large effect size ($d=1.1$, 95% CI 0.5-1.7). Dietary intakes of minerals did not change, apart from sodium which decreased from a mean intake of 2218.8 mg/day (SD 631.6) to 1895.3 mg/day (SD 581.0) with a medium effect size ($d=0.5$, 95% CI 0.1-1.1). Mean serum phosphorus, potassium, and albumin levels did not change relevantly. Mean serum iron increased from 7.9 mg/dL (SD 2.8) to 11.5 mg/dL (SD 7.9) postintervention with a medium effect size ($d=0.6$, 95% CI 0.0-1.2).

Conclusions: This pilot study showed that the KELA.AE app has the potential to improve dietary intakes. Processes related to procedure, resources, tools, and app improvement for a future trial were assessed. A more extended intervention using a randomized controlled trial is required to estimate parameters concerning app efficacy accurately.

(J Med Internet Res 2020;22(7):e17817) doi:10.2196/17817

http://www.jmir.org/2020/7/e17817/
KEYWORDS
mHealth; dietary app; hemodialysis diet

Introduction

Mobile technology has the potential to improve health care coverage, especially in low- to middle-income countries where people may be more likely to have access to a smartphone than to basic needs such as safe water and electricity [1]. Self-tracking and wearable technologies have become popular, particularly in the areas of diet and fitness [2]. Previous research on mobile health (mHealth) interventions provides evidence regarding their effectiveness [3-5]. However, their role as educational tools or as supportive tools to standard care remains inconclusive [3,6].

Mobile technology may assist in the introduction of new methods of dietary assessment and self-monitoring, allowing for real-time reporting of food intakes [7]. Self-monitoring is an important factor in successful dietary behavior changes [8]. In a previous study on a weight loss intervention, the more participants recorded food intakes on a mobile app, the more likely they were to lose weight [9]. However, patients may not always be interested and willing to track intakes [10], and commitment to self-monitoring decreases over time, even with the use of mobile technology [11].

Changing eating behaviors is difficult [12], and adherence to guidelines is challenging, especially for patients with chronic conditions such as chronic kidney disease (CKD) [13]. In particular, patients undergoing hemodialysis struggle to meet the target intakes set by dietary guidelines [14]. The diet during hemodialysis is somewhat restrictive, requiring the management of potassium, phosphorus, sodium, and fluids while maintaining adequate protein and energy intakes to prevent malnutrition [15]. In a recent study assessing adherence to diet guidelines among patients undergoing hemodialysis, 77% and 50% of the patients, respectively, consumed less energy and proteins than recommended. These low intakes could be attributed to the restrictive nature of the dialysis diet. In the same study, participants were also found to consume excessive saturated fats and inadequate intakes of fibers and micronutrients [14].

Maintaining adequate intake of minerals such as potassium, phosphorus, and calcium is essential in the prevention of dialysis-related complications such as heart failure, metabolic bone disorders, and mortality [16,17]. Protein-energy malnutrition is also a contributor to complications, and malnutrition among patients undergoing dialysis is a predictor of mortality [18]. Accordingly, it seems that the diet quality of these patients is often poor and that they do not follow dialysis-specific guidelines [14,19].

The main challenge in changing dietary behavior is developing interventions that are comprehensive and sustainable, promoting long-term changes in eating habits and lifestyle [12]. There is a need for nephrologists and dietitians to adopt approaches that strengthen educational and clinical interventions [14]. Possibly, mobile technology could be used to enhance dietetic practice by providing support to patients and dietitians. Thus, adding mobile apps to in-person counseling may provide more accessible and flexible dietetic services at lower costs [20]. However, research on the role of mHealth in dietary behavior in patients undergoing hemodialysis is still scarce [21].

This is a pilot study that aims at estimating the potential of a dietary intervention using a smartphone app in patients undergoing hemodialysis. The results from this pilot study will be used to improve the app itself as well as the study design of the planned randomized controlled trial.

Methods

Participants

All patients at the hemodialysis unit of Al Qassimi Hospital (The Emirate of Sharjah) who fulfilled the study inclusion criteria were considered eligible to be enrolled in the pilot study. Inclusion criteria were patients undergoing hemodialysis for at least three months; free of life-threatening conditions; able to read, write, listen, and communicate; owning an Android smartphone; and not having been hospitalized in the past 6 months. All patients approached who accepted to enroll in the study signed written consent forms. A total of 26 participants were enrolled in the pilot, of which 23 downloaded and used the app for 2 weeks. Data were collected between February 2019 and April 2019. Post-hoc calculations of sample size in pilot studies, assuming detection of unanticipated problems with a probability of at least 15% (π=0.15) and a 95% confidence level, resulted in a required sample of 19 patients [22].

KELA.AE App

KELA.AE (Kidney Education for Lifestyle Application) is an Arabic, culturally specific, educational, and self-monitoring app that was developed in a person-centered, theory-based approach. Educational materials were developed based on the transtheoretical model [23] and constructs of the reasoned action approach [24]. Included educational materials are podcasts, videos, notifications, and recipes. The app also provides self-monitoring features that allow patients to track food intakes and blood parameters. The app was developed following the IDEAS (integrate, design, assess, and share) framework [25]; a detailed description of the app development is described elsewhere [10]. Figure 1 depicts screenshots from the app.
Figure 1. Screenshots of the KELA.AE app used during the pilot study.

Procedure
This pilot is reported as per guidelines for nonrandomized pilot and feasibility studies [26] and in line with the CONSORT 2010 checklist for reporting a pilot or feasibility trial (items pertinent to randomization were considered not applicable) [27]. Ethical approval was received from the Institutional Review Board of Zayed University, Dubai (Ethical Approval number ZU17_066_F).

Participants who consented to enroll in the pilot study downloaded the app and were provided with usernames that allowed them to sign-in to the app. Upon successful installation of the app, users met with a dietitian once a week (two times in total); the dietitians responded to concerns pertinent to app usage, as well as questions about the renal diet by reinforcing the critical messages relayed by the educational materials. The dietitians also collected the data from patients before and after app usage. All outcomes were measured before (T0) and after 2 weeks (T1) of app usage.

Dietary Intakes
Face-to-face 24-hour recalls were collected [28] at T0 and T1 for all participants; nutrient compositions were derived for energy, carbohydrates, proteins, high biological value (%HBV) proteins, total fat, potassium, phosphorus, and sodium. Intakes were then compared with dietary guidelines for patients undergoing hemodialysis [15,29]. Protein targets were considered as 1.2 g/kg or more with 50% or higher HBV protein; energy as 30-35 kcal/kg; phosphorus as 1000 mg/day for participants with serum phosphorus below 5.5 mg/day and 12 mg/g of protein intake for participants with serum phosphorus below 5.5 mg/dL. Sodium and potassium targets were considered less than 2400 mg/day [15,29]. Standard body weight from the National Health and Nutrition Examination Study was used for calculations; however, adjusted edema-free body weight was used for calculating nutrient needs for individuals with less than 95% or greater than 115% of standard body weight [29]. Textbox 1 illustrates the dietary guidelines that were used as targets and that are also included in the adherence index.


1. Protein ≥ 1.2 g/kg of body weight, ≥ 50% HBV protein
2. Energy for those <60 years of age: kilogram (kg) of body weight × 35 kcal; >60 years of age: kilogram (kg) of body weight × 30 kcal/kg to 35 kcal/kg
3. Sodium less than 2.4 g/day
4. Potassium less than 2.4 g/day
5. Phosphorus 800 mg/day to 1000 mg/day or 10-12 mg phosphorus/g of protein when serum phosphorus > 5.5 mg/dL or intact PTH is elevated
6. aBWef is recommended for calculating nutrient needs for individuals with < 95% or > 115% of SBW using the formula aBWef (kg) = BWef + [(SBW – BWef) × 0.25]. SBW from the National Health and Nutrition Examination Study is used otherwise.

Biochemical Parameters
Serum phosphorus, potassium, and iron were retrieved from the patients’ medical records. These biochemical parameters were measured as part of the routine tests performed in the hemodialysis unit. All tests were conducted postdialysis (in sessions). Comparative standards for serum potassium were considered between 3.5 and 5.5 mEq/L; and between 3.5 and 5.5 mg/dL for phosphorus [15,29].

Statistical Analysis
The Shapiro–Wilk normality test was performed to ensure that data are normally distributed. Cohen d effect sizes and confidence intervals (95%) were derived from means and pooled
standard deviations. The effect size was considered small at 0.2, medium at 0.5, and large at 0.8 and above [30]. Effect sizes were calculated to understand the magnitude of the reported effects along with the probability by means of \( P \) values [31]. Paired \( t \) tests were performed to compare the mean scores before and after the intervention. Two-tailed \( P \) values are reported. Frequencies and percentages were used to describe categorical variables, whereas means and standard deviations were used for continuous variables. Statistical software IBM SPSS Statistics 21 Data Editor was used to perform all statistical analyses.

**Results**

**Participant Eligibility and Baseline Characteristics**

Of the 149 patients at the hemodialysis unit, 26 were eligible, of which 23 downloaded the app and completed the study. Participants that were not eligible were mainly those who did not own a smartphone or who owned a smartphone with an iOS operating system; 2 participants did not download the app due to limitations in phone storage, and 1 was not interested in downloading the app. Figure 2 depicts the CONSORT flow diagram. The sample’s mean age (years) was 48.5 (SD 13.7), and mean BMI (kg/m\(^2\)) was 31.9 (SD 7.9); participants had been on dialysis for a mean of 29.7 (SD 37.3) months. More than half of the participants were males (n=14), and more than half suffered from hypertension or diabetes or both. Demographic data are detailed in Table 1.

![CONSORT study flow diagram](http://www.jmir.org/2020/7/e17817/)
Table 1. Demographic and baseline characteristics of the sample (N=23).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>48.5 (13.7)</td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>31.9 (7.9)</td>
</tr>
<tr>
<td>Months on dialysis, mean (SD)</td>
<td>29.7 (37.3)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>14 (61)</td>
</tr>
<tr>
<td>Smokers, n (%)</td>
<td>6 (26)</td>
</tr>
<tr>
<td>Comorbidities, n (%)</td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>16 (70)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>11 (48)</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Cancer</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Liver disease</td>
<td>1 (4)</td>
</tr>
</tbody>
</table>

**Anthropometry and Dietary Intakes**

There was no change in weight and BMI postintervention; however, mean dietary intakes changed mainly for energy and macronutrients. Mean energy intakes increased from 24.4 kcal/kg/day (SD 8.0) to 29.1 kcal/kg/day (SD 7.8) with a medium effect size ($d=0.6$, 95% CI 0.0-1.2). Mean protein intakes increased from 0.9 g/kg/day (SD 0.3) to 1.3 g/kg/day (SD 0.5) with a large effect size ($d=1.0$, 95% CI 0.4-1.6); mean intake of HBV protein (%) also increased from 58.6% (SD 10.1) to 70.1% (SD 10.7) with a large effect size ($d=1.1$, 95% CI 0.5-1.7). Total fat intakes increased from baseline with medium effect size ($d=0.5$, 95% CI 0.0-1.1). Dietary intakes of minerals did not change, apart from sodium which decreased from a mean intake of 2218.8 mg/day (SD 631.6) to 1895.3 mg/day (SD 581.0) with a medium effect size ($d=0.5$, 95% CI 0.1-1.1).

**Biochemical Parameters**

Serum phosphorus, potassium, and albumin did not change relevantly. Mean serum iron increased from 7.9 mg/dL (SD 2.8) to 11.5 mg/dL (SD 7.9) postintervention with a medium effect size ($d=0.6$, 95% CI 0.0-1.2). Table 2 details the results of the anthropometry, dietary intakes, and blood parameters.
Table 2. Dietary intakes and laboratory data at baseline and postintervention.

<table>
<thead>
<tr>
<th>Dietary intakes and laboratory data</th>
<th>Baseline (T0), mean (SD)</th>
<th>Postintervention (T1), mean (SD)</th>
<th>Cohen d (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight (kg)</td>
<td>85.5 (23.1)</td>
<td>84.1 (24.1)</td>
<td>0.1 (-0.5 to 0.6)</td>
<td>.37</td>
</tr>
<tr>
<td>BMI (kg/m$^2$)</td>
<td>31.9 (7.9)</td>
<td>31.3 (8.5)</td>
<td>0.1 (-0.5 to 0.6)</td>
<td>.39</td>
</tr>
<tr>
<td>Energy intake (kcal/day)</td>
<td>1918.3 (570.4)</td>
<td>2206.2 (378.2)</td>
<td>0.6 (0.0 to 1.2)</td>
<td>.003*</td>
</tr>
<tr>
<td>Energy intake (kcal/kg/day)</td>
<td>24.4 (8.0)</td>
<td>29.1 (7.8)</td>
<td>0.6 (0.0 to 1.2)</td>
<td>.002*</td>
</tr>
<tr>
<td>Dietary protein (g/day)</td>
<td>71.1 (26.4)</td>
<td>103.8 (37.8)</td>
<td>1.0 (0.4 to 1.6)</td>
<td>&lt;.001*</td>
</tr>
<tr>
<td>Dietary protein (g/kg/day)</td>
<td>0.9 (0.3)</td>
<td>1.3 (0.5)</td>
<td>1.1 (0.4 to 1.7)</td>
<td>&lt;.001*</td>
</tr>
<tr>
<td>HBV protein$^a$ (%)</td>
<td>58.6 (10.1)</td>
<td>70.1 (10.7)</td>
<td>1.1 (0.5 to 1.7)</td>
<td>&lt;.001*</td>
</tr>
<tr>
<td>Total dietary CHO$^b$ (g/day)</td>
<td>224.7 (88.0)</td>
<td>215.2 (40.7)</td>
<td>0.1 (-0.4 to 0.7)</td>
<td>.59</td>
</tr>
<tr>
<td>Total dietary fat (g/day)</td>
<td>87.3 (30.1)</td>
<td>103.0 (26.8)</td>
<td>0.5 (0.0 to 1.1)</td>
<td>.02*</td>
</tr>
<tr>
<td>Dietary potassium (mg/day)</td>
<td>1831.2 (728.4)</td>
<td>2046.1 (555.1)</td>
<td>0.3 (0.2 to 0.9)</td>
<td>.19</td>
</tr>
<tr>
<td>Dietary phosphorus (mg/day)</td>
<td>1152.5 (489.7)</td>
<td>1343.1 (398.0)</td>
<td>0.4 (0.2 to 1.0)</td>
<td>.09</td>
</tr>
<tr>
<td>Dietary sodium (mg/day)</td>
<td>2218.8 (631.6)</td>
<td>1895.3 (581.0)</td>
<td>0.5 (0.1 to 1.1)</td>
<td>.03*</td>
</tr>
<tr>
<td>Serum potassium (mg/dL)</td>
<td>4.7 (0.7)</td>
<td>4.7 (0.7)</td>
<td>0.0 (-0.6 to 0.6)</td>
<td>.92</td>
</tr>
<tr>
<td>Serum phosphorus (mg/dL)</td>
<td>5.2 (1.5)</td>
<td>5.5 (2.2)</td>
<td>0.15 (-0.4 to 0.7)</td>
<td>.60</td>
</tr>
<tr>
<td>Serum iron (mg/dL)</td>
<td>7.9 (2.8)</td>
<td>11.5 (7.9)</td>
<td>0.6 (0.0 to 1.2)</td>
<td>.03*</td>
</tr>
<tr>
<td>Serum aluminum (g/dL)</td>
<td>3.0 (0.4)</td>
<td>3.2 (0.8)</td>
<td>0.3 (-0.3 to 0.9)</td>
<td>.37</td>
</tr>
</tbody>
</table>

$^a$P<.05.
$^a$HBV: high biological value.
$^b$CHO: carbohydrates.

Adherence to Dietary Guidelines in Hemodialysis

Adherence to dietary guidelines in hemodialysis improved for energy intakes, protein intakes, and %HBV proteins with medium to large sizes, respectively ($d=0.4$, 95% CI 0.2-1.0 for energy; $d=0.9$, CI 0.3-1.5 for proteins; $d=1.1$, 95% CI 0.5-1.7 for %HBV proteins). Adherence to fat, potassium, and phosphorus intakes did not change, whereas adherence to sodium further dropped to achieve intakes below 2400 mg/day with a medium effect size ($d=0.5$, CI 0.1-1.1). The number of patients adhering to dietary guidelines increased for energy, proteins, and sodium, whereas a larger number of patients became nonadherent to fat and phosphorus intakes. There was no relevant change in the number of patients concerning adherence to potassium intakes. Table 3 describes the difference between the recommended intakes and dietary intakes before and after the intervention. Figure 3 details the results of percent compliance to dietary recommendations.

Table 3. Adherence to dietary intakes reported as the difference between intake and recommendation at baseline and postintervention.

<table>
<thead>
<tr>
<th>Dietary intakes</th>
<th>Baseline, mean (SD)</th>
<th>Postintervention, mean (SD)</th>
<th>Cohen d (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy (kcal/day)</td>
<td>-903.1 (705.4)</td>
<td>-581.3 (779.8)</td>
<td>0.4 (0.2 to 1.0)</td>
<td>.004*</td>
</tr>
<tr>
<td>Dietary protein (g/day)</td>
<td>-27.3 (26.6)</td>
<td>+6.5 (43.9)</td>
<td>0.9 (0.3 to 1.5)</td>
<td>&lt;.001*</td>
</tr>
<tr>
<td>HBV proteins$^a$ (%)</td>
<td>58.6 (10.1)</td>
<td>70.1 (10.7)</td>
<td>1.1 (0.5 to 1.7)</td>
<td>&lt;.001*</td>
</tr>
<tr>
<td>Total dietary fat (% energy)</td>
<td>41.0 (7.6)</td>
<td>41.9 (7.3)</td>
<td>0.1 (-0.7 to 0.4)</td>
<td>.66</td>
</tr>
<tr>
<td>Dietary potassium (mg/day)</td>
<td>-568.1 (728.4)</td>
<td>-353.9 (555.1)</td>
<td>0.3 (-0.9 to 0.2)</td>
<td>.19</td>
</tr>
<tr>
<td>Dietary phosphorus (mg/day)</td>
<td>+84.7 (445.8)</td>
<td>250.3 (369.9)</td>
<td>0.4 (-0.9 to 0.2)</td>
<td>.14</td>
</tr>
<tr>
<td>Dietary sodium (mg/day)</td>
<td>-181.1 (631.6)</td>
<td>-504.6 (581.0)</td>
<td>0.5 (0.1 to 1.1)</td>
<td>.03*</td>
</tr>
</tbody>
</table>

$^a$HBV: high biological value.
User Acceptability and App Usability

A user acceptability tool was used during this pilot; however, all participants responded to all questions with a strongly agree option based on a Likert scale. Accordingly, the results were not considered useful to understand better the acceptability and, therefore, have not been reported. Assessment of acceptability will be reassessed in the future trial. The validated end-user version of the Mobile App Rating Scale (uMARS) [32] will be used in the trial. Participants may not have well understood that the questionnaire aims to improve the app; thus, qualitative data will also be collected to ask specific questions about the KELA.AE usability and acceptability by referring to each feature in the app individually. Qualitative data will also address the culturally specific features of the app such as language and recipes.

Field notes revealed that all 23 participants attended the weekly sessions with the dietitians. Usage data available from analytics were only able to provide the last date of access for each participant, and all 23 had accessed the app in the last week of the trial. No data on usage frequency could be retrieved due to a lack of in-app analytics.

Discussion

Principal Results

Potential Efficacy

In this study, short-term app usage had a potential impact on energy and protein intakes among patients undergoing hemodialysis. In comparison to the target dietary guidelines for hemodialysis, patients started with a baseline intake of energy and proteins below recommendations. As an outcome of the intervention, mean energy intakes reached 29.1 kcal/kg/day (SD 7.8) as compared with the recommended 30-35 kcal/kg/day. In addition, protein intakes were also considerably low as compared with guidelines (mean consumption at baseline of 0.9 g/kg/day [SD 0.3]) and improved to become in line with the recommended 1.2 g/kg or more of body weight and 50% or higher HBV protein [15,29].

No changes were observed in intakes of minerals; nonetheless, baseline intakes of potassium and sodium were already within the recommendations of less than 2400 mg/day. Mean sodium intakes further dropped to 1895.3 mg/day (SD 581.0). Fat and phosphorus intakes, however, were already elevated at baselines and remained above recommendations after the intervention.

No changes were observed in the serum laboratory parameters for potassium and phosphorus; levels remained within recommendation at baseline and after the intervention. The duration of the intervention is not long enough to detect relevant changes in serum values; accordingly, the upcoming trial is expected to capture the effect of app usage on laboratory parameters better. Mean serum iron increased with a medium effect size from 7.9 mg/dL (SD 2.8) to 11.5 mg/dL postintervention. The latter may be explained by the increase in the dietary protein of HBV, which mainly consists of animal protein sources.

Study and App Feasibility

Research methodology, resources, and tools used in this pilot were assessed to refine and modify the planned trial and improve the app. The feasibility of the processes related to recruitment, retention, and refusal seemed adequate; there were no patients...
that withdrew from the study; and all eligible patients agreed to participate. However, the number of eligible patients were about 17.4% (26/149) out of all patients undergoing dialysis at the unit. It would mean that to achieve an appropriate sample size for the planned randomized trial, many dialysis units will need to be recruited. Thus, the number of dietitians needed to be involved in the future study will need adequate resources to meet patients weekly, as it was the case in this study. Accordingly, an assessment of resource allocation should be performed to consider app improvement and development on iOS mobile operating system to increase eligible patients within the same dialysis unit.

Digital interventions may be used as tools to support a reciprocal relationship between patients and health care practitioners and enhance patient-centered care [33]. Accordingly, dietitians would be expected to manage and recommend the usage of KELA.AE app in real practice settings. Thus, the future trial will include dietitians following up with patients to simulate app integration in real practice.

In-app analytics are also essential for the future trial to assess the effect of app usage on outcomes. In-app analytics should track usage frequency as well as the usage of each feature separately. The results would help to better understand if educational or self-monitoring features of the app are preferred by the user.

The future trial should further analyze the fatty acid profile (saturated, monounsaturated, and polyunsaturated) on top of total fats to assess diet quality from an atherogenic point of view. In addition, further assessment of the nutritional status of patients undergoing dialysis should be performed to identify patients with malnourishment that may need additional support from the research dietitians.

The KELA.AE app will be re-evaluated to include educational materials addressing diet quality pertinent to dietary fatty acid profiles to promote dietary intakes in line with the KDOQI Clinical Practice Guidelines for the Management of Dyslipidemias in Patients With Kidney Disease [34]. This is an update to be considered in the next version of the app should dietary fat intakes not be in line with guidelines.

This pilot study has demonstrated that it is feasible to integrate a dietary app into dietetic practice, allowing it to be a tool in addition to regular meetings with dietitians. The study has also identified how to adjust the design, procedures, data collection tools, and outcome measurements for a future trial. Based on the information collected, we feel ready to proceed to a larger randomized controlled trial.

**Comparison With Prior Work**

Energy and protein recommendations in hemodialysis are higher than the recommendations for healthy individuals. Whereas in the general population, intakes of 0.8 g/kg are adequate to maintain nitrogen balance [35], such intakes are inadequate in hemodialysis [36]. Hemodialysis sessions cause losses in proteins and amino acids that need to be replenished by the diet [36]. Protein-energy wasting is dangerous and has been correlated with mortality, adverse clinical outcomes [37], and poor quality of life [18]. Both Inadequate dietary proteins and energy intakes are criteria used in the diagnosis of protein-energy wasting in patients undergoing hemodialysis [38]. Similar to the findings in this pilot, many studies have identified inadequate energy and protein intakes among patients undergoing dialysis [14,39,40]. This pilot intervention seems to show potential in the improvement of energy and protein intakes among this population.

However, multiple dietary components need to be adjusted to improve the clinical outcomes of these patients, and the latter includes management of potassium and phosphorus, along with a diet quality that is cardioprotective [15]. In the sample studied in this pilot, both serum potassium levels and potassium intakes were within targets before and after the intervention. This was also observed by others [14,19], whereby similar to our findings, patients undergoing hemodialysis tend to be adherent to potassium intakes and laboratory targets. However, serum phosphorus and phosphorus intakes were borderline high both before and after the intervention. This is also a common finding in this population, in which the discrepancies between the phosphorus and protein recommendations [15] make it challenging to achieve the required targets. Accordingly, it seems that further assessment of the factors that may influence phosphorus management, such as food sources of phosphorus and compliance to phosphate binders, should be explored. In addition, it is expected that a longer intervention that includes education and follow-up with dietitians may lead to better outcomes.

Total fat intakes were also found to be elevated by our pilot study, and their intakes remained elevated after the intervention as well. Others have previously explored the diet quality of patients undergoing hemodialysis as compared with the recommendations of the American Heart Association and KDOQI Clinical Practice Guidelines for Management of Dyslipidemias in Patients With Kidney Disease [34], and found the current diet intakes to be proatherogenic in nature [14]. Given that protein intakes increased and that their sources are mainly from animal proteins (an increase in %HBV proteins were also observed), it can be predicted that saturated fat intakes also increased as a result of these changes.

There are only few available apps that target patients with CKD specifically; however, most of them are available on app stores, and information on their efficacy and usability are rather scarce [41]. A recent content analysis of mobile apps for CKD revealed that available apps fail to provide the continuity of patient-centered care that is needed to support patients with CKD [42].

**Limitations**

Given the pilot nature of the study, some limitations may lead to a bias in the interpretation of the results and their generalizability. The duration of this study was short; therefore, its effects are only focused on dietary intakes and laboratory parameters. Behavioral interventions need to be of longer duration and should be comprehensive to change dietary intakes [43]. The results of this pilot will instead be used to improve the app and modify the study procedures in the future trial.
In addition, the results identified a possible improvement in nutritional status and a potentially proatherogenic diet quality among the study’s sample. Thus, the future trial should assess the prevalence of patients with malnourishment along with the fatty acid profile of the diet in line with the KDOQI Clinical Practice Guidelines for Management of Dyslipidemias in Patients With Kidney Disease [34].

The intervention included face-to-face sessions with dietitians that may have influenced the outcomes. The reinforcement of the dietitians and their availability may have impacted the results similarly or more than the app itself. Accordingly, the future trial should include a control group whereby dietitians see patients with the same frequency but without app usage.

Given that app analytics were not available, we were unable to track how many times the users accessed the app. The only available data are the last access for each user, and all users had accessed the app during the last week.

Conclusions
This pilot study showed that KELA.AE app has the potential to improve dietary intakes. Processes related to the procedures, resources, tools, and app improvement for a future trial were assessed. A more extended intervention using a randomized controlled trial is required to estimate parameters concerning app efficacy accurately.
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Abstract

Background: Most commercial activity trackers are developed as consumer devices and not as clinical devices. The aim is to monitor and motivate sport activities, healthy living, and similar wellness purposes, and the devices are not designed to support care management in a clinical context. There are great expectations for using wearable sensor devices in health care settings, and the separate realms of wellness tracking and disease self-monitoring are increasingly becoming blurred. However, patients’ experiences with activity tracking technologies designed for use outside the clinical context have received little academic attention.

Objective: This study aimed to contribute to understanding how patients with a chronic disease experience activity data from consumer self-tracking devices related to self-care and their chronic illness. Our research question was: “How do patients with heart disease experience activity data in relation to self-care and chronic illness?”

Methods: We conducted a qualitative interview study with patients with chronic heart disease (n=27) who had an implanted cardioverter-defibrillator. Patients were invited to wear a FitBit Alta HR wearable activity tracker for 3-12 months and provide their perspectives on their experiences with step, sleep, and heart rate data. The average age was 57.2 years (25 men and 2 women), and patients used the tracker for 4-49 weeks (mean 26.1 weeks). Semistructured interviews (n=66) were conducted with patients 2–3 times and were analyzed iteratively in workshops using thematic analysis and abductive reasoning logic.

Results: Of the 27 patients, 18 related the heart rate, sleep, and step count data directly to their heart disease. Wearable activity trackers actualized patients’ experiences across 3 dimensions with a spectrum of contrasting experiences: (1) knowing, which spanned gaining insight and evoking doubts; (2) feeling, which spanned being reassured and becoming anxious; and (3) evaluating, which spanned promoting improvements and exposing failure.

Conclusions: Patients’ experiences could reside more on one end of the spectrum, could reside across all 3 dimensions, or could combine contrasting positions and even move across the spectrum over time. Activity data from wearable devices may be a resource for self-care; however, the data may simultaneously constrain and create uncertainty, fear, and anxiety. By showing how patients experience self-tracking data across dimensions of knowing, feeling, and evaluating, we point toward the richness and complexity of these data experiences in the context of chronic illness and self-care.

(J Med Internet Res 2020;22(7):e15873) doi:10.2196/15873
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Introduction

Consumer Wearable Activity Trackers in Chronic Care

Consumer health information technologies such as wearable activity trackers are increasingly being considered to improve chronic care management [1-4]. Contrary to traditional health information technologies, these devices are developed as consumer devices and not as clinical devices. Most commercial activity trackers aim to monitor and motivate sport activities, healthy living, and similar wellness purposes. Wristbands such as Fitbit and smart watches that track bodily signs (eg, heart rate) do not provide diagnostic services or disorder-specific information, and they are regulated less rigorously than are monitoring devices aimed at specific patient groups and clinical measures. This makes them readily available to consumers. Moreover, their designs aim at easy and noninvasive integration into everyday life, by way of automated tracking. These features are attractive for application in chronic disease management, where a healthy lifestyle can be a central part of treatment, rehabilitation, and prevention [1,5-8].

The separate realms of “wellness tracking” and “disease self-monitoring” and “activity data” and “medical data” are thus blurred, which is somewhat mirrored in an increasing prominence of concepts such as “patient-generated health data” and “personal health technology” where the focus is on the individual producer of data, rather than on the specific context or purpose of use. Applying leisure activity tracking to chronic care management provides new opportunities but is often based on assumptions about what characterizes these devices: easy, applicable, user-friendly, empowering, and motivating technology that can collect data with relevance for self-care and treatment. While there are great expectations and promising results emerging [2,3,9], little attention has been paid to the embodied and embedded experiences of self-tracking among patients with a chronic disease using consumer devices, which are not integrated in the health care system.

In this paper, we explored how patients who use consumer wearable devices make sense of them and of the data they produce and display vis-à-vis their embodied disorders. We recruited 27 patients with chronic heart disease who had an implantable cardioverter-defibrillator (ICD) to wear a Fitbit wearable tracker to understand the experiential qualities of how they relate self-tracking and activity data to their disease to explore the question: How do the embodied experiences and self-care practices of dealing with a specific health condition respond to the introduction of activity trackers?

Background and Significance: Experiences with Self-Monitoring in Health Care and Leisure Contexts

The existing literature of experiences with self-tracking comprises two related fields: (1) rich literature on how patients, as part of their prescribed treatment, engage in and make sense of clinically validated data related to self-care for chronic illnesses and (2) emerging literature that primarily explores users’ experiences with leisurely oriented self-tracking technologies that are outside of the health care system. Patients’ experiences with consumer activity-tracking technologies designed for use outside the clinical context have received scant academic attention. There is an important research gap in understanding the relation between the rich human-information interaction and the contexts of activity tracking such as self-care [1,10]. Consequently, studies that explore the experiences of people coping with illnesses — while recognizing the specific ramifications that self-tracking might have for those who have severe health problems — are necessary.

Self-Care and Chronic Illness in eHealth

Many patients routinely engage with data from digital devices that are part of the prescribed treatment. These clinically integrated data-producing devices affect self-care activities as they enable managing symptoms, taking medicine, dealing with the emotional impact, and tackling lifestyle changes [11-13]. Fostering self-care has been a central ambition of much telecare and electronic health (eHealth) development during the last 20 years. Early telecare technologies were typically designed from a clinical standpoint with measures to support remote decision making such as blood glucose tracking in diabetes [14,15], oxygen saturation, pulse rate and respiration rate tracking in chronic obstructive pulmonary disease [16], and heart arrhythmia detection through remote monitoring of cardiac implantable electronic devices such as pacemakers and ICDs [17]. In recent years, a more participatory agenda frames eHealth innovation, aiming to enhance independence and enable patients to become more active participants in managing their own disorder (eg, through use of wearable activity trackers) [18,19].

While much research has focused on measurable outcomes of digital self-tracking and self-management on clinical parameters, emergent studies have also explored the experiential qualities of patients’ “data work” [20-22]. Central to such data work, along with the experiential qualities of patients engaging with self-tracking data in chronic care management, are the affective aspects. It is known that self-monitoring of blood glucose data by patients with diabetes and their caretakers is tightly bound to an emotional struggle ranging between control and freedom, peace of mind and anxiety, and empowerment and the burden of managing technology [23]. Similarly, it is found that self-tracking data in fertility self-monitoring promotes the achievement of certain positive goals but may accentuate negative emotions such as feeling burdened or abandoned [24]. Others have studied patient experiences in heart arrhythmia telemonitoring and found that not having access to data or feedback from clinicians has an emotional and life-changing impact, which in turn creates doubt, guilt, and concern [25].

Self-Tracking and Activity Data

While clinically validated self-monitoring technologies have become the standard in chronic care, the rise of low-cost sensors has accelerated the consumer market, making wearable activity trackers and mobile data-logging applications a widespread commodity. Large corporations like FitBit and Apple are entering the medical domain with consumer wearable devices, most prominent through automated activity measures like step count [1,26] to support disease monitoring and rehabilitation of cardiac, pulmonary, and cancer patients [8,27-29], among
others, and most recently, through large-scale interventions using the Apple Watch for screening of atrial fibrillation.

Literature on the so-called Quantified Self over the past decade has explored users’ (ie, self-trackers) experiences with these technologies and the data they produce when applied voluntarily for leisure or wellness activities [30-34]. Lomborg and Frandsen [35] showed that, while self-tracking is often depicted as an entirely individual endeavor to retrieve calculable, reliable knowledge, it is experienced by users as a deeply communicative activity, with an often playful and pleasurable quality to it.

In their exploration of self-tracking cycling, Lupton et al [36] presented the concept of “data sense” to describe how people’s experience with data from sensors is not just a matter of cognitive “knowing” — as often assumed in data literacy approaches — but equally involves sensory and affective dimensions such as alerting cyclists to new bodily sensations while possibly invoking feelings of frustration or even embarrassment. Thus, what emerges are accounts of self-tracking experiences as complex encounters between the metric and sensuous, between knowing and feeling. This, in turn, suggests that self-tracking, while often a purposeful and systematic practice, is not necessarily guided by goals of improving the self, forming new and healthier habits, or getting to know oneself better, as suggested by many of the wellness technologies currently entering the market [37].

The critical question is then: what happens when technologies, practices, and data from the consumer market for self-tracking are introduced in the context of chronic self-care? What kinds of experiences do they offer in a setting where self-tracking is “pushed” [38] to patient-consumers who live with a chronic disorder?

Several studies have examined patients’ experiences with wearable activity trackers, and the focus tends to be on patient acceptability and feasibility among the elderly [39-41] and in the chronic care context [1,5-8,28]. Some support positive outcomes like ease-of-use and willingness among patients to wear activity trackers and integrating them into clinical care [5,28]. Rosenberg et al [28] conducted a 3-week study examining the acceptability of the Fitbit Zip and attitudes towards integrating fitness tracking into clinical care among men with prostate cancer. All participants were willing to wear the device and endorsed its value in ensuring they engaged in “a minimal amount of activity.” However, several barriers to use were found, including health-related limitations (like pain and injuries making it difficult to walk) and practical or technical problems with syncing devices and experiencing data inaccuracies (eg, not capturing the activities).

Other studies present negative aspects and challenges with integrating patient-generated data in clinical settings [6,7]. Zhu et al [6] found technical challenges (such as security and privacy issues and the practical work of clinicians transferring self-tracking data to the electronic medical record), social challenges (such as health professionals adapting to new forms of care where patients are collaborative partners), and organizational challenges (like organizational policies and workflows that do not include attending to patient-self tracking data). Ancker et al [7] conducted an interview study to explore self-tracking among patients with multiple chronic conditions. They found that patients associated several negative experiences with self-tracking and self-tracking data can negatively influence the patient-clinician relationship owing to a lack of trust in the data. For these patients, self-tracking thus became burdensome, which contrasts the pleasurable and playful experiences promoted in wellness self-tracking.

**Objective**

The objective of this study was to understand how patients with chronic heart disease, as opposed to healthy individuals, experience activity data from consumer self-tracking devices when engaging in self-care. With this study, we contribute to the emergent literature on how patients’ experiences with consumer wearable activity trackers are related to their illness and their self-care activities and the implications that arise for design and deployment of these devices. There is a need for going beyond acceptability and feasibility studies and conducting more fine-grained analysis of the experiential qualities of interacting with personal health data outside the context of clinical practice among the increasing number of people with chronic illnesses.

**Methods**

**Overview**

We conducted a qualitative study to understand how patients with an ICD experience self-tracking of activity data in relation to their embodied condition and daily practices of dealing with a chronic heart condition. As we know from the self-tracking literature, such experiences may change over time [33]. To grasp this, we followed patients over a 49-week period from January 2018 to December 2018, during which we observed their activity tracking data and interviewed them repeatedly (2-3 times each) about their experiences and insights gleaned from the data.

**Setting**

This study was part of a larger research and development project, SCAUT (Self-, Collaborative- and AUTo-detection of signs and symptoms of deterioration), 2014–2018, which aimed to improve early detection of deterioration and communication among patients with a cardiac device and health professionals. The overall project was carried out at a cardiac device clinic at the Rigshospital, University of Copenhagen, Denmark, which is one of the largest cardiac device remote monitoring centers in Europe, following more than 3500 patients.

**Recruitment of Participants**

The study comprised a sample of 27 patients with chronic heart disease who had a secondary prevention ICD and were already part of an (R&D project). Secondary prevention ICDs were offered to individuals who survived sudden cardiac arrest or had a history of dangerous and recurrent abnormal heart rhythms, which is relevant for this study due to the chronicity of the disease and related self-care activities. While patients were similar in having an ICD, their underlying cardiac diagnosis, possible comorbidities, and psychosocial situation differed substantially. Participants were recruited through a mix of purposive sampling and self-signup to ensure that patients...
were interested and not too ill to participate. Of the 65 ICD patients we invited to participate, 27 ICD patients provided written informed consent to this study, which explored the experiences of activity data as related to being an ICD patient and the data’s potential for predictive analytics of dangerous arrhythmias. Of the 27 patients, 25 patients were male (93%), and 2 patients were female (7%); the average age was 57 years. The sample largely reflected the demographic profile of ICD patients in Denmark in 2017, when 18% of patients were female and the majority of procedures were carried out on patients aged 55-74 years [42].

The participants were provided with and instructed to wear a Fitbit Alta HR (Fitbit, San Francisco, CA), which is a wristband activity tracker that can record and visualize heart rate, sleep, and steps onscreen and in a Fitbit mobile app. They were informed that wearing the activity tracker was unrelated to their treatment at the clinic and that our purpose was to explore how they experience the relationship between activity data and their heart disease.

**Data Collection: Semi-Structured Interviews**

Data were collected with 66 semistructured interviews in 3 overall iterations using 3 interview guides. The first iteration aimed to create a baseline of patients’ expectations concerning activity-illness relationships and get a sense of their embodied experience of everyday living with an ICD. The second iteration aimed to understand the initial 2-week experiences with activity tracking using concrete examples from their own tracking data and asking them what they had learned or wondered about when using the Fitbit and looking at the data. The third iteration aimed to understand the longer-term experiences and data-sensing practices and any ambivalences arising from using the Fitbit (4–49 weeks).

Patients were interviewed individually (sometimes with relatives) in their homes or in locations convenient to them (eg, workplace or hospital office space). Each interview lasted between 25 minutes and 1 hour and 40 minutes. During interviews, the interviewers took field notes and pictures of participants showing concrete examples of activity data in the Fitbit mobile app to support the analysis of the data. All interviews were audio-recorded and transcribed either in full or in selected passages.

**Data Analysis**

The interview transcripts were hand-coded iteratively, following an abductive reasoning logic [43,44], starting with a joint analysis workshop after the second interview with all 27 patients to identify emergent themes regarding data sensing and insights from the data to be followed up in the final interviews. At this stage, field notes and pictures from the interviews offered an interpretive aid, offering contextual guidance for those of us who had not been present at the interview. Upon the final round of interviews, another joint workshop solidified and elaborated the initial insights and ideas against the body of related work, to develop a joint analytical framework and coding protocol.

This framework combined dimensions of data sensing — knowing, feeling, and evaluating the self through data with contextual embedding and experiences of illness in daily chronic living [45] — to clarify how patients with an ICD make sense of Fitbit data relating to their heart disease. Finally, we recoded the complete empirical material manually according to these dimensions, first individually and then together, to ensure reliability in producing a thematically organized analysis of patients’ data sensing [46].

**Study Approval and Ethical Considerations**

This paper was based on a substudy of the SCAUT research and development project, which was approved by the Danish Data Protection Agency and reviewed by the National Board of Health and Danish National Committee on Health Research Ethics (H-19029475). We took several measures to respond to possible ethical concerns. First, we ensured voluntary participation through an open invitation with self-signup, and we emphasized in interviews that participants could opt out at any time. Second, we communicated with all participants between interviews to ensure they were comfortable with wearing the wristband. We made sure that the participants understood that the Fitbit activity tracker was a consumer device and not a clinical device and that the data did not have diagnostic validity. Finally, we adjusted the conversation in interviews accordingly if patients expressed specific health concerns brought on by their interaction with the Fitbit; specifically, we urged them to contact their health professional for guidance.

**Results**

**Device Engagement**

Our results showed how patients with an implanted ICD device engaged with and made sense of activity data from the Fitbit in the context of chronic illness and self-care. Most (18 of the 27 participants) related their real-time heart rate, sleep, and step count data directly to their heart disease (Table 1). The remaining participants, however, connected the data to leisure activities, wellness, and exercise. Some portrayed themselves as not being a patient, explaining that they mostly did not have symptoms. Two patients chose to opt out after only wearing the tracker a few times owing to finding the wristband annoying to wear or simply losing interest (P6, P7). Patients used the activity tracker for an average of 26.1 weeks and took breaks from using it an average of 5.9 weeks.

The patients who did relate the data directly to their illness did so in 3 overall dimensions (Table 2): as something that generated new knowledge, as something that raised affective responses, and as something that could be used to evaluate themselves and their overall health. Within these 3 dimensions of experience, patients accounted for a range of positive, negative, and ambivalent experiences with activity data. For an extended analysis of the affective dimension and the consequences for patients’ interpretation of Fitbit data, see [47].
<table>
<thead>
<tr>
<th>Patient number</th>
<th>Age (years)</th>
<th>Sex</th>
<th>Year of ICD\textsuperscript{a} implant</th>
<th>Symptoms experienced</th>
<th>Number of weeks using the Fitbit (\text{not using})</th>
<th>Experienced Fitbit data relating to heart disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>67</td>
<td>Male</td>
<td>1998</td>
<td>No symptom experiences; experienced palpitations before</td>
<td>18 (0)</td>
<td>No</td>
</tr>
<tr>
<td>P2</td>
<td>61</td>
<td>Male</td>
<td>2015</td>
<td>Severe chest pain and shortness of breath</td>
<td>47.5 (0.5)</td>
<td>Yes</td>
</tr>
<tr>
<td>P3</td>
<td>41</td>
<td>Male</td>
<td>2009</td>
<td>No symptom experiences; experienced shortness of breath before</td>
<td>41 (6)</td>
<td>No</td>
</tr>
<tr>
<td>P4</td>
<td>55</td>
<td>Male</td>
<td>2014</td>
<td>Dizziness and sometimes fainting</td>
<td>13 (5)</td>
<td>Yes</td>
</tr>
<tr>
<td>P5</td>
<td>66</td>
<td>Male</td>
<td>2010</td>
<td>Dizziness and sometimes fainting</td>
<td>8 (23)</td>
<td>Yes</td>
</tr>
<tr>
<td>P6</td>
<td>67</td>
<td>Male</td>
<td>2015</td>
<td>No symptom experiences</td>
<td>9.5 (1.5)</td>
<td>N/A\textsuperscript{b}</td>
</tr>
<tr>
<td>P7</td>
<td>28</td>
<td>Male</td>
<td>2008</td>
<td>No symptom experiences</td>
<td>6 (3)</td>
<td>N/A</td>
</tr>
<tr>
<td>P8</td>
<td>69</td>
<td>Male</td>
<td>2015</td>
<td>No symptom experiences (primary prophylaxis)</td>
<td>36.5 (11)</td>
<td>Yes</td>
</tr>
<tr>
<td>P9</td>
<td>47</td>
<td>Male</td>
<td>2008</td>
<td>No symptom experiences related to his heart disease; lung disease; difficulties exercising</td>
<td>33.5 (14.5)</td>
<td>Yes</td>
</tr>
<tr>
<td>P10</td>
<td>61</td>
<td>Male</td>
<td>2010</td>
<td>Sometimes feeling very tired</td>
<td>30 (8)</td>
<td>Yes</td>
</tr>
<tr>
<td>P11</td>
<td>59</td>
<td>Male</td>
<td>2006</td>
<td>Shortness of breath and sometimes sleep problems; finds it difficult to feel his heart rate</td>
<td>8.5 (0.5)</td>
<td>Yes</td>
</tr>
<tr>
<td>P12</td>
<td>66</td>
<td>Male</td>
<td>2015</td>
<td>Dizziness and sometimes fainting; anxious about getting a shock and experiences depression</td>
<td>49 (0)</td>
<td>Yes</td>
</tr>
<tr>
<td>P13</td>
<td>67</td>
<td>Male</td>
<td>2017</td>
<td>No symptom experiences; rarely experience fainting; leg tenderness and muscle fatigue</td>
<td>44.5 (0.5)</td>
<td>Yes</td>
</tr>
<tr>
<td>P14</td>
<td>52</td>
<td>Female</td>
<td>2008</td>
<td>No symptom experiences</td>
<td>49 (0)</td>
<td>No</td>
</tr>
<tr>
<td>P15</td>
<td>61</td>
<td>Female</td>
<td>2004</td>
<td>No symptom experiences; sometimes being anxious about the ICD/irregular heartbeats</td>
<td>14 (1)</td>
<td>Yes</td>
</tr>
<tr>
<td>P16</td>
<td>47</td>
<td>Male</td>
<td>2014</td>
<td>Dizziness and sometimes fainting</td>
<td>35.5 (11.5)</td>
<td>No</td>
</tr>
<tr>
<td>P17</td>
<td>45</td>
<td>Male</td>
<td>2013</td>
<td>Dizziness and shortness of breath during high activity levels</td>
<td>35 (7)</td>
<td>Yes</td>
</tr>
<tr>
<td>P18</td>
<td>67</td>
<td>Male</td>
<td>2009</td>
<td>No symptom experiences</td>
<td>18 (29)</td>
<td>Yes</td>
</tr>
<tr>
<td>P19</td>
<td>66</td>
<td>Male</td>
<td>2005</td>
<td>Palpitations daily; experiences periods of depression and has restless leg syndrome</td>
<td>20.5 (1.5)</td>
<td>No</td>
</tr>
<tr>
<td>P20</td>
<td>69</td>
<td>Male</td>
<td>2014</td>
<td>No symptom experiences, except sometimes shortness of breath</td>
<td>39.5 (8.5)</td>
<td>Yes</td>
</tr>
<tr>
<td>P21</td>
<td>38</td>
<td>Male</td>
<td>2008</td>
<td>No symptom experiences; worries daily about having a cardiac arrest again</td>
<td>13.5 (0)</td>
<td>Yes</td>
</tr>
<tr>
<td>P22</td>
<td>59</td>
<td>Male</td>
<td>2001</td>
<td>Shortness of breath and sometimes dizziness when exercising and running; rapid heartbeats and chest pain</td>
<td>19.5 (0.5)</td>
<td>Yes</td>
</tr>
<tr>
<td>P23</td>
<td>49</td>
<td>Male</td>
<td>2017</td>
<td>No symptom experiences</td>
<td>47 (2)</td>
<td>Yes</td>
</tr>
<tr>
<td>P24</td>
<td>74</td>
<td>Male</td>
<td>2017</td>
<td>No symptom experiences</td>
<td>42.5 (6)</td>
<td>Yes</td>
</tr>
<tr>
<td>P25</td>
<td>51</td>
<td>Male</td>
<td>2014</td>
<td>No symptom experiences</td>
<td>9 (15)</td>
<td>No</td>
</tr>
<tr>
<td>P26</td>
<td>56</td>
<td>Male</td>
<td>2010</td>
<td>No symptom experiences; sometimes feels palpitations and shortness of breath</td>
<td>4 (0)</td>
<td>No</td>
</tr>
<tr>
<td>P27</td>
<td>58</td>
<td>Male</td>
<td>2014</td>
<td>Shortness of breath; sometimes sleep problems; knee-pain due to osteoarthritis</td>
<td>12 (5)</td>
<td>Yes</td>
</tr>
</tbody>
</table>

\textsuperscript{a}ICD: implantable cardioverter-defibrillator.

\textsuperscript{b}N/A: not available because the patient did not describe a relation between the activity data and his or her heart disease.
Table 2. Dimensions of how patients experienced activity tracking related to their disease.

<table>
<thead>
<tr>
<th>Experiential dimension</th>
<th>Experience</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowing</td>
<td></td>
</tr>
<tr>
<td>Positive: gaining insight</td>
<td>Learning that heart disease increases one’s average resting heart rate (P2, P4)</td>
</tr>
<tr>
<td></td>
<td>Learning that medication influences the heart rate (P5, P22, P23, P27)</td>
</tr>
<tr>
<td></td>
<td>Learning that activity improves one’s average heart rate (P4, P21)</td>
</tr>
<tr>
<td></td>
<td>Using activity data to monitor heart pumping ability (P10)</td>
</tr>
<tr>
<td>Negative: evoking doubts</td>
<td>No new learnings: Sensing is more useful than activity data (P1, P5, P16, P22)</td>
</tr>
<tr>
<td></td>
<td>Doubting heart rate data (P2, P22)</td>
</tr>
<tr>
<td></td>
<td>When doubt becomes mistrust (P12)</td>
</tr>
<tr>
<td>Feeling</td>
<td></td>
</tr>
<tr>
<td>Positive: being reassured</td>
<td>Feeling safe through Fitbit reassurance (P11, P12, P17)</td>
</tr>
<tr>
<td></td>
<td>Reassurance prompts activity (P24)</td>
</tr>
<tr>
<td>Negative: becoming anxious</td>
<td>Both insights and doubts can introduce new anxieties (P12, P13, P15, P23)</td>
</tr>
<tr>
<td>Evaluating</td>
<td></td>
</tr>
<tr>
<td>Positive: promoting improvement</td>
<td>Being nudged and getting praise (P19, P20, P23, P24)</td>
</tr>
<tr>
<td>Negative: exposing failure</td>
<td>Recognizing a nudge but not knowing what to do about it (P13)</td>
</tr>
<tr>
<td></td>
<td>Not getting the proper reward: the invisibility of “good” activities (P18)</td>
</tr>
<tr>
<td></td>
<td>Self-disappointment with poor numbers (P8, P17, P24)</td>
</tr>
<tr>
<td></td>
<td>Ignoring or resisting nudges (P18, P19)</td>
</tr>
</tbody>
</table>

Knowing: Gaining Insight and Evoking Doubts

As part of their motivation for participating in the study, many participants expressed an interest in knowing more about their health and body and about the possible relationships between their daily activities and their heart. In our interviews, it became clear that patients actively sought knowledge about their heart and health through the readings on the Fitbit and that some gained insight from the data. For others, the knowledge they gained from sensing their own bodies was more useful than the Fitbit data. Finally, some participants experienced that the data did not align with their activities and sensory experiences; thus, they doubted the accuracy and trustworthiness of the data.

Learning That Medication Influences the Heart Rate

Several patients knew, speculated, or learned about how medication can affect the heart rate. By looking at the Fitbit data, P5 noticed that his average heart rate decreased when on vacation, and he considered that his medication might have an effect. P27 also noticed that his medication influenced his heart rate:

*Obviously, the heart rate follows how active you are; but, for healthy people, it’s not abnormal that it reaches 116. But I get 13 pills in the morning and 3 in the afternoon.*

P23 also noticed that medication influences his heart rate:

*My beta blockers have been reduced in dose, which may also have something to do with the changes in the resting heart rate.*

P22 had always been exercising; however, after an event a few years ago, he was prescribed a double dosage of beta-blockers, and it was decided to reduce the dosage again because his heart rate had dropped too low. Now, he finds it exciting to use Fitbit to learn about the relationship between medication, exercise, and heart rate and to confirm his heart rate data:

*I still monitor what happens. This morning I saw an increase in my average heart rate of 12% and my maximum heart rate of just over 15%. And that’s what’s fun and what I use it for because it has annoyed me extremely that I couldn’t run like I used to.*
Learning That Activity Improves One’s Average Heart Rate

P21 noticed that there is a relationship between exercising and average heart rate:

> After serious ice hockey training, the average heart rate is higher on the day after, and then it drops in the weekend.

Similarly, P4 discovered that when he is more active, his average heart rate drops:

> During the 20 days I have been wearing the Fitbit, I have seen a drop in my heart rate by 10 heartbeats per minute. I think that’s crazy. I have been more active, yes, and I have been walking more. I have set exercise goals.

He experienced this as a positive thing:

> I think it’s fine that my resting heart rate goes down because, if it goes down, the heart does not have to work as hard. It makes a difference whether my heart rate is 70 or 60 beats per minute when resting.

Using Activity Data to Monitor Heart Pumping Ability

Several patients had experience with other activity trackers. One patient (P10) described how he used the data to monitor his heart condition. He was diagnosed with heart failure, and his heart had a reduced pumping ability, “Down to around half of what is normal,” he said. He used the Fitbit to address his concern that his heart rate will drop even lower:

> I use it to keep an eye on my condition. When I go spinning, I do the same intervals, and I can therefore see if I have burned the same calories in that hour. So, I can say, okay, I’m fairly stable, or I can see if it has gone down. Because then it might be my heart getting worse in its ability to pump.

No New Learnings: Sensing is More Useful Than Activity Data

Several patients had learned over the years to sense developments in their heart condition. One patient explained that, in the past, when he got rapid and dangerous heartbeats and the ICD began treatment with antitachycardia pacing to terminate the arrhythmia, he sat down and waited until it passed. He used to call the Heart Centre when he felt the symptoms to find the reason for getting so dizzy:

> Sometimes I suddenly experience a “dive,” and then I just have to hold on to something. It’s very different how often it happens. But when I look at [the Fitbit activity data], it does not show anything. So, I can’t find the reason for getting so dizzy. [P5]

Similarly, P16 explained that there is no connection between symptoms and heart rate:

> There is no connection. I’ve tried to get symptoms when doing gymnastics where I had the pulse all the way up, and I’ve tried to get symptoms while I was sleeping. I have not found any connection at all.

Doubting Heart Rate Data

Heart rate data also created doubt among some participants. One patient doubted that the heart rate data presented on his Fitbit were accurate when walking:

> But I have seen sometimes when out for a walk, my heart rate is really high. Average 166—I think that is a little high. And, sometimes, I have seen it going up to 197 beats, and I don’t know why. [P2]

Another patient found the heart rate data “weird” at times. He experienced chest pain a few times when he was out running; however, no answers could be found in the activity data:

> I felt a little uncomfortable — one might suddenly think of a blood clot. But I can’t see in any of the trackers that the pulse has been particularly high or particularly low. [P22]

At other times, when he was just walking, there were sudden peaks in the heart rate data:

> It seems strange. It’s just right there — a peak up. It almost seems like a mistake that it goes from 80 to almost 170. It seems completely messed up what happens here. [P22]

Several other patients experienced that their heart rate showed unusual fluctuations on Fitbit.

When Doubt Becomes Mistrust

One patient had disease-related anxiety and had difficulties sleeping. Initially, the Fitbit data concerning his sleep revealed that he slept more than he thought he did when he woke in the morning after a difficult night. However, when he later saw that the Fitbit had registered “sleep” while he was calmly watching a movie, he and his wife started distrusting the measurements of sleep altogether:

> This Saturday, we looked at sleep, for instance, and we could not make the numbers fit because he had been awake a lot. The data was wrong, and we do not know how it works. Then you go on to think, can you trust this device at all? [wife of P12]
Across participants, the sleep tracking measures of Fitbit were noted as unreliable and not reflective of actual sleep. For some participants, discovering that sleep data were inaccurate led to mistrust and a general, critical understanding of the measurements provided by Fitbit.

**Feeling: Being Reassured and Becoming Anxious**

Being diagnosed with a heart condition often introduces profound anxiety into patients’ (and their relatives’) lives. It is well-known that patients with an ICD are at an increased risk of being diagnosed with depression and anxiety [48]. In our interviews, some patients had different levels of anxiety and used the Fitbit to reassure themselves that their heart was doing okay. For some, this helped them engage more in physical activity — something they might have held back on owing to fear of provoking an attack (ie, kinesiophobia) [49]. However, the Fitbit — partly owing to the doubts and uncertainties introduced as described — could also spark new and additional anxieties and negative feelings regarding participants’ health.

**Feeling Safe Through Fitbit Reassurance**

For some patients, having a heart condition raised their embodied attention, making them very alert to bodily signs:

> As soon as there is even a little thing in these zones [in his chest region], and I would even say just one, like a sprain, I get nervous. [P12]

This patient, who is very affected by anxiety and depression, used the Fitbit to reassure himself that he is not having a cardiac arrest:

> Then, I was out chopping firewood. I felt like it began to beat both in a weird way, and it felt like it beat really fast, but it did not. There was nothing. There was nothing to be seen [on the Fitbit] anyway. [P12]

For this patient, seeing his heart rate within the normal spectrum reassured and calmed him down:

> Now I get certainty. Is something wrong or not.

Another patient, who experienced getting a shock from his ICD after walking the stairs, explained that:

> Being able to see my heart rate is normal creates a sense of security because I’m not able to feel when my heart rate rises. A normal rhythm means that there is nothing to be afraid of — no danger is underway. [P11]

Similarly, P17 used the heart rate data as support in vulnerable situations:

> I’ve tried it so many times, to have those VTs [rapid heartbeat] and I know what it leads to, and that’s what I fear.

One time he was lying down, and he used the heart rate on the Fitbit tracker to get confirmation on the duration of rapid heartbeats:

> If it lasted more than 5 minutes, I would have called 112 [emergency services]. Because, sometimes, I think when I get that feeling of fast heartbeats, it may well be imagination.

**Reassurance Prompts Activity**

Holding back during physical activity was something several of the informants touched upon, as some had had a heart attack while exercising or had experienced an ICD shock when climbing a flight of stairs. Checking their heart rate while doing more physically demanding tasks and sports motivated them to increase their activity:

> I’m not afraid to have a high pulse when we do the Bikefit exercise at gymnastics … because I can see it goes down again [his heart rate]. [P24]

**Both Insights and Doubts Can Introduce New Anxieties**

In the first section, we touched upon some of the doubts concerning the validity of the Fitbit data. For the anxious patient in need of reassurance, this uncertainty can be stressful, as noted by the wife of P12. P15 described it as follows:

> There are plenty of worries when you have a heart disease. You don’t need unnecessary things that make you worry more.

The Fitbit sleep data, for example, created unwanted attention to what it meant for her health:

> What does it mean for my health? Am I sleeping enough or too little, and what can I do about it? Such concerns arise, which I could do well without.

She also experienced getting a high pulse that was “completely unprovoked” and then seeing it on the Fitbit:

> But I can’t do anything about it, and I can’t use it for anything—unless they can see it in the clinic.

One patient noticed that Fitbit wants him to sleep 8 hours per night — a goal he rarely reaches:

> I have always had this sleep pattern, and it did not bother me until I got this Fitbit, which says I should sleep 8 hours a night … I get worried and start to question whether I ought to sleep more. [P13]

Finally, the introduction of new concerns and anxieties by Fitbit goes beyond patients’ individual experiences. P23 explained that he tried to avoid drawing attention to his Fitbit wristband when being around his teenage kids:

> I think it reminds them a little bit of something bad … it’s interpreted negatively—like someone has to keep an eye on me.

**Evaluating: Promoting Improvement and Exposing Failure**

As we presented in the previous sections, patients used Fitbit’s numerical representations to make sense of their bodily sensations in the context of self-care. The fact that the Fitbit device allows them to see — as numbers, icons, and graphics — something that they usually relate to as sensations provides a new form of motivation. Setting targets for activity, getting notifications, and seeing achievements represented visually can be encouraging. Concurrently, however, the Fitbit also exposes unmet goals, thereby inducing self-disappointment or even shame. The Fitbit does not register or “see” all the activity that the patients found to be relevant as fair representations.
Being Nudged and Getting Praise
Several of the patients talked about how the Fitbit nudged them to stay physically active — it is “a kick in the butt,” as one patient noted (P19). Users can set their activity goals as they please; however, most went with the default setting of 10,000 steps a day. All patients looked daily to see if they had reached that goal, and some found it motivating to see the numbers and get positive feedback (visually provided in the form of stars) from the user interface. One patient described himself laughingly as:

Addicted to it because it says you have to walk 10,000 steps a day, and that fits with some of our walks. It becomes a sport; it gets me going. [P20]

Others noted how the gamification element invoked in the Fitbit led to small changes in their daily activities. For P23, Fitbit prompted him to take the stairs instead of the elevator to get more steps. It also prompted him to get up when it beeped every hour to take 250 steps by walking up and down the hall during work breaks. For these patients, Fitbit is “a little push in the right direction” (P23) and “an inspiration to continue” (P24).

Recognizing a Nudge But Not Knowing What to Do About It
 Whereas simple nudging features such as awarding stars for accomplishing specific activity benchmarks seemed to motivate participants, there were also examples of participants becoming unsure of what constitutes appropriate activity. For example, Fitbit (by default) beeps once every hour during the day to pace the wearer to walk 250 steps every hour. For P13, this nudge suggested that average but regular activity throughout the day might be preferable to his usual practice of lumping activity together for more intense periods of exercise. It made him wonder if he should organize his workout differently, even if this wondering did not lead him to make any actual change.

Not Getting the Proper Reward: The Invisibility of “Good” Activities
After wearing the Fitbit for some time and having acquainted themselves with the collected activity data, some participants reported being frustrated that the Fitbit did not really measure all their activity. They did not feel “seen” by the device and rewarded properly for their efforts. This is particularly the case for those participants who did cycling, CrossFit, and other activities beyond walking and running as part of their everyday life activities. One participant lamented:

It is actually misleading because most of my activity is on a bike, and it does not register this. But it is also exercise. [P18]

These experiences added to the doubt in the data and the accuracy of measurements described previously.

Self-Disappointment With Poor Numbers
If positive feedback is seen as motivating further activity tracking, conversely, the negative feedback from Fitbit made some participants feel disappointed with or ashamed of themselves because it highlighted that they had not been active enough:

Well, I guess it has to do with that bad conscience you get the next day, if you cheat. [P8]

This was mentioned by several patients, and, for some, it made the Fitbit less attractive. P24 talked of self-disappointment when receiving negative feedback from Fitbit and noted that there might be someone else looking at their data, surveilling whether they reached their goals:

Yes, because it gossips all the time, noting that I have not walked far enough … I think you could always find an excuse for not walking; like, it’s raining.

For P17, the low step count created negative emotions on “bad days” and became linked to his heart condition:

It gives me a little guilty conscience that I do not get much exercise because, I have no doubt, the more weight I gain, the more fat is generated around my heart, and the harder it is for the heart to pump.

Ignoring or Resisting Nudges
Some participants tempered their engagement with Fitbit by actively resisting to do what the device suggests:

I know that it tells me, every once in a while, that it is time to go for a walk. But I decide when it is time to go for a walk. And then it says, let’s go, and I’m like no way because I don’t have the time right now. [P18]

For some, the Fitbit’s nudging was simply a source of annoyance:

It can be a little irritating watching all the green “pling pling.” I don’t want that; I don’t care about it. I just want the info. [P19]

Yet, for others, such as P18, resisting the nudge to walk every hour was followed by a deeper reflection about whether activity tracking is good at all for his health:

I actually think it is a little unhealthy to measure oneself all the time. It comes to take up a lot, in my life, and I don’t think it is that important.

Discussion
Principal Findings
Our study contributes to understanding how patients with chronic heart disease, as opposed to healthy individuals, experience activity data from consumer self-tracking devices in self-care. We found that patients with an implanted ICD relate the activity data to their illness experience and their self-care activities in 3 overall dimensions: as something that generated new or destabilized existing knowledge, as something that raised affective responses, and as something that could be used to evaluate themselves and their overall health.

The distribution of patients’ experiences on a continuum from positive to negative suggests that activity data had “dual effects,” which means that the data created as much as it solved the problem of chronic illness [50]. The problems that people with chronic illness have to deal with become mediated in new ways and what may count as “normal,” “good,” “problematic,” or
“bad” may exist and support the experiential ambivalence that studies of self-tracking and activity data have also found among leisurely users and quantified self-enthusiasts [22,45,51,52]. The concept of “ambivalence” unites this stream of research in which patients’ attitudes towards digital health devices “neither are consistently negative (implied by the notion of ‘rejection’) nor consistently positive (implied by the notion of ‘acceptance’)” [45]. Conflicting or ambivalent experiences appear constitutive of self-tracking: “doubt, guilt, fear, shame, dismay, disappointment, and hesitation as well as joy, relief, excitement, enthusiasm, and pride” [51].

Generating knowledge from interpreting activity data is often portrayed as the essence of self-tracking. For healthy individuals, it may comprise discoveries about physical performance in everyday life and adopting healthier behavior [33,35]. For the patients in this study, performance-oriented and fitness-oriented development of self-knowledge also surfaced. Patients obtained new insights about how exercising improves their average heart rate and that their heart disease may be the reason for a higher resting heart rate.

Other more disease-specific reflections surfaced as using Fitbit data to monitor the status and development of heart failure (heart pumping ability) and speculating about how heart medication affects the pulse. Unusually high heart rate data created doubt when walking or when connected to chest pain while running. Therefore, Fitbit data became part of generating a type of lay and personal expertise for, at best, supporting day-to-day self-care activities and living with a chronic disease and, at worst, creating uncertainty. This kind of “experiential knowledge” or “patient knowledge” [53-55] is often considered distinct from medical and scientific knowledge in that it is a by-product of bodily sensing and coping with daily practicalities of the disease as well as it is re-appropriated medical knowledge used to contribute, but also dispute, the biomedical perspective [55].

For patients, Fitbit data can provide support for self-care with informational cues alongside bodily sensations and experiences in the development of “know-how” [53] (ie, understanding what is going on or deciding what action to take). As opposed to healthy individuals’ knowledge-making with Fitbit, the unsupported lay interpretation of medically unvalidated heart rate data poses a risk for patients taking inappropriate action, for example, using Fitbit heart rate numbers to diagnose a cardiac arrest when running and deciding whether to keep on running or when getting chest pain and becoming dizzy in the office and then using Fitbit to decide what to do. The practical implications of patient knowledge generation from Fitbit suggest that patients should not be left alone with interpreting activity data as part of self-care. Deploying self-tracking and activity data in chronic care should be carefully accompanied by a purposeful clinical intervention such as rehabilitation and training programs where clinical staff can support patients in interpreting activity data, and data visualization should be designed to support meaningful action in the context of self-care.

The affective dimension of self-tracking when living with a chronic heart disease also emerged as loaded with ambivalence. Fitbit numbers may provide numerical reassurance, which can relieve acute anxiety related to unclear bodily sensations and provide confidence to exercise. Concurrently, heightened attention to Fitbit data can also introduce new uncertainties and anxieties. Moreover, it is important to underline that the reassurance of the Fitbit data is not based on clinical evidence and, while reduction of acute anxiety is important to patients’ wellbeing, there is a risk that the numbers provide pseudoproof not sufficiently reliable to indicate anything clinically relevant about the patient’s condition. Given the prevalence of mental health issues, such as anxiety and depression, related to heart disease and the lack of mental health services for these patients, it is vital to consider the potential negative interactions between health tracking and mental health. Patients with chronic mental health comorbidities should not be left to try to cope with serious mental health issues alone with consumer devices.

Taken together, we see a tension between Fitbit’s promotion of success and exposure of failure to comply with set standard activity levels in the actual experience of using Fitbit. The ambivalence of knowing, feeling, and evaluating one’s chronic health condition against activity data from consumer devices, as opposed to clinically validated instruments, poses a concern for how engagement with data is placed in chronic care contexts as well as the purposes inscribed in the design of these new devices. In their analysis of ambivalence in mobile health for HIV care, Marent and colleagues [45] argued for the need to consider how the tension implied with ambivalence is embodied by particular bodily conditions and embedded in particular relationships and environments. Our study concerns people who, in clinical terms, have a chronic condition; however, the embodiment of this condition varies among participants. For some, the disease has a continuous and very challenging presence related to managing and coping with severe symptoms (see Table 1), while others tell us they do not feel sick at all. We suggest that the ambivalence of Fitbit data is more problematic when used by people who have a chronic condition and even more so for people who feel very challenged by their disease.

This relates to a second point about embeddedness. The ambivalence of Fitbit data should be understood in relation to its embeddedness in everyday contexts unrelated to clinical contexts of treatment. To what extent do people in these contexts have support from others such as relatives, peers, or health professionals who choose to engage in handling the ambivalences they encounter? What resources can they mobilize to act when experiencing doubt, anxieties, or other concerns when self-monitoring with Fitbit? With our paper being specifically concerned with patients who engaged with Fitbit data outside the established relationships of health care institutions, these questions become critical. Navigating benefits and harms of this form of active engagement with personal health data is, to a large degree, dependent on individual circumstances, resources, and networks, leaving inequalities potentially less mitigated by public health systems. We find that these are very central insights to take into account in research that focuses on how self-care practices can be furthered by harnessing the power of data and personal health technology. Too often, this literature focuses narrowly on individual
information processing and empowerment while disregarding the relational and situational embeddedness of chronic disease management. It not only neglects insights from health information-seeking literature, which has convincingly shown that patients’ information behavior is more often based on serendipity, avoidance, blissful ignorance, indulgence, bewilderment, and indulgence than on rational choices and reflections [56], but also neglects that self-care practices are always collective in the sense that they are embedded in complex sociomaterial relationships [57,58]. What our study further adds to the literature on self-care and technology, then, is that technology and data mobilized outside the established arrangements of health care with consumer tracking devices may introduce new ambivalences that some patients may have difficulties managing without professional assistance.

For human-computer interaction research and the design of activity-data visualization for patients, our study aligns with the understanding that data supports different levels of reflection and serves multiple purposes [59]. The implications of our study, we suggest, is that consumer activity-tracking devices deployed in health care contexts should be designed to also support collaborative reflection (ie, “co-reflection”) with health professionals, rather than focusing mainly on individual reflection [60]. Research on ways to support the shared work of tracking [61], co-reflection, and “co-care” [62] might be necessary to consider for personal informatics research in chronic self-care [25,47,63].

As an increasing number of people are generating and interacting with digital and individual health data outside the context of clinical practice, issues of inequality in health must be considered. Thus, there are important implications to consider in this typically optimistic, yet blurred, realm of “personal health data” (actualized for wellness purposes) and “patient-generated data” (actualized for clinical purposes).

Conclusions

We presented the findings from an explorative intervention study of how patients with a heart arrhythmia who have an implanted ICD experience activity data from Fitbit concerning their self-care and chronic illness. The aim was to further emergent literature and offer crucial empirical insight into the introduction of wellness tracking devices to various forms of chronic care management and the associated user experiences. Through repeated semistructured interviews with 27 patients equipped with a Fitbit wristband, we offer support and further elaboration on existing work on patients’ ambivalent experiences. We found that wearable activity trackers actualize patients’ experiences across 3 dimensions on a spectrum: (1) gaining new knowledge versus evoking doubt, (2) feeling reassured versus becoming anxious, and (3) evaluating one’s health by celebrating improvements and exposing failure. The experiences of individual patients can reside more on one end of the spectrum, can reside across all 3 dimensions, or can combine contrasting positions and even move across the spectrum over time. While activity data from wearable devices may be a resource for self-care through reassurance and motivation, they may also constrain patients and create increased uncertainty, fear, and anxiety.

The ramifications of knowing, feeling, and evaluating one’s chronic health condition against activity data from consumer devices, as opposed to clinically validated instruments, are largely unexplored. Our study suggests that we need critical attention in scholarship and health care practice concerning how engagement with such data is practiced in chronic care contexts, not least to assess how the purposes inscribed in the design of these new devices may be molded and twisted in self-care when meeting the logics, needs, and abilities of patients in different health care circumstances. Designers and health authorities should consider this complexity and ambiguity when determining the usefulness of self-tracking data in chronic illness.
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Abstract

Background: Despite the development of effective drugs for treatment, tuberculosis remains one of the leading causes of death from an infectious disease worldwide. One of the greatest challenges to tuberculosis control is patient adherence to treatment. Recent research has shown that video-based directly observed therapy is a feasible and effective approach to supporting treatment adherence in high-income settings. However, few studies have explored the potential for such a solution in a low- or middle-income country setting. Globally, these countries’ rapidly rising rate of mobile penetration suggests that the potential for translation of these results may be high.

Objective: We sought to examine patient perceptions related to the use of mobile health, and specifically video-based directly observed therapy, in a previously unstudied patient demographic: patients with tuberculosis in a low-income country setting (Cambodia).

Methods: We conducted a cross-sectional qualitative study in urban and periurban areas in Cambodia, consisting of 6 focus groups with tuberculosis patients who were receiving treatment (standard directly observed therapy) through a nongovernmental organization.

Results: Familiarity with mobile technology and apps was widespread in this population, and overall willingness to consider a mobile app for video-based directly observed therapy was high. However, we identified potential challenges. First, patients very much valued their frequent in-person interactions with their health care provider, which may be reduced with the video-based directly observed therapy intervention. Second, there may be technical issues to address, including how to make the app suitable for illiterate participants.

Conclusions: While video-based directly observed therapy is a promising technology, even in country settings where mobile penetration is reportedly almost universal, it should be introduced with caution. However, the results were generally promising and yielded important insights that not only will be translated into the further adaptation of key features of video-based directly observed therapy for tuberculosis patients in Cambodia, but also can inform the future design and successful implementation of video-based directly observed therapy interventions in low- and middle-income settings more generally.

(J Med Internet Res 2020;22(7):e16856) doi:10.2196/16856
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Introduction

Background

Despite the development of effective drugs for treatment, tuberculosis (TB) remains one of the leading causes of death from an infectious disease worldwide [1]. One of the greatest challenges to TB control is patient adherence to treatment: the need to take drugs daily for 6 months often proves too burdensome, leading to late initiation (treatment delay), disruption (missed treatment), or early termination (treatment default). Nonadherence prolongs the period of infectivity, potentiates relapse, and contributes to the emergence of multidrug-resistant TB cases every year [2].

Conventional directly observed therapy (DOT; the standard TB care whereby patients are strictly monitored daily over the course of their treatment, either by a health care worker or by trained community or family members [3]) faces significant implementation challenges. For patients and their households, adherence entails continuing nonpecuniary costs even when TB drugs themselves are free, including physical side effects, foregone productive time, travel costs, social stigma, and potential affront to autonomy [3]. Reliance on in-person interactions for oversight and support, particularly in resource-poor settings where patients are geographically isolated and hard to reach, is another persistent difficulty.

To address these challenges, numerous adherence-enhancement strategies based on DOT have been tried. Interventions that aim to enhance adherence (eg, reminder systems, defaulter action, education, and peer assistance) without addressing the underlying incentive problem have either shown mixed results or suggested that more high-quality context-specific evidence is needed [4,5]. Studies of financial incentives, however, have shown that patients receiving material rewards are significantly more likely to complete TB treatment [6,7], although these findings were mostly obtained in developed country settings.

With the spread of mobile technology, TB stakeholders are also increasingly eager to explore mobile health (mHealth) solutions to overcoming these constraints [8,9]. The simplest and most widely available approach is the use of text message reminders or apps to provide support or reminders. However, in the case of TB, use of text message reminders in low- and middle-income country (LMIC) populations has had limited effectiveness [10,11]. More sophisticated interventions, such as smart pills and electronic pill boxes, have been explored and some have shown promise, but practical apps suited to public TB control programs in LMICs are still limited [12-18].

Video-based DOT (VDOT) apps are another mHealth solution that can be integrated into a model of care. By leveraging the ability to take and share videos, VDOT platforms offer a wide range of intervention approaches beyond reminders alone, enhancing monitoring and support by allowing patients to record and send videos of themselves taking medication and enabling new modes of communication with health workers. If successful, such apps would reduce ongoing labor and transport costs by eliminating the need for health workers to travel to patients’ homes and allowing patients to take the drugs daily when convenient, further reducing patient opportunity costs. VDOT has already been shown to be effective in increasing adherence in some high-income country settings [19-25]. However, few studies have explored the potential for such a solution in an LMIC setting; where studies exist (eg, in India, Vietnam, Kenya, and Uganda) they show promises of feasibility and acceptability [15,26-29]. Globally, these countries’ rapidly rising rate of mobile penetration suggests that the potential for translation of these results may be high, but at the same time, the speed of such development may result in new and unanticipated challenges.

Objective

In this context, we sought to examine patient perceptions of issues relevant to the use of mHealth, specifically perceived barriers to treatment adherence, current experience with mobile phone features, and acceptability of VDOT and mobile cash transfers, in a previously unstudied patient demographic: TB patients in a low-income country setting undergoing rapid expansion of mobile penetration. Ultimately, the study aimed specifically to inform the future implementation of an mHealth platform to support TB treatment adherence in this population in Cambodia and, more generally, to highlight considerations when planning and developing such an intervention.

Methods

Setting

Our study location, Cambodia, presents a unique opportunity, with a high prevalence of TB, declining TB treatment completion, and increased mobile phone penetration. Approximately two-thirds of all Cambodians carry the TB bacterium, one of the highest rates in the world. DOT can be a challenge for the 80% of the population that lives in rural communities with poor roads and difficult access, served by a mix of health care workers and DOT volunteers. Although Cambodia has maintained outstanding national average treatment success rates of over 90% for well over a decade, disturbing overall trends and subnational disparities have emerged. Since 2009, treatment success and completion rates have declined steadily. Rising rates of drug-resistant TB also indicate that poor adherence may be a concern [30].

Regarding mobile phone penetration, in 2019 there were more mobile phones than people in Cambodia, with more than half the population owning smartphones [7]. This is an increase of 30% over the previous year, a trend that is likely to expand in the lower-income segments of the population, supported by continued declines in prices, as well as the recent introduction of Khmer-language support and system translation for Android version 4.4 and higher (previously available on Nokia and
Study Design

We conducted a cross-sectional qualitative study in urban and periurban areas of Cambodia, with the support of Operation ASHA, a nongovernmental organization providing TB treatment and other health services to low-income communities in Cambodia and other Asian countries. Operation ASHA’s community health workers visit patients in their homes every day during the first (intensive) phase of treatment and once weekly during the second (continuous) phase, with patients self-administering the drug the rest of the week.

We conducted 6 focus groups with TB patients being served by Operation ASHA: 3 groups in Phnom Penh (an urban setting) and 3 in Takeo (a semirural province). We determined the number of focus groups using a rule of thumb typically cited in the qualitative literature, namely, that 2 to 5 groups are required per category of participants. Because we had 2 locations (urban and periurban) and for logistical reasons limiting a greater number of focus groups, we settled on 3 groups per location. We recruited 12 participants per group to ensure a minimum of 8 assuming some attrition; ultimately, each group had between 10 and 12 participants. The 2 areas have similar rates of smear-positive results, at around 9% [31].

Participants

Study participants were men and women aged 18 years and older who had a diagnosis of TB and were currently receiving treatment from Operation ASHA, and who were physically able to travel to Operation ASHA local headquarters. Participants were recruited by Operation ASHA staff using the recruitment script developed by the research team and approved by the institutional review board of the University of Southern California, Los Angeles, CA, USA, which also covers Operation ASHA’s Cambodia work by an agreement of deferral for this study. All participants in the study were assured of confidentiality and anonymity and all identifiers have been removed to protect participant confidentiality. Participants provided oral informed consent, including for audiotaping and transcription, both during recruitment and at the start of the discussion. As a token of appreciation, participants received a US $10 cash incentive for participation. Participants who did not or were unwilling to provide informed consent were excluded from the study.

Instruments

A semistructured discussion protocol was designed by the lead author with qualitative research expertise (LR) to collect information on patient perceptions of adherence and mHealth interventions in general, as well as to inform the development of a mobile VDOT intervention to support TB treatment adherence. Issues for discussion included perceived barriers to treatment adherence, views on mHealth, and the acceptability of a potential VDOT approach to treatment. The protocol further focused on general issues related to basic features of a VDOT system: (1) sending and receiving text messages, (2) taking and sending videos, and (3) providing incentives via cash or mobile payments as incentives for treatment adherence. We pilot tested the instrument in the first focus group, after which we made minor amendments (primarily clarifying certain questions) for the subsequent groups.

Participants were also asked to assess an existing VDOT app developed by members of the study team (NIJP, JSM, WTO) and asked to evaluate the usability of such an app [32,33]. To avoid priming participants, we presented them with a short description of this VDOT mHealth app only after the general discussion about mobile phone ownership and current use. Users of this platform are provided with a personalized pill schedule that is monitored via the VDOT app. Using the VDOT mobile app, users are able to take a video of themselves taking their medication daily and upload the recorded video for a review by their health worker, together with a report of any adverse effects from the day before. Other features include a color-coded calendar indicating video submission and approval status by day, a function for explaining reasons for missing entries, and a messaging function for communication with the health worker. We also showed participants printouts of what the various screens of the app would look like. We then solicited impressions of the app, including their interest in such an approach, and concerns about its introduction.

We designed a short survey to collect background information prior to the focus group discussion. The questionnaire included questions on demographic and socioeconomic status to provide a complete picture of the background characteristics of our sample. All instruments and the screenshots of the VDOT app were prepared in English, translated into Khmer by bilingual translators, reviewed by an experienced local physician, and further refined where required.

Data Collection

We conducted all focus groups in July 2018. The focus groups were held in private meeting rooms within Operation ASHA’s health facilities in both study locations and facilitated by a moderator and note taker, both of whom were bilingual native Khmer speakers locally hired and trained in study protocols, facilitation methods, and data capture by 2 study leads (JY and LR). All groups were facilitated in Khmer with only the moderator, note taker, and 1 researcher from the University of Southern California present during the discussion. Discussions lasted approximately 90 minutes and were recorded with permission, transcribed verbatim, and translated into English for analysis.

Coding and Analysis

We conducted a thematic analysis, in which we coded transcripts using a deductive approach, with codes generated from a review of the transcripts and the study’s research questions and aims. This approach aimed to uncover the key themes and the most significant messages inherent in the raw data [34]. Where needed, the resulting codes were organized into broader, overarching categories. All transcripts were coded by the lead author (LR) using the final version of the codebook. We used the qualitative data analysis software ATLAS.ti version 8.4.4 (1135) (ATLAS.ti Scientific Software Development GmbH) to support the organization, review, and coding of the raw data.
Results

Sample Characteristics

We recruited 64 adults receiving TB treatment from Operation ASHA into our study. The sample comprised 34 men and 30 women with a median age of 55 years. The majority (n=44) were married, and 10 were widowed. This is broadly in line with available statistics on TB patients: in the most recently available Cambodian national TB prevalence survey, those aged 45 years or older accounted for 75% of smear-positive TB and 63% of smear-negative, culture-positive TB cases identified, with more males than females having smear-positive and smear-negative, culture-positive TB [35]. Educational attainment was generally low, with 19% (12/64) having no education, 53% (34/64) having an elementary school education, and the rest (18/64, 28%) having either lower or upper secondary education. No one in our sample had any tertiary education. While data are limited on the educational background of TB patients, these numbers show that our sample had overall lower educational attainment than the national population: in 2017, 19% of Cambodians aged 25 years and older reported having no or less than primary education, and 6% reported tertiary education [36].

In our own sample, almost half of participants required assistance from the research staff to complete the paper-based precoposition questionnaire.

In terms of labor force participation, less than half our sample (29/64) were employed full-time, and 31% were not working at all (20/64). The rest were working part-time (8/64), retired (n=3), or students (n=1). Our sample differed from the general population in this respect: in 2018, labor force participation for all adults aged 15 years and older was estimated at 85% [37].

This difference is likely a function of at least both the median age of our sample (55 years) and the fact that they were all TB patients in treatment.

Regarding TB treatment, 61% (39/64) of our participants had begun their TB treatment less than 4 months previously, with the rest (n=25) in treatment for 5 months or longer.

Reported Adherence to TB Treatment

In addition to basic sociodemographic information, the questionnaire asked participants about their experience with TB treatment, and their mobile phone ownership and use. The vast majority of our participants reported never having missed any of their medication (55/64, 86%); this is likely because Operation ASHA makes home visits. However, these home visits are not uniformly performed daily [2]: most reported seeing their health worker as part of their TB treatment only once a week (35/64, 55%) or less (n=7, 11%); the rest (n=22, 35%) reported seeing their health worker twice or more a week.

Our focus group discussions revolved around 3 main themes that would inform the rollout of a VDOT intervention in Cambodia: (1) challenges to TB treatment adherence, (2) familiarity with and likely acceptability of features of such a platform, and (3) receptiveness to an mHealth app to support treatment, including use of appropriate cash incentives. We discuss our findings in detail below and provide translated direct quotations to illustrate participants’ views of these different themes.

Challenges to Treatment Adherence

As expected, participants agreed that access to treatment itself had been easy for them because Operation ASHA provides treatment free of charge and through home visits. Across the groups, participants expressed high levels of satisfaction with the existing Operation ASHA model of home visits:

I speak truly, there is no difficulty [adhering to treatment]. The medicine, they bring it home; [when it] runs out, they bring [more] home. [Female, focus group 5]

It was not difficult like before, [when] we took the medicine at the doctor’s place. Now they bring the medicine to our home. [Male, focus group 2]

[For] some patients [it is] difficult to travel to the health center, so now we [have] home-based service, it’s [easier] for patients. [Female, focus group 3]

Participants tended to highlight the practical benefits of the home visits more than they did the financial benefit of medications for which they did not have to pay out of pocket. Issues of stigma and privacy regarding an individual’s TB and treatment status were not reported as significant concerns, even in the context of receiving a health care worker at home. In addition, there was widespread agreement that home visits not only were more convenient, but also enabled the health care provider to provide the encouragement, reassurance, and support that patients needed to adhere to the treatment, especially in the difficult first 2 months:

The doctor in charge of TB is very helpful. He is very attentive to patients. When I was on treatment he would come in every day to make sure I wouldn’t miss [any dose of] my treatment. I would have missed my treatment if he didn’t push me. After I took the medications I felt so nauseated. [Male, focus group 4]

Some [patients] could give up the medicines, so the doctor has to come every day. They travel by motorcycle on difficult road conditions. [Female, focus group 4]

While most participants agreed that the no-cost, home-based nature of their TB treatment was a critical factor for accessibility and adherence, they nevertheless recognized that, for themselves and for people they knew, there are significant challenges to treatment adherence, even when the medication is provided at home and at no out-of-pocket cost to the patient.

The main challenges participants identified were physical adverse effects, which can include itching and rashes, nausea, vomiting, lack of appetite, abdominal pain, and fatigue. Across the groups, participants told us of many individuals they knew in their communities who had interrupted treatment because of intolerance to adverse effects:

[Some people] do not want to be healed. They throw away the medicine which cause them some adverse effects. [Male, focus group 1]
The reason why patients refuse to take medicines is because of adverse effects. They make them nauseated or feel itchy. [Male, focus group 4]

[A neighbor] did not take [the medicine]. He said it’s difficult and [has a] bad smell. [Male, focus group 5]

Many also reported that they themselves had experienced difficulties “because there are very terrible adverse effects” (female, focus group 1). Adverse effects, they explained, can be confusing and scary, as in this participant’s experience:

For me after I took the medicines I developed numb joints and the lower part of my body became numb. I was panicked... [Male, focus group 4

Our participants noted that a key difference between nonadherent patients and themselves was that the participants were able to overcome their discomfort with the adverse effects and remain in treatment, as well as their determination to complete their treatment:

When the doctor came here he gave me some medications, which were difficult to swallow for the first 2 months. I had itching, couldn’t stand their strong odor, and felt nauseated. I had so much discomfort for the first 2 months. It was so horrible that I felt I was going to die. My weight then dropped to 56 kg, down from 60 kg. The smell was so repugnant and even if my children cooked porridge and fried or grilled cured dry beef for me I turned them away. But when I finished the larger tablets [and] I began to take the smaller ones I could eat very well and was able to eat anything including pickled vegetables, and my weight now is 63 kg. [Male, focus group 4]

We want to be cured, we have to try to be patient with eating, have to think appropriately for taking medicine to be cured. Do not give [away], do not throw [it] out, [we] take it all, and do not leave it. [Female, focus group 5]

Another issue participants identified was the pill itself. When asked what may lead a TB patient to interrupt treatment, a few participants agreed that the pills are large and difficult to swallow and remain in treatment, as well as their determination to complete their treatment:

A few participants recognized that the length of treatment poses challenges for adherence, even as the majority agreed that following the health care professional’s advice and continuing treatment exactly as prescribed are the key to recovering from the disease. Some admitted that this was true even for themselves, as in the following example:

When we take [the] medicine, it is difficult and sometime it’s too long time to take. Even I sometime do not want to be cured. [Female, focus group 3]

Another participant commented more generally:

Some people take [the medicine] for half the period, and they feel better, then they give up at the half period. They think they are better, they are cured. Actually, this disease, we need time. So, they give up at the half period, they think they are better, they don’t think it will be reactive. [Male, focus group 3]

Some participants also expressed the view that there are people with TB who may be “less likely to believe in medicines; they believe in traditional medicine” (male, focus group 1). For example, speaking of a neighbor who had received treatment but not followed it appropriately, a participant said: “Maybe he does not believe. He does not believe that the medicine could treat well” (male, focus group 6).

Experience With Mobile Phone Features

Most participants (n=41) said they owned a mobile phone, but a significant minority (n=23) reported they did not own one or use a phone owned by a family member. This is well below estimates in 2016 that over 96% of Cambodians aged 18 to 65 years reported owning a mobile phone [7]. A possible explanation for this discrepancy is the higher concentration of older participants in our sample (n=24, 38% individuals ≥60 years old) relative to the national average (estimated at around 7%) [38].

The majority of our participants who owned mobile phones used them for making and receiving phone calls. Other basic functions were far less common. Only 8 people reported using their phones to send or receive text messages, 7 reported using their phones to send or receive money, and only 1 used them to send or receive videos. Nevertheless, while the use of mobile phones to send and receive money was not widespread, many people reported being familiar with Wing (the largest mobile money platform in Cambodia) and other mobile money services when these were brought up in the discussion.

We probed our participants about reasons for not using their phones for money transfers, an element that would allow integration of incentives directly into a mobile app. Those who did not make any mobile cash transfers typically said that it was either because they did not know how to use these apps, or because they had no one to transfer money to or from (or a combination of both these reasons). Among those who had used their mobile phones to send and receive money, the view was that these services were convenient and easy to use:

In terms of using phones to transfer money, I think if we know [how to use it], it’s easier than going to receive [the money] at the bank or organization. It’s easier because the phone is in our hands. [Male, focus group 6]
Receptiveness to VDOT and Cash Incentives

Overall, participants were receptive to the general concept of a mobile app for VDOT. There was widespread recognition that an app could be convenient, as it would save time for both patients (in particular those who still had to attend health facilities for their treatment) and providers:

- If we spend time to meet doctor at the health center, it’s difficult. It takes a long time. Sometime, some patients do not have time. So, if you introduce us to use this, it's easier and saves time. [Female, focus group 3]
- We can alleviate the doctor’s workload because he would not have to come every day. [Female, focus group 4]

At the same time, participants expressed some concerns about this approach. First, some participants worried about the implications of seeing less of their health care provider, since VDOT would replace most of the home visits of the provider. A few individuals across the groups wondered where they would get their medications from if the home visits were discontinued: “If we don’t go to meet the doctor, where can we get the medicine, if he does not bring it for us?” (female, focus group 5).

Second, a related question was whom they would ask questions about their health if their face-to-face interactions with their providers were decreased. Two participants, for example, expressed a clear preference for seeing their health care providers in person rather than having them follow their treatment remotely:

- Seeing the doctor in person is better, as she can explain and advise us more. [Male, focus group 4]
- Go to meet doctor is better...because we can talk face to face for longer discussion. [Male, focus group 5]

When presented with the concrete example of the existing VDOT app, there was widespread concern about the technical aspects of the app. Even though the moderator described the app in some detail using printouts with pictures of the various screens and functions, there remained some apprehension among participants that they would not know how to use the app. Nevertheless, there was also agreement that if participants were taught how to use it on their phones they would be willing to try it.

Third, participants who did not own phones at the time of our focus group wondered how the app would apply to them.

In a few instances, participants worried about illiterate patients and how they would be able to navigate an app that, as they saw in the printouts, includes some text.

We also asked participants about their views of cash transfers proposed as incentives to adherence, which could potentially be a component of VDOT platforms. Most people welcomed the incentive idea, but many did not want to comment on how much the incentive should be or said they did not know what would be suitable. Those who agreed to comment on how much would be appropriate argued that somewhere between US $0.50 and US $1 per intake would be acceptable (although a very small number of participants argued for higher incentives, of US $2 or more).

Nevertheless, while our participants generally welcomed a cash incentive, many said that getting the medicines for free was sufficient incentive and money was unnecessary: “Having medicines is good already, sir. There is no need to have cash prize” (female, focus group 4).

Discussion

Principal Findings

Our findings showed that familiarity with mobile technology and apps was widespread in this population, and overall willingness to consider a mobile app for VDOT was high. The themes that emerged are in line with VDOT acceptability studies in low-income countries including India, Vietnam, Kenya, and Uganda [15,26-29] and broadly consistent with well-accepted frameworks for assessing the potential acceptability of technology to individuals, such as the technology acceptance model or the unified theory of use and acceptance of technology [39,40].

Our results, however, also highlighted some potential challenges that might arise with transitioning from a face-to-face interaction to VDOT and the resulting implications for interventions. First, many patients related their overall levels of satisfaction with and adherence to frequent, reliable, and high-quality in-person interactions and encouragement. This may then manifest in erosion of both patient satisfaction and adherence in the context of an app-only intervention. In addition, the most frequently cited barriers to adherence were adverse effects, which required physician intervention, and dissatisfaction with the treatment regimen in general, rather than forgetfulness or inconvenience (which are typical factors that work in favor of introducing regular VDOT over periodic in-person visits). Any VDOT intervention may thus need to prioritize timely and frequent feedback and encouragement, as well as ensuring regular interactions with health professionals at intervals, in particular during the first (intensive) phase of treatment, to ensure mitigation of any potential physical and mental harms from less frequent in-person contact.

Second, despite good internet network coverage in our selected areas, not all patients in our study owned a phone. However, almost all patients had access to one. In addition, for most individuals, especially in less urban areas, the use of the phone beyond calls was limited, and familiarity with key aspects of a VDOT platform such as texting and videos was low, with only 1 individual using video regularly. With access to a phone being household-based rather than individual, there may be implications for patient privacy and adherence to a regular schedule of use.

Third, given the rapidly expanding penetration of mobile networks across Cambodia, we expected a higher degree of ownership than we found in our focus group sample, with only 41 individuals personally owning a mobile phone. This may limit the accessibility of an app and lead to concerns such as confidentiality and reliability of access, which may not be assured on a borrowed phone. On the other hand, these findings...
also suggest that providing phones to participants as part of the intervention may prove a strong incentive to participate. In the focus groups, when the moderator explained that those without phones could be provided with one, enthusiasm and receptiveness to an app significantly increased.

Fourth, the benefits of the app are not likely to accrue to all groups equally. The demographic profile of users may be significant. Younger, more educated, and employed individuals may be most able to use the app and most likely to benefit from a more efficient interaction, whereas older adults may not only find the app more challenging, but also be most likely to experience adverse effects or be averse to losing the in-person interaction. Another issue is how to make the app suitable for illiterate patients. Literacy rates among Cambodian adults have been estimated at around 80%, which makes illiteracy a very significant problem [41]. While the proportion of illiterate TB patients is unclear, it is likely that it will at least mirror, if not exceed, that of the general population. The initial response to the presentation of a specific app platform was relatively subdued among illiterate users. The rollout of such an app may therefore not be universal, and instead would need to take the likely user profile into consideration, with training possibly extended to family members living with or close to the patient, who may act as treatment supporters especially with illiterate or older patients. Future development could focus on designing a language-free interface with visual cues in the form of symbols or icons instead of words.

In spite of these concerns, it is clear from our focus groups that participants were broadly receptive of our proposed innovation, as long as basic safeguards are put in place (in particular phone provision, training, uninterrupted access to the medications, continued access to a health care provider, and suitability for illiterate patients). Moreover, an app was perceived to be convenient not only for themselves; surprisingly, patients felt positive about lessening the burden on providers as well, which is likely to ease a transition to a new platform.

Limitations
First, one limitation of our study was the reliance on a convenience sample. Individuals who are willing to attend focus groups about adherence may be more likely to be generally adherent or positively disposed toward treatment or Operation ASHA in general.

Second, the use of a hypothetical, graphical presentation of a possible mobile app limited our ability to predict real acceptability and use. This may be especially problematic, as our sample demonstrated remarkably low exposure to apps overall, in spite of network coverage and access to smartphones, potentially due to a lack of familiarity or the lack of relevant service provision via apps at the time of the study. While a more in-depth investigation of factors driving this lack of exposure is beyond the scope of our study, it is worth more detailed exploration. We should reiterate, regardless, that participants were enthusiastic about the possibility of using an app as it was presented to them.

Third, some of our findings are context specific. The level of care provided by ASHA with extensive outreach may not be typical of DOT models in many parts of the world. Furthermore, none of our participants had used mobile apps for TB treatment, let alone health, before. These circumstances may limit broader generalizability across other treatment settings and models of care.

Conclusion
Our findings suggest that, while VDOT is a promising technology as long as appropriate safeguards are put in place, even in country settings where mobile penetration is reportedly almost universal, it should be introduced with caution. However, the results are generally promising and yield important insights, which not only will be translated into the further adaptation of key features of the VDOT app for TB patients in Cambodia, but also can inform the future design and successful implementation of VDOT interventions in LMIC settings more generally.
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Abstract

Background: Suicide risk assessment usually involves an interaction between doctors and patients. However, a significant number of people with mental disorders receive no treatment for their condition due to the limited access to mental health care facilities; the reduced availability of clinicians; the lack of awareness; and stigma, neglect, and discrimination surrounding mental disorders. In contrast, internet access and social media usage have increased significantly, providing experts and patients with a means of communication that may contribute to the development of methods to detect mental health issues among social media users.

Objective: This paper aimed to describe an approach for the suicide risk assessment of Spanish-speaking users on social media. We aimed to explore behavioral, relational, and multimodal data extracted from multiple social platforms and develop machine learning models to detect users at risk.

Methods: We characterized users based on their writings, posting patterns, relations with other users, and images posted. We also evaluated statistical and deep learning approaches to handle multimodal data for the detection of users with signs of suicidal ideation (suicidal ideation risk group). Our methods were evaluated over a dataset of 252 users annotated by clinicians. To evaluate the performance of our models, we distinguished 2 control groups: users who make use of suicide-related vocabulary (focused control group) and generic random users (generic control group).

Results: We identified significant statistical differences between the textual and behavioral attributes of each of the control groups compared with the suicidal ideation risk group. At a 95% CI, when comparing the suicidal ideation risk group and the focused control group, the number of friends ($P=.04$) and median tweet length ($P=.04$) were significantly different. The median number of friends for a focused control user (median 578.5) was higher than that for a user at risk (median 372.0). Similarly, the median tweet length was higher for focused control users, with 16 words against 13 words of suicidal ideation risk users. Our findings also show that the combination of textual, visual, relational, and behavioral data outperforms the accuracy of using each modality separately. We defined text-based baseline models based on bag of words and word embeddings, which were outperformed by our models, obtaining an increase in accuracy of up to 8% when distinguishing users at risk from both types of control users.

Conclusions: The types of attributes analyzed are significant for detecting users at risk, and their combination outperforms the results provided by generic, exclusively text-based baseline models. After evaluating the contribution of image-based predictive models, we believe that our results can be improved by enhancing the models based on textual and relational features. These methods can be extended and applied to different use cases related to other mental disorders.
social media; mental health; suicidal ideation; risk assessment; machine learning

**Introduction**

**Background**

Mental disorders are a serious health issue worldwide. According to the mortality data presented by the World Health Organization, the number of deaths because of suicide is equivalent to a person dying every 40 seconds [1]. Considering that the signs and symptoms of these disorders have been proven to be traceable on social media, scientists have started to work on the development of automated methods to detect signs and symptoms of these conditions [2-5] by addressing the importance of early detection [6,7].

State-of-the-art approaches for the detection of mental disorders in social media involve the use of machine learning techniques mainly based on textual features extracted from the posts [8-11]. These models require the previous acquisition of annotated data, which are extracted from a selected social platform. Considering this as a classification task, which manipulates sensitive data [12], a proper annotation process is required to obtain a reliable dataset. This has become one of the main challenges because diagnosing mental disorders involves the intervention of specialized and experienced clinicians who follow strict screening proceedings [11].

The methods used for analyzing user-generated data related to suicide focus on tracking social networks at a post level, *that is*, a tweet [13,14], or at a user level, *that is*, a sample of their tweets or posts [15]. The latter is more related to risk assessment, as more data from a single user can be explored. In terms of the type of information extracted and explored, state-of-the-art approaches perform an exhaustive analysis of textual information contained in posts. This has been proven to be relevant for screening and risk assessment tasks [16]. The methods applied often consider bag of words (BoW) models, topic models, lexicons, sentiment analysis tools, and readability and syntactical analysis features [5,15,17]. The most recent work with deep learning approaches consists of exploring sequence models encoding vector representations of terms known as word embeddings [3,11,15].

There are a few approaches that analyze features containing behavioral and relational information. Colomba et al [18] examined the connectivity and communication of users with suicidal ideation on Twitter based on the evaluation of retweets, whereas the work of De Choudhury et al [16] on Twitter defines an egocentric social graph for depression detection. However, these studies do not evaluate the performance of relational elements combined with image-based data.

Regarding the use of visual information from posts shared in social networks to address mental disorders, the closest approaches to our goal are methods for personality prediction [19], and a few recent approaches address self-harm, depression, and anxiety [20-22]. We believe that our study is the first image-based approach for suicide risk assessment on social media at the user level.

When we refer to suicide-related collections, to the extent of our knowledge, no previous publications have been reported on the generation of a suicide-related dataset built over Twitter where the annotation process involves expert clinicians labeling tweets according to the presence of suicidal thoughts focused on two types of control groups. Furthermore, our annotation was performed at the user level after having processed and analyzed sequences of posts within a period of a year. This allowed us to explore changes in time, as it has been proven to be useful for behavior analysis [23] and for the evaluation of early risk detection methods for depression [7,24].

**Objectives**

This study addressed the detection of mental health issues on social media, with suicide risk assessment as our use case. Our main contributions are listed as follows: (1) we defined a methodology to generate a reliable Twitter dataset for suicide risk assessment, which is also the first user-level dataset of this type dedicated to posts in Spanish; (2) we presented a method to obtain a subset of the user tweets related to a specific topic, in this case, *suicidal ideation*; (3) we generated models that explore the impact of not just relational and behavioral factors but also elements identified by specialists during consultations, which have been mapped to social networks; (4) we developed image-based predictive models to detect suicidal ideation; (5) we integrated the previous elements into a method that combines multimodal data to build predictive models that address the detection of mental health issues using cross-platform information (Reddit, Instagram, and Twitter); and (6) we refined the evaluation process of predictive models for mental health issues by considering 2 different types of control groups within the social media context: users with posts that might not use terms related to mental conditions (generic control cases) and users who make use of terms related to mental disorders (focused control group).

**Methods**

**Data Collection**

In this section, we described the methodology designed to generate a reliable Twitter dataset for suicide risk assessment. We selected Twitter as our main data source, as it has been proven to be suitable for analyzing mental disorders on social media [3,13,18,25-27], including suicidal ideation. We also highlighted the following aspects that this platform offers for our research: (1) the possibility of selecting posts in multiple languages; (2) the availability of relational and behavioral factors; and (3) the provision of a set of chronologically ordered posts from each user, which allowed us to do a cumulative analysis of the data referring to suicidal ideation.
Combining Reddit and Twitter for Gathering Suicide-Related Data

Before starting the crawling process on Twitter, we elaborated a list of suicide-related sentences to build a first filtering approach to obtain tweets coming from users at risk. In doing so, we started by collecting a sample of 500 titles of posts published in Reddit’s Suicide Watch forum [28]. These posts were mostly written by users with suicidal ideations, so their titles can be considered to be suicide-related sentences.

These phrases were then translated to Spanish and reviewed by clinic psychologists. Some sentences were added, discarded, and/or adapted by the clinicians. We kept 454 phrases after the analysis by experts. Then, based on their relevance and link to suicide risk factors [29], a subset of 110 phrases were selected for use as search terms on Twitter. A total of 98,619 tweets containing these phrases were extracted for a year, that is, from December 21, 2017, to December 21, 2018. These tweets corresponded to 81,572 Twitter users, with 9559 users having more than one tweet matched with the search terms. At the same time, for all users, we extracted all their tweets posted within the same search period.

Two-Level Annotation Process

First Level

In total, 2 labeling stages were followed to identify users with suicidal ideation. As our intention was to follow a manual labeling process done by clinicians, we selected a random sample of 1200 users among those who had at least two tweets matching our search phrases. The user names were anonymized, and 3 tags were defined for labeling purposes: (1) control—defining users who on their tweets did not seem to manifest suicidal ideations, users who did not refer to their own conditions, and users who were reporting news or opinions regarding suicide; (2) suicidal ideation risk—labeling users who, judging by their writings, seemed to present suicidal ideation signs; and (3) doubtful—dedicated to cases where psychologists were not sure about labeling users within any of the other categories. At the first labeling stage, a clinician specializing in this topic was asked to classify users within these 3 categories based only on the tweets containing the suicide-related keywords. After the labeling process, 73.8% (885/1200) of users were classified as control cases, 9.6% (115/1200) were classified as suicidal ideation risk cases, and 16.7% (200/1200) fell within the doubtful category.

Second Level: Short Profile Version

A second labeling process was followed for the users tagged as suicidal ideation risk cases. We analyzed more of their collected tweets to confirm their labels. Annotators noticed that there was a high number of tweets that were not related to suicidal ideation and even sometimes no tweets related to suicide were caught in the sample. To address this issue, we developed a classifier at a tweet level to distinguish tweets containing signs of risk from those that were not related at all with suicide. Thus, we could provide the second annotator a summarized version of a user profile, which we call short profile version (SPV), that contained mainly tweets related to suicide and its risk factors.

We built a binary classifier distinguishing 2 classes: (1) suicidal ideation–related tweet and (2) control tweet. To train the model, we chose as instances for the suicide tweet class the tweets of users tagged as suicidal ideation risk cases (513 tweets) and 346 phrases evaluated by the clinicians. For the control tweet class, we selected an equally proportional set of random tweets related to other topics, using Twitter’s Sample Tweets application programing interface (API) [30]. A BoW model with 1 to 5 grams was generated, and after applying principal component analysis and logistic regression analysis, we achieved F1=0.90, precision (Pr)=0.91, and recall (R)=0.89, with a 10-fold cross-validation procedure. This is considered as our short profile version classifier (SPVC).

The SPVC was applied to every tweet of the profile of all users labeled as suicidal ideation risk and, for each user, we selected the top 15 suicide-related tweets with the highest predicted probability values given by the SPVC. We considered these tweets as the sample to be evaluated by 2 additional annotators: a specialized clinician and a nonspecialized annotator. This second annotator was given detailed instructions and information on risk factors related to suicide. The annotators at this stage were asked to classify users into 2 categories: (1) suicidal ideation risk or (2) control, now having more information about each user. Once the second annotation process was completed, we only retained the positive cases (n=84) on which both annotators agreed, corresponding to 89% (84/94) of all the cases labeled as suicidal ideation by at least one of the annotators in this second stage. Thus, we ensured that the users labeled as suicidal ideation risk were classified under the agreement of 3 annotators at different stages.

We defined 2 different control groups with the same size as the suicidal ideation risk class:

- **Focused control group**: users writing suicide-related keywords in a non–suicidal ideation risk context, that is, users who trivialize about suicide, news reports, and information regarding the topic; or users who simply manifest their support or opinions to people at risk. Identifying these users is challenging for classification systems but is key in reducing false-positives. These users were chosen at random among the users labeled as control cases during the first annotation process.
- **Generic control group**: a set of Twitter users who might not necessarily use terms related to suicide. These users were selected randomly using the Sample Tweets API [30] and anonymized as had been done for the other groups.

For both the control groups, the second annotation process was followed to discard possible cases of users at risk within these samples.

Combining Multimodal Data for Detecting Suicide Risk

We proposed a method that given the profile of a user: (1) it uses a text-based model, described previously as the SPVC, which selects a subset of relevant tweets related to suicidal ideation. The set of tweets for which the SPVC provides a score over a given threshold is retained in SPV itself; (2) mostly from the outputted SPV, it extracts a set of relational, textual,
behavioral, lexical, statistical, suicidal ideation–related, and image-based features from the content and metadata of the tweets; and (3) it builds and evaluates different predictive models resulting from the combination of these features. Our features are organized into 3 different groups: (1) BoW or n-grams and word embeddings as a representation of textual features; (2) a set of features known as social networks and psychological (SNPSY) features containing a group of relational, behavioral, lexical, sentiment analysis, and statistical features, in addition to a set of features that attempt to map to the social media context certain signs and symptoms, which are usually considered by clinicians at the time of screening; and (3) an image-based score.

Features Definition

Generic Text-Based Features

Bag of Words and N-Grams

These are features that have been used to address similar tasks, such as depression detection and eating disorders screening [7,31]. These models represent terms or sequences of terms (n-grams) based on their frequencies on the documents analyzed. In our case, each user was represented by a document consisting of the concatenation of the text of all their tweets. Afterward, we used the Scikit-learn [32] Python library: TfidfVectorizer to generate a tf.idf representation of 1 to 5 grams at the word level. A set of Spanish stop words were considered to build this representation [33]. These features are referred to as BoW features in further sections. We also used ekphrasis [34] as a text preprocessing tool to replace generic tag elements such as money, phone numbers, digits, hashtags, and emoticons. We also removed the n-grams that appeared in less than 5% of the documents to reduce the feature space. This is done considering that the features’ number is given by the size of the vocabulary of all the writings of the users, and in Twitter, we found cases in which terms are misspelled or elongated (ie, hellowoooo instead of hello); therefore, we avoided having multiple representations for the same term assuming that each spelling mistake and elongation is different and less likely to be repeated over most of the documents.

Word Embeddings

Word embeddings are representations of textual terms as vectors of real numbers. Words that are semantically related have a similar representation over the vector space. Most of the recent predictive models dealing with textual features using deep learning techniques make use of word embeddings to represent terms. The sequences of these representations are fed as inputs to train the predictive models. These types of representations have been recently used in state-of-the-art approaches to address suicide risk assessment [3,11]. We made use of word embeddings previously learned over a dataset with 2 million Spanish tweets [35].

Social Networks and Psychological Features

These consist of a group of features based on generic lexicons [36], statistics measured from the users’ writings, information of interest for clinicians regarding the behavior of users in time, the users’ social network (relational features) [16], and n-grams lexicons, which include terms referring to suicidal ideation or suicide risk factors (we referred to these features as suicide-related lexicon features). Each of these types of features is described in the next subsections.

Behavioral Features

These features are based on the information extracted from the metadata of tweets. Here, we measured the behavior of users based on their activity within certain periods, which are defined at different granularity levels. These features are detailed in Table 1.

The intention of the sleep time tweets ratio (STTR) and the daytime tweets ratio (DTTR) features is to identify the differences between control users and users at risk regarding the periods of the day on which they post. Considering that our data collection is delimited by language but not by location, that the posting time provided for a tweet is in coordinated universal time and not the time of the user location, and that not enough information from our data was found to automatically identify the location of all the users, we defined an approach to address this issue. As explained in Equation 1, a day was divided into 8 fixed time slots of 3 hours each. Afterward, we assumed that an average user had at least around 6 hours of sleep time, and within this 6-hour period, a smaller number of tweets would be created compared with the rest of the day, so we counted the number of tweets (t) created within each 3-hour time slot for all the tweets of the SPV of a user. Next, for each user, we calculated the sum of the number of tweets within each pair of continuous time slots and selected the minimum score obtained by all the pairs. We also assumed that the first and last slots can be continuous. Finally, this value was normalized according to the total number of tweets of the full profile of the user (T). This feature was considered as the STTR.

The DTTR was given by the difference between 1 and the sleep time ratio: that is, DTTR=1−STTR. It is important to recall that for the measurements that refer to a bigger granularity such as weekdays, weekends, and months, the impact of time difference is not as big as for features based on day periods.

Tweets Statistics

This group refers to 5 types of features that correspond to statistical measures calculated from the tweets of users. We considered elements such as the number of tweets created and their length and the number of tweets that were retained for each user at the SPV in relation to the total number of tweets posted. These features are described in Table 2.

Relational Features

These are informative features regarding the relationships and interactions between users. Elements such as the count of retweets and favorites received and given by the users can provide insight on the social support they receive, along with information regarding the number of followers and users followed, as previously considered for depression screening [16]. Table 3 describes the relational features extracted for our evaluation.
Table 1. Description of behavioral features.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Working week tweets count ratio</td>
<td>Total number of tweets on weekdays (Monday to Friday) normalized by the total amount of tweets</td>
<td>SPV&lt;sup&gt;a&lt;/sup&gt; tweets</td>
</tr>
<tr>
<td>Weekend tweets count ratio</td>
<td>Total number of tweets on weekend days (Saturday and Sunday) normalized by the total amount of tweets</td>
<td>SPV tweets</td>
</tr>
<tr>
<td>Median time between tweets</td>
<td>Median of the time (in seconds) that passes between the publication of each tweet</td>
<td>SPV tweets</td>
</tr>
<tr>
<td>Sleep time tweets ratio</td>
<td>Ratio of tweets posted during the inferred sleep period of the user</td>
<td>Full profile tweets</td>
</tr>
<tr>
<td>Daytime tweets ratio</td>
<td>Ratio of tweets posted during the period the user is usually awake</td>
<td>Full profile tweets</td>
</tr>
<tr>
<td>Normalized tweet count per quarter (4 features)</td>
<td>Number of tweets posted by the user within each quarter of the year, normalized by the total amount of tweets generated by the user during the year</td>
<td>SPV tweets</td>
</tr>
</tbody>
</table>

<sup>a</sup>SPV: short profile version.

Table 2. Description of features based on tweet statistics.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suicide-related tweets ratio</td>
<td>Ratio of tweets retained by the SPVC&lt;sup&gt;b&lt;/sup&gt; over all the tweets of the full profile</td>
<td>SPV&lt;sup&gt;b&lt;/sup&gt; and full profile tweets</td>
</tr>
<tr>
<td>Median SPVC score</td>
<td>Median of the scores obtained by the tweets that are part of the SPV after applying the SPVC</td>
<td>SPV tweets</td>
</tr>
<tr>
<td>Median tweet length</td>
<td>Median length of all the user tweets (word level)</td>
<td>SPV tweets</td>
</tr>
<tr>
<td>Number of SPV tweets</td>
<td>Number of tweets</td>
<td>SPV tweets</td>
</tr>
<tr>
<td>Number of user tweets</td>
<td>Number of tweets posted by the user since the creation of the account</td>
<td>Tweet metadata</td>
</tr>
</tbody>
</table>

<sup>a</sup>SPVC: short profile version classifier.  
<sup>b</sup>SPV: short profile version.

Table 3. Description of relational features.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Followers number</td>
<td>Number of followers</td>
<td>Tweet metadata</td>
</tr>
<tr>
<td>Friends number</td>
<td>Number of accounts followed by the user</td>
<td>Tweet metadata</td>
</tr>
<tr>
<td>Favorites given</td>
<td>Total number of favorites given by the user</td>
<td>Tweet metadata</td>
</tr>
<tr>
<td>Median favorites count</td>
<td>Median of the favorites received by the user</td>
<td>SPV&lt;sup&gt;a&lt;/sup&gt; tweets</td>
</tr>
<tr>
<td>Median retweets count</td>
<td>Median of the retweets received by the user</td>
<td>SPV tweets</td>
</tr>
</tbody>
</table>

<sup>a</sup>SPV: short profile version.

**Lexicons and Suicide Risk Factors Vocabulary**

The use of lexicons has been proven to be successful for tasks dedicated to screen mental disorders [9]. For our approach, we counted the frequency of words belonging to all the categories of the Linguistic Inquiry and Word Count (LIWC) 2007 Spanish dictionary [36,37] normalized by the size (in number of terms) of the concatenated writings of the users. It is important to recall that LIWC also contains categories that identify syntactical elements such as verbs, nouns, adverbs, and pronouns, among others. To this dictionary, a group of other categories was added containing vocabulary and up to 3-gram phrases that could be mapped to suicide-related terms and risk factors such as suicide methods; terms referring to self-injuries; explicit suicidal ideation references; self-loathing terms; words that might imply disdain, insomnia, and fear; and possible references to previous suicide attempts, experiencing racial or sexual discrimination, eating disorders, substance abuse, bullying, lack of social support, and family and money issues, along with vocabulary that might imply that some sort of discrimination or abuse has been suffered, that someone close has died from suicide, and even vocabulary regarding the lack of spiritual beliefs, as religion is considered to be a protective factor for screening tasks [29]. The terms and phrases selected for these categories were based on manually mapping common terms and phrases seen in a sample of tweets labeled as suicide related during the first labeling process with the assessment of clinicians. These features were calculated using SPV.

**Sentiment Analysis**

We obtained a score for each tweet in terms of its polarity. For this purpose, we used senti-py [38], trained on Spanish texts
from different sources, including Twitter. It is based on a BoW model with an intermediate feature selection process. To obtain a score per user, we calculated the median of the scores of all the tweets from the SPV.

**Image-Based Feature**

We followed the methodology proposed in the study by Rodriguez et al [39], where a method for inferring the personality under the OCEAN model was presented. In this sense, we created a classifier trained on images extracted from Instagram using a subset of the phrases and keywords used in the data collection process for Twitter. These images were considered suicide related, whereas a set of unrelated images was considered as our control cases. Afterward, this first model was applied to each of the images extracted from the users’ tweets of our dataset. To create this model, we used 90,000 images for training and 60,000 images for validation. To obtain a single score per user (images user score), the average of the individual scores of the images of each user was considered as the user’s aggregated score.

To define the image classifier, we used a convolutional neural network (CNN) [40] because CNNs are especially suited for image data. There are several variants of this type of network, but the most popular ones are based on the residual networks introduced by He et al [41]. They used skip connections between layers that force the gradient to flow directly between convolutional blocks. This makes backpropagation much more effective in deep architectures.

The training process is performed by minimizing the cross-entropy loss function through gradient descent. The problem when training CNNs is that they require many images (often in the range of millions) to successfully extract relevant features for the final classifier. As most of the time datasets are not large, networks are usually trained on a large dataset (eg, ImageNet [42]) and then fine-tuned on the target dataset. Fine-tuning refers to the process of using an already trained model and retraining it to fit a new distribution. This is much faster because the weights in the model are not randomly initialized, and one can often skip the training of the shallower layers, given the fact that they focus on detecting corners and edges, and thus the model converges faster. Note that the fully connected layer that acts as a classifier in the network must be trained from scratch because the target classes between datasets vary.

For our experiments, we used 101-layer ResneXt [43], which is a residual architecture that uses grouped convolution. This particular architecture uses convolution groups of size 32 with a dimensionality of 8 and a fully connected layer at the end that performs the actual classification. The output of the CNN is a vector that holds the scores for each of the classes; in our case, there were only 2 classes. The network was trained on ImageNet, and we fine-tuned it on our Instagram images. We trained for 8 epochs using stochastic gradient descent with warm restarts [44] with a weight decay of 0.001 and a learning rate of 0.0001 using Nesterov with a momentum of 0.99 on 2 GTX 1080 Ti. We used dropout (50%) to avoid overfitting at the training stage.

**Classification Tasks**

As we wanted to evaluate the change in the performance of models that use 2 different types of control groups, one constituted by users who make use of vocabulary related to suicide (focused control) and another group of users who might not make use of these terms at all (generic control), we created experiments for comparing (1) users at risk versus focused control users (task 1) and (2) users at risk versus generic control users (task 2). These were selected as our 2 supervised predictive tasks. Our instances and their features for the predictive models were previously defined following the process described in the Combining Multimodal Data for Detecting Suicide Risk section.

**Baselines**

We defined as baselines 2 models exclusively based on generic text representations. These models were generated using the previously extracted features and representations from the users: (1) full profile and (2) from their SPV. The first one is a BoW model trained with 1 to 5 grams, and the second one consists of a deep learning model defined by a CNN architecture that has been proven to be successful for text classification [45] and has been used in a similar task that addresses suicide risk assessment on Reddit users [11].

We adopted the approach of Shing et al [11] to define our user-level instances. Therefore, given a user represented by a set of sequential posts, we concatenated all these posts and represented each post as a concatenation of words, where each word is represented by a vector (word embedding), as described in the Features Definition section. As in the study by Coppersmith et al [3] and as it has been proven successful on similar tasks, we used a set of word embeddings previously learned on Twitter [35] to define the starting weights for our embedding layer and performed further fine-tuning to learn over the training set and adapt the representations to the task domain.

We considered the 2 models previously described as state-of-the-art approaches for the creation of generic and exclusively text-based models for the task, as it is one of the purposes of our work to analyze the contribution of the additional feature types defined. We therefore defined 4 baseline models. Baselines 1 and 3 correspond to the BoW model generated over the full profile tweets sample and the SPV, respectively. Baselines 2 and 4 correspond to the deep learning model built over the same data samples (full profile and SPV).

**Classifiers**

With the intention of evaluating the individual contribution of the types of features defined, along with their combinations toward a classification/detection task, we considered 4 types of classification algorithms and a deep learning model. We evaluated the performance of random forest, multilayer perceptron, logistic regression, and support vector machines as classifiers. For each feature combination approach, models were built for all these classifiers using the Scikit-learn [32] library’s implementation, with a grid search for the best parameters. We used a CNN architecture for the embedding models.
Approaches for Combining Features

We evaluated several ways of combining our 3 main feature types defined: generic text-based features, SNPSY features, and the image-based feature (*image user score*). As can be seen in Table 4, we first generated individual models using exclusively all the features corresponding to the BoW model, the embedding’s model, and the SNPSY model, with features mainly obtained from the users’ SPV, as described in Tables 1-3. Afterward, we explored the combination of our different feature types using the BoW model to represent text-based features. Our first approach involves combining the BoW features with the SNPSY features. In this case, given the large number of BoW features and their sparsity, we opted to use the BoW model–predicted probabilities as values for a single feature, denoted as the BoW outputted feature, to be added to the SNPSY set of features. This is described in Table 4 as the BoW+SNPSY model. Subsequently, we evaluated the combination of the BoW features with the image feature. For this case, we simply added to the BoW set of features the *image user score* as another attribute; this combination is described by the Images+BoW model. Afterward, to combine the SNPSY features with the image feature, we used the *image user score* as a new feature in addition to the SNPSY feature set, which is the Images+SNPSY model.

Finally, to combine the 3 feature types, we defined 2 approaches. The first approach is an ensemble model where we consider the outputs (predicted probability scores) of the BoW model (BoW outputted feature) and SNPSY model (SNPSY outputted feature) along with the *image user score*. This approach corresponds to the Images+BoW+SNPSY model 1 with 3 attributes based on the combination of the 3 independent models with all their features. The second approach consists of using all the features of the SNPSY type as attributes in addition to the BoW output feature and the *image user score*, which lead to the definition of Images+BoW+SNPSY model 2. It is necessary to recall that the predicted probability scores from the BoW and SNPSY individual models that were used for some of the feature combination approaches at the training stage correspond to the outputs of the classifiers on the test folds during the cross-validation process executed on the training set. This was done to avoid overfitting.

In addition to the combination approaches described, we created 2 other models over which we performed a feature selection procedure over all the feature types. We chose the features with statistically significant differences among the suicide and control groups to evaluate their contribution exclusively to a predictive model. We presented 2 models with features selected based on the *P* values obtained after performing a Mann-Whitney *U* test to compare the samples of each class. This is a feature selection method that has been previously used in medical applications [46]. In addition, we took into account the efficiency of this feature selection approach, given the large feature space considered (Table 4). These models are defined as the selected features model 1 with the features where *P*<.05, when comparing the suicidal ideation risk and control groups; and the selected features model 2, where *P*<.001. The number of features obtained for each model is also given in Table 4.

<table>
<thead>
<tr>
<th>Table 4. Models and features.</th>
<th>Features</th>
<th>Number of features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td></td>
<td>Task 1</td>
</tr>
<tr>
<td>BoW model</td>
<td>BoW features generated with the Tf.Idf vectorizer with 1- to 5-gram features</td>
<td>24,645</td>
</tr>
<tr>
<td>Embeddings model</td>
<td>Word embeddings representations as input for a text-based convolutional neural network model</td>
<td>200</td>
</tr>
<tr>
<td>SNPSY model</td>
<td>SNPSY features=behavioral+relational+tweets statistics+lexicons+suicide risk factors vocabulary+sentiment analysis features</td>
<td>112</td>
</tr>
<tr>
<td>BoW+SNPSY model</td>
<td>BoW outputted feature+SNPSY features</td>
<td>24,757</td>
</tr>
<tr>
<td>Images+BoW model</td>
<td>Images user score+BoW features</td>
<td>24,646</td>
</tr>
<tr>
<td>Images+SNPSY model</td>
<td>Images user score+SNPSY features</td>
<td>113</td>
</tr>
<tr>
<td>Images+BoW+SNPSY model 1</td>
<td>Ensemble model=images user score+BoW outputted feature+SNPSY outputted feature</td>
<td>24,758</td>
</tr>
<tr>
<td>Images+BoW+SNPSY model 2</td>
<td>SNPSY features+images user score+BoW outputted feature</td>
<td>114</td>
</tr>
<tr>
<td>Selected features model 1</td>
<td>Selected features from all the feature types with <em>P</em>&lt;.05</td>
<td>5807</td>
</tr>
<tr>
<td>Selected features model 2</td>
<td>Selected features from all the feature types with <em>P</em>&lt;.001</td>
<td>522</td>
</tr>
</tbody>
</table>

*a*BoW: bag of words.

*b*SNPSY: social networks and psychological features.

**Experimental Setup**

**Dataset Description**

Following the description of the Data Collection section, to evaluate our approach, we selected a sample of 252 users with a total of 1,214,474 tweets and 305,637 images, from which up to 1000 images per user were selected for our experiments. We selected a balanced sample of 84 users presenting signs of suicidal ideation (users at risk), 84 focused control users, and 84 generic control users, who were classified within these groups by clinicians after seeing samples of their posts. Table 5 shows
the statistics regarding the users belonging to each of the defined groups. We can notice that the median tweet length (in words) is lower for users at risk than for the control and generic cases.

Table 5. Full dataset labeled group statistics.

<table>
<thead>
<tr>
<th>Description</th>
<th>Suicidal ideation risk group</th>
<th>Focused control group</th>
<th>Generic control group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of users</td>
<td>84</td>
<td>84</td>
<td>84</td>
</tr>
<tr>
<td>Number of tweets</td>
<td>313,791</td>
<td>766,437</td>
<td>134,246</td>
</tr>
<tr>
<td>Median number of tweets per user</td>
<td>2797.5</td>
<td>2984</td>
<td>716</td>
</tr>
<tr>
<td>Median tweet length</td>
<td>11</td>
<td>19</td>
<td>14</td>
</tr>
<tr>
<td>Number of images</td>
<td>37,801</td>
<td>251,830</td>
<td>16,006</td>
</tr>
</tbody>
</table>

Detection Tasks and Evaluation Framework

We considered 3 different aspects to analyze: (1) the utility of having defined the SPV, as we believed that this would allow us to focus on the topic we are analyzing by getting rid of the noise provided by tweets that make no reference to our subject of interest; (2) the individual and combined contribution of the different aspects we analyzed: textual, relational, behavioral, and image-based information; and (3) the change in the performance of models that use 2 different types of control groups, one constituted by users that make use of vocabulary related to suicide (focused control) and another group of generic users who might not make use of these terms at all.

All posts from the full profile of the user were considered for baseline 1 and 2 models, whereas most of the features for our proposed models and combinations were extracted exclusively using the SPV, except for some elements extracted from the user’s tweets metadata and features such as the STTR and DTTR, which required the usage of the posts from the full profile. For each task, 70% of all the instances were retained for training, and the remaining 30% (around 25 users per class) were left for testing purposes as unseen cases. To keep balanced instances from each class, we used stratification for these sets. In addition to these test sets, we also evaluated our best models over a sample of 200 users labeled as doubtful cases. This is done to verify if, as the human annotator, the models are capable of identifying most of these cases as users that are likely to be at risk.

The PowerTransformer class from Python’s Scikit-learn library was used to transform the feature values to a normal distribution-like representation using Yeo-Johnson’s [32]. To choose the best classifier, a 10-fold cross-validation process was followed over the training set with all the algorithms to evaluate. Afterward, the ones with the best performance were selected to perform a second 5-fold cross-validation along with a grid search to find the most suitable parameters for the classifier chosen.

We considered the Pr, R, F1 score (F1), accuracy, and area under the receiver operating characteristics curve (AUC-ROC) score denoted as AUC, which was the measure on which we based the parameter optimization of the grid search. The values for Pr, R, F1, and AUC corresponded to the suicidal ideation risk class, as it is our main class of interest. We reported on accuracy to analyze the performance of both classes. The results obtained by certain classifiers such as the CNNs were averaged results of multiple runs because of the randomness they can add.

Results

Statistical Analysis

We performed an analysis of the features extracted to identify significant differences between the samples of users at risk and our control groups. For each feature extracted for the groups analyzed, we conducted an independent 2-sample Mann-Whitney U test among the suicidal ideation group of users and the different control groups. We also conducted this test to compare both of our control groups (focused and generic control groups). We performed a nonparametric test considering that our features do not follow a normal distribution and that there was no homogeneity of variance for most of them.

When comparing the suicidal ideation risk and focused control groups at the SNPSY features, we found significant differences with P<.001 among the following features: overall ratio, median time between tweets, verbs, verbs conjugated in singular of the first person (“I”+verb), cognitive mechanisms, anxiety-related terms, usage of personal pronouns, usage of the pronoun “I,” negations, terms to express feelings, and coursing terms. Regarding suicide-related lexicons, the usage of suicide explicit terms, depression-related terms, self-loathing, substance abuse, self-injuries, and terms expressing lack of social support also presented an important significance (P<.001). Regarding the features from the BoW model, after conducting the same test, we found significant differences with P<.001 for n-grams such as I feel, sad, kill myself, cry/crying, depression, to die, horrible, anxiety, die, pills, among others. Considering all the features used (24,758), a total of 522 features were significant for distinguishing the groups according to these tests with P<.001. Table 6 shows the medians and the distributions overlapping index [47] for both groups on a sample of relevant features.

When repeating the independent two-sample Mann-Whitney U test to compare the suicidal ideation risk group with the generic control set of users regarding the SNPSY features, among the ones with P<.001, we found the median classifier score, the number of tweets generated, and the median time between tweets to be different among both groups (suicidal ideation risk vs generic control). We identified differences in discussion topics such as money and work, about which the generic control users...
seem to discuss more, whereas the members of the suicidal ideation risk group use terms more related to health and biological aspects. As in the previous case, the use of self-references was higher in the suicidal ideation risk group. Within the significant n-grams from the BoW model, we found terms such as feel, to die, songs, someone, cry/crying, anxiety, life, breath, bad, and fear. This is shown in Table 7, which displays the median value and overlapping index of the distributions of the groups in terms of some of the attributes mentioned. Again, taking into account all the features used (24,449), 3250 were significant for distinguishing between the suicidal ideation risk and the generic control group in terms of this test with \( P<.001 \).

Regarding other features explored, considering a 95% CI, for task 1 (suicidal ideation risk vs focused control), the number of friends \((P=.04)\) and median tweet length \((P=.04)\) were significantly different. For these cases, the median number of friends for a focused control user (578.5) was higher than the median number of friends at risk (372.0). The same was true for the median tweet length, based on the SPV, which was higher for focused control users with 16 words against 13 of the suicidal ideation risk users. In addition, there were significant differences in the STTR \((P=.049)\) and weekday count ratio \((P=.01)\). Under the same CI, for task 2, the weekday count ratio \((P=.001)\), the STTR \((P=.004)\), along with the number of followers \((P=.05)\), and the total amount of favorites given \((P=.006)\) showed significant differences. In this sense, generic control users appeared to tweet more on weekdays (Monday to Friday) as well as focused control users, whereas the opposite behavior was found for suicidal ideation risk users. Regarding the median STTR, generic control users obtained an STTR value of 0.02, whereas users at risk obtained an STTR value of 0.04, meaning that users at risk seemed to tweet more at night compared with the generic and focused control users as well.

The image scores were also significantly different according to the test with \( P=.002 \) for the comparison between the suicidal ideation risk and generic control groups, considering a 95% CI. Curiously, for the comparison of the image scores between the suicidal ideation risk group and the focused control group, the test scores were different, with \( P=.05 \). This can be explained by the fact that users providing information or news about suicide make use of similar images, which characterize the condition, making it difficult to find a significant difference only judging by pictures. As can be seen in Table 8, for both the control groups and the suicidal ideation risk group, the median image scores were slightly higher for the suicidal ideation risk group.

Finally, to compare our control groups (focused and generic control groups), we performed the same test (Mann-Whitney \( U \) test) and found significant differences between some of these groups’ features \((n=181)\) with \( P<.001 \). Among these features, we found mainly suicide-related lexicons, such as suicide methods, suicide explicit terms, bullying, discrimination, and substance abuse–related terms. We also found differences \((P<.001)\) in other textual, relational, and behavioral attributes, such as the number of tweets, number of friends, number of followers, median favorites and retweet counts, overall ratio, polarity score, median time between tweets, and STTR, among others. These differences confirmed our previous assumptions regarding the differences among the control groups.

Table 6. Medians and Distribution Overlapping Index for some of the attributes with the most significant differences between the Suicidal ideation and Focused control groups.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Suicidal ideation median</th>
<th>Focused control median</th>
<th>Overlapping index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety</td>
<td>10.94</td>
<td>0</td>
<td>0.25</td>
</tr>
<tr>
<td>Coursing terms</td>
<td>21.52</td>
<td>7.68</td>
<td>0.43</td>
</tr>
<tr>
<td>To die (self-reference)</td>
<td>5.45</td>
<td>0</td>
<td>0.25</td>
</tr>
<tr>
<td>I feel</td>
<td>46.25</td>
<td>6.71</td>
<td>0.32</td>
</tr>
<tr>
<td>Self-loathing</td>
<td>0.03</td>
<td>0</td>
<td>0.35</td>
</tr>
<tr>
<td>Verb I</td>
<td>22.66</td>
<td>12.11</td>
<td>0.41</td>
</tr>
</tbody>
</table>

Table 7. Medians and Overlapping Index for some of the attributes with the most significant differences between the Suicidal ideation and Generic control groups.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Suicidal ideation median</th>
<th>Generic control median</th>
<th>Overlapping index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median classifier score</td>
<td>0.72</td>
<td>0.65</td>
<td>0.46</td>
</tr>
<tr>
<td>To die</td>
<td>19.5</td>
<td>0</td>
<td>0.25</td>
</tr>
<tr>
<td>Number of user tweets</td>
<td>2076.5</td>
<td>453</td>
<td>0.38</td>
</tr>
<tr>
<td>Health</td>
<td>17.19</td>
<td>8.18</td>
<td>0.44</td>
</tr>
<tr>
<td>Work</td>
<td>35.46</td>
<td>49.59</td>
<td>0.44</td>
</tr>
<tr>
<td>I</td>
<td>41.32</td>
<td>9.60</td>
<td>0.23</td>
</tr>
</tbody>
</table>
Table 8. Medians and Overlapping Index for the images score between the suicidal ideation, focused control and generic control classes.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Group</th>
<th>Median value</th>
<th>Overlapping index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Images score</td>
<td>Suicidal ideation</td>
<td>0.24</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>Focused control</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Suicidal ideation</td>
<td>0.24</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>Generic control</td>
<td>0.23</td>
<td></td>
</tr>
</tbody>
</table>

Classification Task Results

In this section, we reported the results of our experiments. Table 9 presents the evaluation measure results for each task on the test sets. We reported the results for the best models, as described in Table 4, along with the baselines.

Table 9. Predictive task results.

<table>
<thead>
<tr>
<th>Model</th>
<th>Suicidal ideation versus focused control group</th>
<th>Suicidal ideation versus generic control group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pr\textsuperscript{a}</td>
<td>R\textsuperscript{b}</td>
</tr>
<tr>
<td>BoW\textsuperscript{f} model—full profile (baseline 1)</td>
<td>0.78</td>
<td>0.81</td>
</tr>
<tr>
<td>Embeddings model—full profile (baseline 2)</td>
<td>0.76</td>
<td>0.81</td>
</tr>
<tr>
<td>BoW model—SPV\textsuperscript{i} (baseline 3)</td>
<td>0.81</td>
<td>0.85</td>
</tr>
<tr>
<td>Embeddings model—SPV (baseline 4)</td>
<td>0.79</td>
<td>0.85</td>
</tr>
<tr>
<td>SNPSY\textsuperscript{l} model</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>BoW+SNPSY model</td>
<td>0.82</td>
<td>0.88\textsuperscript{k}</td>
</tr>
<tr>
<td>Images+BoW model</td>
<td>0.79</td>
<td>0.88\textsuperscript{k}</td>
</tr>
<tr>
<td>Images+SNPSY model</td>
<td>0.88\textsuperscript{k}</td>
<td>0.85</td>
</tr>
<tr>
<td>Images+BoW+SNPSY model 1</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>Images+BoW+SNPSY model 2</td>
<td>0.88\textsuperscript{k}</td>
<td>0.81</td>
</tr>
<tr>
<td>Selected features model 1 (P&lt;.05)</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>Selected features model 2 (P&lt;.001)</td>
<td>0.83</td>
<td>0.77</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Pr: precision.
\textsuperscript{b}R: recall.
\textsuperscript{c}F1: F1 score.
\textsuperscript{d}Ac: accuracy.
\textsuperscript{e}AUC: area under the curve.
\textsuperscript{f}BoW: bag of words.
\textsuperscript{g}MLP: multilayer perceptron.
\textsuperscript{h}CNN: convolutional neural network.
\textsuperscript{i}SPV: short profile version.
\textsuperscript{j}LR: logistic regression.
\textsuperscript{k}The best results for each of the evaluation measures.
\textsuperscript{l}SNPSY: Social networks and psychological features.
\textsuperscript{m}SVM: support vector machine.
\textsuperscript{n}RF: random forest.

Short Profile Version Definition Results

As can be seen in Table 9, the definition of the SPVC is successful as the first filter for both the predictive tasks. Indeed, the BoW models trained exclusively on the SPV (baselines 3 and 4) outperformed baselines 1 and 2 for most of the measures on both tasks. For these representations, tweets unrelated to the topic seem to introduce noise, as they generate a bigger feature space. In contrast, setting a high decision threshold for the classifier implies reducing the vocabulary for the BoW model, which might reduce the performance of the model with the test data.
Regarding the CNN embedding models trained exclusively on the SPV, we can see that the model of task 1 obtains slightly better results compared with the baseline 2 model, whereas the results do not differ much for task 2. In general, we observed a better performance with the SPV for BoW models. Therefore, the combinations evaluated take into account these text-based representations (BoW).

It is important to recall that for the focused control cases, after applying the SPVC with a decision threshold over 0.5, 4 users were left without an SPV because any of their tweets obtained a predicted probability over the threshold. Considering that with higher thresholds, more focused control and generic users could be lost for training our next classifier, this is the threshold we kept for our further experiments (0.5). However, these results also showed that using SPVC reduces the number of control users with an SPV as the threshold value rises and that the definition of the SPV is useful for discarding users who do not present tweets similar to those of the users at risk. Initially, we found that focused control users were more easily discarded than generic users. However, this could be explained by the fact that the control users discarded might correspond to informative accounts such as newspapers, which we assumed to make use of certain terms referring to suicide in a way that does not make use of terms that imply a personal reference or opinion; therefore, the first classifier might find it easier to discard. In any case, this is a supposition as we did not have further access to the writings of users after the annotation.

### Combining Model Results

Regarding the methods considered for combining the types of features extracted, we can observe that when these types are evaluated independently from each other, each has a good accuracy, with the SNPSY model obtaining the best results. For the combinations reported in Table 4 for the suicidal ideation risk versus focused control groups, we can observe that the models that use the 3 types of features do not significantly improve the results obtained by the SNPSY model. However, for Images+BoW+SNPSY model 2, we can see a 7% and 11% increase in the AUC score compared with baseline 3 and baseline 1, respectively, for the suicidal ideation versus focused control cases. The AUC difference of their ROC curves using the Delong method was \( P = .04 \), which is statistically significant, considering a 95% CI.

For task 2, the Images+BoW+SNPSY combination obtained results that improved baseline 1 for the suicidal ideation versus generic control task. For the Images+BoW+SNPSY model 1, we noticed a 4% increase in accuracy compared with baseline 3, and it increased to 8% compared with baseline 1. There was also an increase in the AUC value of up to 4% with the selected features model 2. We also noticed the same measured results between the SNPSY model, the BoW+SNPSY model, and the Images+BoW+SNPSY model 1, implying that we might not improve the performance of the SNPSY model by adding other feature types. In fact, after conducting a Delong test to compare the ROC curves of these models with the baseline 1 model, we could not find significant differences, implying that their performance was not significantly different from the baseline in terms of the AUC measure for this task. However, this also implied that the use of the SNPSY features alone allowed us to have a model with a reduced number of features that perform as well as the BoW model with thousands of features.

Regarding the role of the images, we can see that when they are individually combined either with the BoW features or the SNPSY features, either the F score or the AUC score increases minimally compared with baseline 3. As part of the experiments for this approach, it is necessary to mention that as some image scores were missing for a few users (up to 4 for each task), the approach considered to address this issue was to replace the scores by the mean of all the users except for the model where only a single score for each feature type was considered; for this case, the instances with missing values were removed.

In reference to the models with a set of selected features, we can notice that these models also outperform baselines 1 and 2 in terms of F1, accuracy, and AUC. The selected features model 1 for both tasks outperformed baselines 3 and 4 on F1 and AUC. It should be noted that these models consider a reduced number of features compared with the baseline models, and the Images+BoW model, as they attempted to reduce the overfitting that the usage of thousands of features might imply.

It is important to mention that for the models evaluated; we did not address the definition of specialized decision thresholds for the classifiers. Therefore, for future work, this should be considered because false-negative predictions should be minimized, and a threshold should be defined to maximize the R value of the suicidal ideation class without leaving aside the tradeoff with Pr. Regardless of this, we can see that most of our models outperformed the baselines in terms of the AUC score, which implies that our models are capable of distinguishing between the classes successfully. In this sense, the definition of a better decision threshold can only contribute to improving the performance of our models.

### Comparative Results of Tasks

When comparing the results of both tasks, we saw that the results obtained by the models to distinguish between users at risk from generic control users were not that different from those trained over focused control users. However, we noticed always higher levels of certainty for the models trained to compare users at risk and generic control users. This can be observed when comparing the AUC scores, which are always higher for the models of task 2. In fact, for this task, we can see that a high AUC score is already obtained by the baseline models, and it does not improve significantly with other models. This differs from task 1, where the feature combination is relevant for improving the certainty of the models compared with the baseline.

Figure 1 shows the top 10 most correlated features with the class for each task considering the features of Images+BoW+SNPSY model 2. The most correlated features were given by textual elements such as the BoW model scores and lexicons. It is interesting to see that a behavioral feature as the median time between tweets is relevant for task 2. We can also notice that for both tasks, self-references are relevant and that the usage of explicit suicide terms and health-related terms are relevant for improving the certainty of the models compared with the baseline.
is relevant for task 2, as generic control users are not characterized by the usage of terms related to suicide.

Referring to the features that were more predictive for the models generated, we considered the random forest’s feature importance function, which is based on its measure of impurity. In this sense, we can see how much each feature decreases the impurity. The more a feature decreases the impurity, the more important is the feature. In this case, because random forest uses multiple trees, the impurity decrease from each feature was averaged across all trees to determine the final importance of the variable. The most important features based on this approach, considering the features of Images+BoW+SNPSY model 2 is shown in Figure 2. For this case, we confirmed that for task 2, the usage of terms related to work and health is distinctive for both classes, as mentioned in the Statistical Analysis section.

For both approaches, we can see that the image scores do not appear within the features more relevant for the tasks, implying that textual and behavioral features can be more relevant. Regardless of this, the scores given by certain feature combinations showed that the inclusion of the image scores improves minimally the results of these predictive tasks. Some of the images that most activated neurons at the image processing stage involve pictures of people crying and images containing the term suicide written within them.

We also evaluated the selected features model 2, as one of our models with the best results for AUC for both tasks, over a sample of 200 users who were initially labeled as doubtful cases. We evaluated 2 models, one trained with the data of task 1 (selected features model 2—task 1) and another trained with the data of task 2 (selected features model 2—task 2). For the first model, we predicted 65% of the doubtful cases as positive (risk), whereas for the second model, 73% of the doubtful cases were found to be at risk. This indicates that our models detected signs of suicidal ideation in more than half of the doubtful users, which is in concordance with the criteria of the first annotator.

Finally, we evaluated the selected features model 2—Task 1 over a test set of suicidal ideation and generic control users to evaluate the performance of this model over users who do not use a suicide-related vocabulary. We obtained the following results: Pr=0.91, R=0.77, F1=0.83, accuracy=0.84, and AUC=0.95. These results showed that the model obtains better results than generic control users in comparison with its performance over focused control users. Similarly, we evaluated the selected features model 2—task 2 over a test set of suicidal ideation and focused control users obtaining Pr=0.83, R=0.80, F1=0.82, accuracy=0.82, and AUC=0.91. The performance of this model was worse than that of generic control users and was consistent with the fact that distinguishing these 2 cases is much harder.

Discussion

Principal Findings

This study presented a methodology for suicide risk assessment on social media. We extracted information from multimodal data to build statistical and deep learning–based predictive models. Our models consider a set of features based on BoW and n-grams, lexicons, relational, statistical, and behavioral information, in addition to an image analysis. To the best of our knowledge, this is the first approach that addresses the
combination of all these types of features for suicide risk assessment at the user level. Moreover, we highlighted the usefulness of discarding the noise of writings not related to the topic of study through the definition of an SPV, which outperforms the baseline given by the analysis of the full profile of the user, with an increase in accuracy and F1.

We also compared the performance of predictive methods trained on different control groups with the goal of making a more specialized classifier capable of distinguishing users at risk from control cases, even when the discussed topic is similar. Better results are achieved in terms of AUC-ROC when using generic control users instead of users who make use of suicidal vocabulary. We also highlighted the importance of the interpretability of our features, considering elements that can be understood by clinicians and mapped to their screening practice. The results of our experiments showed that within the types of features analyzed, there are multiple significant features that may lead to the detection of risk situations, the most relevant ones are based on the identification of textual and behavioral elements such as self-references, the number of tweets posted, and the time that passes between each post ($P<.001$).

Text-based features were the most relevant for our model; however, their combination with image-based scores, along with relational and behavioral aspects, allowed us to obtain models that outperform the results provided by an exclusively text-based model.

**Limitations**

Our study presents some limitations, given mainly by the fact that this is an observational study where there is no access to the personal and medical information that is often considered in risk assessment studies. Limitations are given by the accuracy of the methods applied to infer some of these aspects based on the vocabulary and behavioral patterns of the users. For instance, the weekend tweets count ratio is because of the difference in the posting time according to the user’s time zone and the sleeping time tweets ratio, for which we assume that the sleeping time is the period in a day when the user has less activity.

A representativeness analysis regarding age, gender, and location of the users analyzed was not performed, considering that this type of information is not available on Twitter. However, the biases existing in our data samples, regarding these aspects, follow similar gender and age biases for suicides [48], as most Twitter users are male and middle aged [14]. In addition to this, the fact that the lexicon used to extract data was obtained from a different source such as Reddit might imply biases introduced by the type of vocabulary used in Reddit, along with the limitations that the translation to Spanish might introduce even if the terms and phrases used were thoughtfully inspected and verified by specialized clinicians.

Finally, there are also limitations given by the nature of the users who post on Twitter, as they might differ from users at risk who do not choose to make their profiles public or even from users at risk who do not have a Twitter account. In addition, it is not guaranteed that the users annotated as users at risk are actually at risk because the annotation was performed just from reading a few tweets.

**Reproducibility and Ethical Concerns**

The analysis of data provided by social networks to detect health problems and assist clinicians is an open issue, not uncontroversial. The aim of our proposal, however, is to shed light on the real capabilities of these systems in a specific theoretical application: suicide risk prevention. Before such systems become available, a careful risk-benefit assessment along with a proper analysis of applicable legal framework compliance and the potential threats to users’ privacy and civil liberties shall be conducted [12,26,49].

On the reproducibility of this work, we should respect Twitter’s policies on the distribution of the data collected through its API. Taking into account the restrictions of sharing any information that can lead to identifying the users of our study [12], only the calculated features of our experiments along with the code and parameters used on the classifiers will be available under request with a proper explanation of the usage intended for the models. Finally, it is also necessary to address the potential scenarios of misuse of tools based on these models. Guntuku et al [9] mentioned hypothetical cases where these types of screening tools can be used by employers or insurance companies against the interests of people with mental disorders; therefore, policies against these applications shall be defined before their release.

**Future Work**

By observing the performance of image-based predictive models, we believe that our results can be improved by enhancing the contribution of the textual and relational features. This can be done by exploring other text representation methods and analyzing deeply the network and interactions between users. In addition, we believe that these methods can be extended and applied to different use cases related to mental disorders, such as depression, anxiety, or eating disorders.

We believe that the approach presented in this study can evolve into a real-time system that emits alerts when users at risk are found. It is necessary to recall that given that scenario, the idea of such a tool is to be the first filter to assist clinicians and does not intend by any means to replace their work. In fact, a readable subset of tweets from the SPV, with the top $k$ tweets ordered according to the SPVC, can be an output of the system for clinicians to evaluate and proceed with future screening steps, if allowed. Indeed, legal and ethical issues for the deployment of such systems should be analyzed before. However, we believe that a tool of this kind can be the starting point for the development of noninvasive interventions where specialists and social media community members can contribute to the recovery and prevention of mental health issues and suicide. Again, the appropriate protocols and procedures should be defined for this instance. In particular, there should be a deep analysis of the implications of a potential intervention taking into account the legal boundaries set for the treatment of personal data in this context.
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Abstract

Background: A 2012 World Health Organization report recognizes betel nut use as an urgent public health threat faced by the Western Pacific region. However, compared with other addictive substances, little is known about how betel nuts are depicted on social media platforms. In particular, image-based social media platforms can be powerful tools for health communication. Studying the content of substance use on visual social media may provide valuable insights into public health interventions.

Objective: This study aimed to explore and document the ways that betel nut is portrayed on the photo-sharing site Instagram. The analysis focuses on the hashtag #pugua, which refers to the local term for betel nut in Guam and other parts of Micronesia.

Methods: An exploratory content analysis of 242 Instagram posts tagged #pugua was conducted based on previous research on substance use and Instagram and betel nut practices in Micronesia. In addition, the study examined the social engagement of betel nut content on the image-based platform.

Results: The study findings revealed content themes referencing the betel nut or betel nut tree, betel nut preparation practices, and the unique social and cultural context surrounding betel nut activity in Guam and Micronesia. In addition, certain practices and cultural themes encouraged social engagement on Instagram.

Conclusions: The findings from this study emphasize the cultural relevance of betel nut use in Micronesia. These findings provide a basis for empirically testing hypotheses related to the etiological roles of cultural identity and pride in shaping betel nut use behavior among Micronesians, particularly youths and young adults. Such research is likely to inform the development of culturally relevant betel nut prevention and cessation programs.

(J Med Internet Res 2020;22(7):e13954) doi:10.2196/13954
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Introduction

Background

Betel or areca nut is the fruit of a palm tree (Areca catechu) consumed as a psychostimulant by over 600 million people worldwide [1]. Betel nut chewing stretches from the African continent to the islands of Micronesia and has been prevalent since the dawn of recorded time [2]. Betel nut is enjoyed by both men and women as well as the young and old, often in combination with tobacco. Similar to other psychostimulants, betel nut chewing is known to cause a sense of euphoria, well-being, feelings of warmth, and increased capacity to work [3]. However, there are a number of health issues associated with betel nut consumption, most notably oral cancer [4].
Betel nut use is best understood as an orphan disease in the medical sense. It is consumed by non-Europeans in poor countries and under researched both in the West and in countries where it is endemic [5]. Increasingly, governments and health organizations are viewing betel nut chewing as a preventable threat to public health and a drain on medical resources.

In 2004, the International Agency for Research on Cancer classified the use of betel nut, with or without tobacco, as carcinogenic to human beings [6]. A 2012 World Health Organization report recognizes betel nut use as an urgent public health threat faced by the Western Pacific region, including Micronesia. Micronesia includes US territories such as the Northern Mariana Islands and Guam and island nations in free association with the United States, such as the Republic of Palau, Federated States of Micronesia, and the Republic of the Marshall Islands [7]. Cancer is 1 of the 2 leading causes of mortality in the US-Affiliated Pacific Islands (USAPI) [8,9]. Lung and oral cancer incidence and mortality rates are markedly higher in the USAPI than in the mainland United States [10].

Scholars have begun examining how social media platforms such as Facebook, Twitter, and YouTube contribute to alcohol use [11-13], smoking [14,15], and other health concerns [16,17]. Social media use in public health communication has been characterized as still in a wild west phase, where practitioners design and employ untested strategies [18], and the role of image-based social media platforms remains unexplored [19]. Systematic research is required to investigate how social media can be utilized to improve health communication.

As images are powerful tools of health communication [20], Instagram represents a unique social media platform that focuses on visual communication and the everyday ubiquity of smartphones. The use of betel nut in its various forms occurs throughout Southeast Asia and the Pacific Islands, where more than half of the world’s mobile subscribers live [21]. A recent study found that betel nut content is trending on Instagram, with evidence of increasing user engagement [22]. Therefore, it is important to explore how betel nut use is depicted on an image-based social media platform such as Instagram.

**Use of Social Media to Understand Betel Nut Use**

Two theories that have been used to explain the uses and effects of social media include uses and gratifications (U&G theory) [23] and social cognitive theory (SCT) [24]. As originally conceived, the U&G theory suggests that individuals are driven to use media to satisfy certain social and psychological needs, such as, among others, wanting to integrate themselves into society and escape the real world [25]. Recent studies have identified factors that may motivate individuals to use Instagram, including wanting to interact with others, archiving or documenting one’s experiences, expressing oneself, escaping, and pecking or surveillance [23,26]. Such motives might also explain why individuals may choose to post betel nut–related content on Instagram.

On the other hand, SCT [27] posits that individuals can learn to adapt behaviors by modeling what they observe in the media. This assumption of SCT is consistent with the findings of recent studies, which indicate that as individuals are exposed to depictions of the use of a particular substance on social media, they become more likely to use the substance [28-30]. Using SCT as a framework may help understand how substance use behaviors are promoted on social media platforms [31]. Similarly, this study seeks to examine distinctions of betel nut–related content on Instagram to see how the social media platform may be used to promote betel nut use.

With 800 million users and 500 million users using the site daily, Instagram is the leading photo-sharing social media platform [32]. The majority (71%) of Instagram users are aged between 18 and 24 years and visit Instagram daily, with 55% using the platform several times a day [33]. As a networked visual social media platform, Instagram’s images, videos, and interactive content engagement can have a notable impact on people’s knowledge, attitudes, and perceptions of betel nut use. As Instagram is primarily a smartphone app, it is a technology that takes advantage of the portability and habitual use of mobile media [34]. As a result, the omnipresent nature of smartphones could offer a candid examination of betel nut practices within the everyday lives of its users. Furthermore, Instagram images and videos are uploaded and shared directly from a smartphone where other users interact with the content through likes and comments. The power of Instagram likes and comments has health implications, particularly among teenagers and young adults [35,36].

**Depicting Substance Use on Instagram**

Instagram and similar image-sharing platforms have been the subject of several content analyses related to the promotion and use of addictive substances. For the most part, these studies favored visual over textual content utilizing topical hashtags to capture and document the context of individual use and marketing tactics undertaken on the platforms.

As a plant-based carcinogen, betel nut and betel quid have certain qualities that are similar to the marijuana plant. Instagram posts in marijuana-related hashtags showcased visual images of the marijuana plant [37]. Popular images included marijuana in its traditional forms (ie, buds and leaves) and nontraditional forms (ie, marijuana concentrates and marijuana-infused edibles). In addition, evidence of individuals using marijuana as well as marijuana-related advertisements demonstrated that marijuana content is prevalent on Instagram and helps to normalize and promote its use.

There is also evidence for the presence of hookah (water pipe) tobacco smoking content on visual social media platforms. Tumblr features prominent images of hookah pipes and smoke [38]. To a lesser degree, Tumblr also depicts the presence of waterpipe-related items such as hookah tobacco flavors, electronic hookahs, marijuana, alcohol, and tobacco products. Evidence of social gatherings, particularly between men and women, was also observed. Similarly, Instagram content using the hashtag #hookah found images featuring individual waterpipe use, paraphernalia, and social gathering [39]. The presence of promotional material was prominent on Instagram and often cross-promoted alcohol use. In this regard, the marketing power of Instagram [40] may be well-suited to promote waterpipe use and nightlife entertainment.
Recent studies have also documented electronic cigarettes (e-cigarettes) and vaping content on Instagram. In a dataset of 2208 Instagram images, the 3 most prominent themes were advertisements, products, and activity [41]. Advertisement themes explicitly promoted a commercial product and demonstrated the power of Instagram as a marketing tool. Activity themes showcased individuals exhaling aerosols, whereas product themes featured e-cigarettes or electronic juice (e-juice) bottles. An important finding is that likes and comments were found more with activity and product themes than with advertisement-themed images. Therefore, interactivity may prioritize particular Instagram content to larger audiences through social engagement on the platform [42]. A similar study considered e-cigarette visual content on both Instagram and Pinterest. Examining 1800 images from both image-based social media platforms, the popularity of marketing was evident, with 60% of Instagram posts devoted to marketing e-cigarettes. The second most common theme was customization, where users shared information about modifying e-cigarette devices for both functional and aesthetic purposes [43]. Product-related themes (ie, e-juice or flavors) were also evident. As Instagram is a very popular social media platform among teenagers, there is particular concern that Instagram postings may be especially attractive to youth, and that interest in flavors and juices will lure youth and others to try e-cigarettes.

Other health behaviors have been the subject of content analysis on Instagram. For example, a recent study examined the visual content of cigars and cigarillos on Instagram [44]. The findings indicated that Instagram promotes marijuana and tobacco use and promotion. In particular, Swisher products are used to promote the use of marijuana through blunt-making. Instagram images depicted individuals smoking little cigars and cigarillos as well as joints and blunts, though this was a less popular theme.

Social and Cultural Characteristics of Betel Nut in the Western Pacific

Chamorros inhabited the Mariana Islands, an archipelago located in the Western Pacific, when European explorers first arrived in 1521. The Chamorro word for betel nut is pugua. Although betel nut is known for its lexical diversity [5], it is the preferred term for betel nut among the various ethnicities of Guam. There are several ways to prepare betel nut for consumption, but 2 distinct practices have emerged in Guam and Micronesia. Betel nut may be chewed with slaked lime (afok) and betel pepper leaf (papulu) in the form of a betel quid [45]. This is the most common and traditional preparation throughout the world [46]. Peoples across Micronesia consume betel nut (typically unripened) in this way and spit out the juices as well as masticated quids [47]. However, most Chamorro chewers prefer mature nuts without lime and betel pepper leaves. Moreover, they ingest the juices and the betel nut itself [47]. In fact, Guam is the only island in Micronesia where people chew the mature areca nut [7].

Social and cultural motivations are prominent in the use of betel nut and prove difficult for sustaining health interventions [48,49]. Pugua represents Guam’s social glue, the bond that builds and maintains social networks among Chamorros and Micronesians [50]. It is shared among friends and family at weddings, anniversaries, and countless other social gatherings. Chewing betel nut is a habit that many Chamorros and Micronesians actively pass on to the next generation because it is a part of their heritage and is viewed as an important cultural identifier [47,51]. As a result, youth are continually exposed to betel nut practices leading to early onset of oral pathologies [46].

Health and the Native Hawaiian and Pacific Islander Populations

As an image-based social media platform with health implications, Instagram intersects with 3 important concerns for the Native Hawaiian and Pacific Islander (NHPI) population. In comparison with other groups, the NHPI population is young and increasing at a higher rate [52]. As teens and young adults increasingly move toward visual social media platforms [53-55], image-based platforms represent an important space for public health interventions that speak to the changing demographics in NHPI communities. Furthermore, adolescents and young adults consume betel nut, and social pressure is an important contributing factor for deciding to chew [56]. Second, few data are available for NHPI on health and wellness; however, there is much need to address inequalities in vital areas of NHPI community life [57]. All too often, NHPI population data are aggregated with other Asian American groups [52]. Finally, the NHPI population faces challenges in maintaining their unique languages and cultures. Previous research has shown that Pacific Islander communities value social media as a way to preserve culture and indigenous knowledge [58,59]. Betel nut use is closely tied to culture in Guam [47,51,60,61] and throughout the USAPI [62,63]. All these denote important aspects for exploring how social media can promote health and behavioral change [64].

The Goal of the Study

This study is an attempt to explore the ways in which betel nut is depicted on the photo-sharing site Instagram. As an image-based social media platform, little is known about what betel nut content is depicted on Instagram. This leads to the first research question:

- Research Question 1: How is betel nut portrayed and represented on Instagram in Micronesia?

Instagram interactivity through user content may shape user perceptions and choices undertaken on the site. For this study, social media engagement takes the form of liking and commenting. Thus, the second research question is as follows:

- Research Question 2: How do Instagram users engage with Instagram’s betel nut images and videos they encounter?

Methods

Data Collection and Analysis

To acquire Instagram content, Netlytic was employed as a cloud-based social media analytics tool [65]. Netlytic has been used to collect, analyze, and visualize social media data on a variety of research topics from political discussion on Twitter [66] to health care community practice [67]. On May 22, 2017,
public Instagram posts tagged #pugua were collected using the Instagram application programming interface (API) accessed through Netlytic. Data collection consisted of 284 Instagram posts dating back to 2011, uploaded by 180 unique Instagram users. A total of 4 posts were deleted from Instagram 1 month after data collection. All nonrelevant images and videos were also removed, resulting in a final dataset of 242 Instagram posts (234 images and 8 videos, 156 unique users). Figure 1 shows the number of posts identified and reasons for exclusion.

Figure 1. Inclusion of Instagram #pugua posts and reasons for exclusion. E-cigarette: electronic cigarette.

The unit of analysis was an Instagram post (metadata, image, caption, and comments). All images and videos were captured for data analysis. In addition, engagement was measured by adding the number of likes and comments for each post.

Content Analysis

A coding scheme was constructed based on prior content analysis studies on substance use and Instagram and the existing literature on betel nut use [37,39,47]. Images and videos were coded in content categories that addressed the type of betel nut depicted in the image and any paraphernalia present. This provided the category betel nut type that concerned the depiction of betel nut tree or leaves, betel nut paraphernalia, and the type of betel nut. The codebook accounts for 2 distinct practices between Chamorro betel nut preparation (mature nut) and non-Chamorro, Micronesian (Chuukese, Palauan, and Yapese) preparation (unripe nut with slaked lime and/or tobacco). Depictions of betel nut use formed an additional category, though later removed in pilot testing. Similar to marijuana, betel nut provides the medium for products and accessories such as jewelry and other consumer goods. Betel nut product advertisements were coded.

Drawing on the strong link between betel nut and Chamorro culture [47], the codebook accounted for the visual and textual depiction of Chamorro culture. In addition, posts that referenced island life in Guam were considered a separate category. Working through the data, stereotype accounted for the contentious use of betel nut by Micronesians in Guam [60]. All 3 categories were placed under an umbrella theme of cultural identifier.

Prior studies have shown that betel nut use has notable social characteristics, such as encouraging social acceptance and social meetings [47,51,68]. For example, a bag of betel nut can promote future social acceptance among peers through respect for tradition and social promotion [51]. In addition, betel nut is often brought as a gift or favor for celebrations and social meetings [47]. Two content categories documented social acceptance and promotion and social gathering. Social gathering was further divided into 2 subthemes for either celebration or social meeting.

Betel nut practices intertwine with familial relations. Thus, children and youth are exposed to betel nut at an early age. The initial codebook accounted for the presence of youth (ie, children, adolescents, or young adults) in image or video content. The last content category referenced traditional or independent media coverage of betel nut use.

For coding, images and videos can be placed in multiple content categories. For example, if an image depicted the betel nut tree ripe with betel nut, the image was coded to both betel nut tree or leaves and Yapese style (if Yapese-style betel nut was shown in the tree). If the image also included the presence of young
To judge the effectiveness of the codebook, 2 student coders assessed a sample (n=60) of the images and videos. A codebook with instructions and examples was created. After the first round of testing, codebook deficiencies led to improved content category definitions and the elimination of inadequate categorizations. For example, the depiction of betel nut use was difficult to detect in Instagram posts as it involves closed-mouth chewing. In addition, there were few perceived instances of betel nut chewing in the dataset, which were subsequently removed from the codebook.

A second round of interrater agreement was undertaken with a different set of more experienced coders. Utilizing their feedback on the coding instrument, a revised codebook was created, eliminating some content categories and improving the clarification of existing content categories. In all, 3 agreement measures demonstrated codebook validity: percentage concordance, Kappa $\alpha$, and Krippendorff $\alpha$. Given the multiple content categories and exploratory nature of the study, codebook concepts were considered reliable if percent agreement was $\geq 85\%$, and reliability coefficients were 0.50 or higher. A total of 6 primary content categories produced favorable levels of interrater agreement (Multimedia Appendix 1). Subthemes found in the betel nut type, cultural identifier, and youth presence categories yielded acceptable levels of interrater agreement ranging from 0.57 (betel nut tree or leaves, 85% agreement) to 1.00 (cultural stereotype, 100% agreement).

## Results

### Content Analysis

To answer the first research question, the 242 Instagram posts produced 386 top-level codebook references using NVivo 11. Of these, betel nut type was the most frequent primary content category, yielding 209 references or 54.1% (209/386) of the coded content. As shown in Table 1, betel palm tree or leaves and Chamorro, or Yapese-style betel nut, represented the majority of content references (182/209, 87.1%). Many of the Chamorro (56/64, 88%) or Yapese-style (34/48, 71%) betel nut were in a prepared state ready for consumption. Betel nut paraphernalia (mainly betel nut cutters) was displayed in 12.4% (26/209) of the referenced category content.

<table>
<thead>
<tr>
<th>Theme</th>
<th>References, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Betel nut tree or leaves</td>
<td>70 (33.5)</td>
</tr>
<tr>
<td>Chamorro style nut</td>
<td>64 (30.6)</td>
</tr>
<tr>
<td>If Chamorro style nut, is it prepared?</td>
<td>56 (26.8)</td>
</tr>
<tr>
<td>Yapese style nut</td>
<td>48 (23.0)</td>
</tr>
<tr>
<td>If Yapese style nut, is it prepared?</td>
<td>34 (16.3)</td>
</tr>
<tr>
<td>Betel nut paraphernalia</td>
<td>26 (12.4)</td>
</tr>
</tbody>
</table>

References do not total to 100% because of the two conditional categories with their listed percentages.

The second most frequent content referenced on #pugua was images and videos addressing various aspects of cultural identification. Cultural identification references accounted for 22.3% (86/386) of the coded data (Table 2). Of these, posts referencing visual and/or textual aspects of Chamorro culture represented more than half (55/86, 64%) of the content category. A total of 23% (20/86) of cultural content displayed elements of island life in Guam. As spitting has become a sign of racial tension on the island, the remaining content (12/86, 14%) depicted stereotypical images of Micronesian use of betel nut. This included images of red spittle on the ground or public no spitting signs, which serve as blatant racialized markers of tension between Chamorros and Micronesians.

<table>
<thead>
<tr>
<th>Theme</th>
<th>References, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chamorro culture</td>
<td>55 (64)</td>
</tr>
<tr>
<td>Island life</td>
<td>20 (23)</td>
</tr>
<tr>
<td>Stereotype</td>
<td>12 (14)</td>
</tr>
</tbody>
</table>

Social acceptance and promotion comprised approximately 10.1% (39/386) of the dataset. As shown in Table 3, social acceptance and promotion included a bag or bags of betel nut. Youth presence (N=24) and betel nut product advertising (N=23) represented 6% of the overall content. Youth presence was equally split between children (aged 0-10 years) and adolescents (aged 11-17 years). Some Instagram posts showed children or adolescents handling betel nut in a playful manner. A total of 23 image or video references attempted to use #pugua to sell or market betel nut products, clothing, or accessories. A total of 5 #pugua Instagram posts depicted media coverage referencing documentaries addressing health concerns or the practice of betel nut chewing.
Social Engagement in #pugua

The average engagement score (likes + comments) was 43.33 (SD 48.47) and displayed an upward trend (Figure 2).

To determine if particular #pugua content related to social media engagement, engagement scores were classified into 3 categories: low (0-18), medium (19-49), and high (≥50). Matrix coding resulted in 68 low engagement posts, 111 medium engagement posts, and 62 high engagement posts. For each engagement group, we ranked the 3 most frequent categories (Table 4).

Figure 2. Social media engagement on #pugua (N=242).

<table>
<thead>
<tr>
<th>Ranking</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Chamorro-style betel nut (22)</td>
<td>Betel nut tree or leaves (35)</td>
<td>Chamorro culture (18)</td>
</tr>
<tr>
<td>2</td>
<td>Betel nut tree or leaves (20)</td>
<td>Chamorro culture (30)</td>
<td>Chamorro-style betel nut (16)</td>
</tr>
<tr>
<td>3</td>
<td>Yapese-style betel nut (17)</td>
<td>Chamorro-style betel nut (27)</td>
<td>Betel nut tree or leaves (15)</td>
</tr>
</tbody>
</table>

Numbers in parentheses indicate the frequency of the content category appearing in the matrix cell.

For the second research question, Instagram posts featuring betel nut tree or leaves (Figure 3) and Chamorro-style betel nut (Figure 4) consistently appear regardless of the level of social engagement. When Chamorro-style betel nut is shown, it is often in a prepared state. At the medium and high engagement level, 95% (41/43) of the Chamorro-style betel nut posts showed betel nut in a Chamorro-prepared style (diced or cut). For low engagement, 68% (15/22) of Chamorro-style betel nut posts were in a prepared state (8/17, 47% for Yapese-style betel nut). For Instagram posts that generated medium and high engagement levels, visual or textual aspects of Chamorro culture were notably present. Highly engaged #pugua posts were more likely to feature Chamorro betel nut preparation or culture compared with other content categories.
Figure 3. Artist’s impression of a typical high engagement #pugua image featuring a betel palm tree and mature betel nut. Illustration by Jessica K Sato.

Figure 4. Artist’s impression of a typical high engagement #pugua image featuring mature betel nut, betel pepper leaves, slaked lime, and betel nut cutter. Illustration by Jessica K Sato.
Discussion

Principal Findings
As shown in previous studies, betel nut use and practice vary by geographic region [47,51,68], and Guam is a unique case [47,51,68]. For Guam, betel nut chewing practices that are exhibited offline may replicate themselves on the web within the pugua hashtag. Prior evidence indicated 2 distinct betel nut chewing practices in Guam: Chamorro style and Yapese style [47]. Content analysis confirmed these 2 distinct preparation practices by noting the type of betel nut displayed (mature or unripe), as well as the distinct preparation practices before consumption. The Chamorro style prepares a mature betel nut that is often diced before consumption. In contrast, the Yapese style reflects Micronesian cultural preferences to consume an unripe nut with a Piper betel leaf mixed with slaked lime or tobacco to form a betel quid. Aside from Instagram posts that featured betel nut tree or leaves, Chamorro- and Yapese-style betel nut and their respective preparation states were the most frequently occurring content in #pugua. In addition, approximately 10% of Instagram posts showed betel nut cutters that slice betel nut for consumption. As a result, it is plausible that #pugua users on Instagram have opportunities to observe how the betel nut moves from a whole nut to a chewable form. Further studies could determine if these visual depictions of betel nut cultural practices lead to greater uptake in betel nut use, especially among adolescents and young adults.

Approximately 1 out of every 5 #pugua posts referenced Chamorro cultural content either through image/video, text, or both. Pugua has been referenced as the social glue for Chamorro culture. In the exploration of #pugua, there were depictions of Chamorro culture such as dance, art, and festivals without the display of betel nut in the Instagram content. As prior work has demonstrated that Chamorros use social media to learn, capture, and preserve their culture [59], public health interventions should carefully consider how their visual messages link betel nut content on Instagram to Chamorro cultural identification.

#pugua and Social Engagement
As Instagram is a visual social media platform, the circulation of the image through likes and comments may have more value than the image content [71]. The findings from this study determined that certain Instagram #pugua posts had higher social engagement than others. Instagram #pugua posts with moderate or high amounts of social engagement centered around visual content privileging Chamorro culture, Chamorro-style betel nut, and betel nut tree and leaves. Instagram and the smartphone favor in the moment sharing often reflecting everyday life instances. As betel nut use is an underexamined research phenomenon, there is a need to understand who, where, when, how, and why people chew betel nut [72]. The exploratory results of this study provide insights into the who, how, and why people in Guam and Micronesia chew betel nut and confirm the existing limited research in this area. Thus, this study represents a first step toward understanding how image-based social media platforms capture and collate information on betel nut practices.

Comparison With Prior Work
As a plant-based carcinogen, the areca nut and betel pepper leaf share certain qualities with the marijuana plant. These psychoactive plants provide facilities for ingesting and supplementing the use of the product. For example, betel nut may be consumed within the betel pepper leaf. Similarly, marijuana buds or leaves may be consumed or form additional use practices. Both plant-based products supply the medium for additional products and accessories. As a result, betel nut practice and use on Instagram may closely resemble the practice and use of marijuana on Instagram. Comparing the study’s findings with the large-scale work on marijuana and Instagram [37], there are some similarities, but also notable differences. As indicated by previous research on marijuana and Instagram [37], the most frequent Instagram posts involved showing the betel palm tree and leaves, mature or unripe betel nut, and its various consumption practices. In this regard, the betel nut and marijuana plant share certain visual characteristics that appeal to their respective audiences on Instagram. Therefore, public health professionals should consider how to balance appealing visual content with helpful information for young people about the known risks of betel nut use.

The consumption and masticatory use of betel nut did not appear to be compelling content on Instagram. Very few Instagram posts featured chewing of betel nut or betel quid. If it was displayed, it was only through a closed mouth where a lump could be witnessed in the person’s jaw. Previous studies have shown that betel nut chewing and spitting are bad habits that undermine public health [73]. On a visual communication medium such as Instagram, it is difficult to portray betel nut chewing as novel and interesting to facilitate social networking. This finding is in contrast to the work done on the use of marijuana in social media [37,74]. Previous research has shown that marijuana use on social media facilitates social networking about marijuana, particularly among young adults and underage youth. Ingesting marijuana in its traditional plant-based and novel forms (edibles and concentrates) is perhaps more visually appealing and also helps to normalize and promote marijuana use as a form of practice. Similarly, e-cigarette, hookah, and cigar/cigarillos Instagram content featured activity and use themes such as smoking, exhaling clouds, and smoke tricks [38,39,41,43,44]. The exploratory findings in this study did not observe the use of betel nut on an image-based social media platform.

Advertising and marketing tactics have been well documented for e-cigarette and marijuana use on Instagram [30,37,41]. However, there was little evidence of advertising and product promotion of betel nut in #pugua. This is most likely a reflection of the lack of a clear marketplace that sells specific accessories and products related to its consumption, such as vape shops and marijuana dispensaries. Betel nut products that were advertised tended toward clothing or jewelry accessories made from betel palm tree or pepper leaf fibers. These Instagram posts are often linked to specific references to Chamorro culture. Therefore, it is plausible that #pugua on Instagram functions less as a marketplace and more as a cultural space.
Limitations
There are limitations to this study. The dataset was small and limited the generalizability of the study findings. A paid Netlytic account captured all posts that met the inclusion criteria. Given the size of the dataset, all #pugua posts were analyzed, and there was no sampling required. However, data collection and sampling remain a challenge for capturing image-based social media content because of API restrictions and privacy concerns [19]. Algorithms on Instagram also influence the visibility of the #pugua content [75] and certainly contribute toward its social engagement. Nonetheless, caution should be exercised to avoid generalizing the findings of #pugua to all Instagram users and contexts. Future work should empirically test the study’s implications through experiments documenting image content effects on Instagram betel nut users or pursue large-scale data collection of #betelnut and regional betel nut terms as hashtags on social media platforms.

Conclusions
This study analyzed the ways in which betel nut is depicted on the photo-sharing site Instagram. A content analysis of #pugua explored betel nut practices in #pugua and its engagement on the platform. The study findings suggest that betel nut preparation practices reflect offline practices in Guam and Micronesia. In addition, socially engaged content is more likely to reflect the areca nut, betel palm tree or leaves and Chamorro cultural sensibilities. Compared with prior work on substance use and Instagram, #pugua content demonstrated similarities to marijuana in terms of depicting the betel palm tree, areca nut, and quid ingredients. In addition, advertisements of betel nut clothing and accessories were observed. In contrast to prior work, there was little evidence of actual betel nut use and consumption, which is typically a prominent feature in marijuana, hookah, and vaping content on image-based social media.

The findings from this study emphasize the cultural relevance of betel nut use in Micronesia. The findings provide a basis for empirically testing hypotheses related to the etiological roles of cultural identity and pride in shaping betel nut use behavior among Micronesians, particularly youths and young adults. Such research is likely to inform the development of culturally relevant betel nut prevention and cessation programs.
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Abstract

Background: Stopping the epidemic of e-cigarette use among youth has become the common goal of both regulatory authorities and health departments. JUUL is currently the most popular e-cigarette brand on the market. Young people usually obtain and exchange information about JUUL with the help of social media platforms. Along with the rising prevalence of JUUL, posts about underage JUUL buying and selling have appeared on social media platforms such as Reddit, which sharply increase the risk of minors being exposed to JUUL.

Objective: This study aims to analyze Reddit messages about JUUL buying and selling among the users of the UnderageJuul subreddit, and to further summarize the characteristics of those messages. The findings and insights can contribute to a better understanding of the patterns of underage JUUL use, and help public health officials provide timely education and guidance to minors who have intentions of accessing JUUL.

Methods: We used a novel cross-subreddit method to analyze the Reddit messages on 2 subreddits. From July 9, 2017, to January 7, 2018, we collected data from the UnderageJuul subreddit, which was created for underage JUUL use discussion. The data set included 716 threads, 2935 comments, and 844 Reddit users (ie, Redditors). We collected our second data set, comprising 23,840 threads and 162,106 comments posted between July 9, 2017, and January 8, 2019, from the JUUL subreddit. We conducted analyses including the following: (1) annotation of users with buying/selling intention, (2) posting patterns discovery and topic comparison, and (3) posting activeness observation of discovered Redditors. Term frequency–inverse document frequency and regular expression-enhanced keyword search methods were applied during the content analysis to extract the posting patterns. The public posting records of the discovered users on the JUUL subreddit during the year after the UnderageJuul subreddit was shut down were analyzed to determine whether they were still active and interested in obtaining JUUL.

Results: Our study revealed the following: (1) Among the 716 threads on the UnderageJuul subreddit, there were 214 threads related to JUUL sale and 168 threads related to JUUL purchase, which accounted for 53.5% (382/714) of threads. (2) Among the 844 Redditors of the UnderageJuul subreddit, 23.82% (201/844) of users were annotated with buying intention, and 21.10% (178/844) of users were annotated with selling intention. There were 34 users with buying/selling intention that self-reported as being <21 years old. (3) The most common key phrases used in selling threads were “WTS,” “want to sell,” “for sale,” and “selling” (154/214, 72.0%). The most common key phrases used in buying threads were “look for/get JUUL/pods” (58/168, 34.5%) and “WTB” (53/168, 31.5%). (4) The most important concern that UnderageJuul Redditors had in obtaining JUULs was...
the price (311/1306, 23.81%), followed by the delivery service (68/1306, 5.21%). The most popular flavors among the users with buying/selling intention were mango, cucumber, and mint. The flavor preferences remained consistent on both subreddits. Adverse symptoms related to the mango flavor were reported by 3 users on the JUUL subreddit. (6) In total, 24.4% (49201) of users wanted to buy JUULs and 46.6% (83178) of users wanted to sell JUULs, including 11 self-reported underage users, who also participated in the discussions on the JUUL subreddit. (7) Within one year of the UnderageJuul subreddit shutting down, there were 40 users who continued to post 186 threads on the JUUL subreddit, including 10 threads indicating buying/selling willingness that were posted shortly after the UnderageJuul subreddit was closed.

Conclusions: There were overlapping users active in the JUUL and UnderageJuul subreddits. The buying/selling-related content appeared in multiple venues with certain posting patterns from July 9, 2017, to January 7, 2018. Such content might lead to a high risk of health problems for minors, such as nicotine addiction. Based on these findings, this study provided some insights and suggestions that might contribute to the decision-making processes of regulators and public health officials.

(J Med Internet Res 2020;22(7):e16962) doi:10.2196/16962
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Introduction

The use of Electronic Nicotine Delivery Systems (ENDS; also called “e-cigarettes”) has been increasing rapidly among youth. In 2019, a cross-sectional survey with 19,018 participants showed the prevalence of self-reported current e-cigarette use was 27.5% among US high school students and 10.5% among middle school students [1]. At present, JUUL (by JUUL Labs) is the most popular brand, with more than 70% of the market share of e-cigarettes [2]. The appealing flavors and its relaxing effect cause potential intention and actual use among nonsmoking teenagers [3-5]. In addition, because of the lax regulatory environment in the United States, unregulated constituents in e-liquids as well as high nicotine delivery have led to concerns about addiction potential and pulmonary risks from the use of ENDS products [6-8]. To protect the physical health of young people, in April 2018, the Food and Drug Administration (FDA) issued a statement on preventing teenagers from using and buying JUUL and similar products [9]. As the FDA indicated [9], JUUL was more difficult for parents and teachers to recognize and detect than other e-cigarette products. Therefore, increased efforts to strengthen the regulation of minors’ access to JUUL have been implemented.

JUUL’s marketing heavily relied on social media platforms like Twitter and Instagram [10]. As a result, young people read and spread information about JUUL with the help of social media platforms [11]. Common JUUL discussions on social media included flavor preference [12-14], use experience [12-16], use location [12,14], purchasing methods [17], etc. Allem et al [12] found that JUUL use occurred in school locations, such as classrooms, bathrooms, libraries, and gyms. Brett et al [14] found teenagers used JUUL because the use of this product was part of a popular trend and to feel the “buzz” (i.e., a feeling caused by nicotine). Multiple researchers have noted that adolescents prefer the mango and mint flavors [14,17,18]. Li et al [19] found that the fruit flavor was associated with multiple adverse symptoms, including cough, headache, and lung tightness, though the causal relationship is unclear. With the rise of youth exposure to JUUL, Zhan et al [17] analyzed their purchasing methods. They found that peer-to-peer purchase and shipping was the most common method for UnderageJuul subreddit users.

As an online forum that allows users to create communities, Reddit has multiple sections (also called “subreddits”) related to JUUL discussion. Previous research determined that underage Redditors post about their JUUL use on Reddit [20]. To better understand and surveil youth JUUL use, researchers have conducted analyses on Reddit data focusing on underage JUUL users and their posting content, such as topic discovery [14,15], age and location distribution [17], popular flavor discovery [15,17], and negative symptoms analysis [19].

Previously, there was a public subreddit on Reddit called UnderageJuul, which was dedicated to discussing underage JUUL use. This subreddit was created in July 2017 and had almost 1000 users at its peak. Right before it was shut down in January 2018, the UnderageJuul subreddit was gaining 8 new members per day [20,21]. Previous studies conducted qualitative analysis on the UnderageJuul subreddit and found that posts in this subreddit included content such as self-reported underage JUUL users seeking sellers, sale advertisements without age verification, and adult users buying for minors to earn money, researchers thought such trade-related content indicated that minors had increased access to JUUL, and there might be other similar communities on social media platforms [17,20,21]. However, the characteristics of the buying/selling-related messages among the users of the UnderageJuul subreddit have not been further identified.

This study aimed to analyze the content on the UnderageJuul and JUUL subreddits that indicated JUUL buying and selling, which provides a more comprehensive understanding of underage JUUL use. Specifically, this study was designed to address the following questions:

First, what are the posting patterns of messages related to JUUL buying and selling on the UnderageJuul subreddit? The “posting patterns” refer to the common key phrases, way of expression, variants, or abbreviations the Redditors used when publishing buying/selling-related posts. For instance, Redditors usually use “look for/need + juul/pods” or “WTB” (short for “want to buy”) to express their buying willingness. Discovering users’ posting patterns could enable researchers to extract the core
features of this kind of message, and help regulators continue to identify similar content on social media, thus contributing to the prevention of minors’ access to JUULs.

Second, what are the concerns of the users of the UnderageJuul subreddit when they want to buy or sell JUULs? While UnderageJuul users had a willingness to buy and use JUULs, they also expressed concerns regarding JUULs, such as the choice of flavors. Given this subreddit was created to discuss underage JUUL use, identifying the concerns of its users has the potential to uncover specific characteristics of minors or others using that subreddit who intend to buy or sell JUUL. Understanding the topics and concerns discussed in this subreddit could be useful for health departments or educators responsible for the development and implementation of education programs on potential ENDS risk, as well as for regulatory agencies responsible for developing media and educational programs for young people.

Third, will users of the UnderageJuul subreddit cross-publish their comments, questions, and concerns on multiple subreddits at the same time? Will they continue to be active after the UnderageJuul subreddit is closed? We adopted the evaluation of “posting activeness” to address these questions, which involves counting the total number of different posts by users [22]. We chose the JUUL subreddit (ie, the general JUUL discussion subreddit) as a contrast. The posting activeness across subreddits will be compared during two time periods: the time period when UnderageJuul was accessible, and the year after UnderageJuul was shut down. This analysis could provide a deeper understanding of the buying and selling behavior of UnderageJuul users, including the extent to which shutting down one social media channel impacts information-sharing on other platforms, which could have significance for both understanding the breadth and scope of social media networks and the implementation of social media–based educational programs.

By answering the 3 questions above, we hope to provide valuable information to regulators to help them establish practices and policies to minimize adolescent e-cigarette use and safeguard their health. Note that the user analysis in this study was for the users who had public posting records on the UnderageJuul subreddit. The ages of underage users were based on their self-reported age information.

Methods

Overview

We applied a novel cross-subreddit method to analyze the content related to JUUL buying and selling, with a focus on comparing those using the UnderageJuul subreddit (which was originally designed for young people to discuss the use of JUULs, but soon became a platform to explore and share ways to illegally obtain JUULs) with those using the general JUUL subreddit (which is the main Reddit channel for discussing general JUUL-related topics). Figure 1 shows the framework for our cross-subreddit analyses. It consists of three components: data collection; cross-subreddit content and posting activeness analysis; and results.

Data Collection

The data used in this research consisted of two parts: data from the UnderageJuul subreddit and data from the JUUL subreddit.

UnderageJuul Subreddit Data Collection

Since the UnderageJuul subreddit was shut down by the time we began our analysis, we collected data from the UnderageJuul subreddit through the application programming interface (API) provided by pushshift.io [23], which is a website that stores all publicly available Reddit threads and comments. The UnderageJuul subreddit was created on July 9, 2017, and was shut down on January 8, 2018. We obtained the complete UnderageJuul subreddit posting and user information data set from that period, including 716 threads, 2935 comments, and 844 Redditors.

JUUL Subreddit Data Collection

We collected data from the JUUL subreddit via Reddit’s API [24] from July 9, 2017, to January 8, 2019, which covered two continuous time periods: (1) the same time period of the UnderageJuul data set (from July 9, 2017, to January 7, 2018), and (2) the year after the end of UnderageJuul activities (from January 8, 2018, to January 8, 2019). The first data set (ie, the JUUL-overlap data set) contained 3978 threads, 31,589 comments, and 5785 Redditors. The second data set (ie, the JUUL-afterwards data set) contained 19,862 threads, 130,517 comments, and 18,460 Redditors. Table 1 shows a detailed description of these three data sets.

Note that the data we used in this research were all publicly available on Reddit, and no personal information (eg, account profile) was included. The usernames contained in these data sets are not presented in this paper, for the privacy protection of the Redditors involved in this study.
Figure 1. Framework for cross-subreddit analyses on Reddit. API: application programming interface.

Table 1. Data set description.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Time span</th>
<th>Threads, n</th>
<th>Comments, n</th>
<th>Redditors, n</th>
<th>Threads per Redditor, n</th>
<th>Comments per Redditor, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>UnderageJuul</td>
<td>07/09/2017-01/07/2018</td>
<td>716</td>
<td>2935</td>
<td>844</td>
<td>1.95</td>
<td>4.11</td>
</tr>
<tr>
<td>JUUL-overlap</td>
<td>07/09/2017-01/07/2018</td>
<td>3978</td>
<td>31,589</td>
<td>5785</td>
<td>2.45</td>
<td>5.95</td>
</tr>
<tr>
<td>JUUL-afterwards</td>
<td>01/08/2018-01/08/2019</td>
<td>19,862</td>
<td>130,517</td>
<td>21,186</td>
<td>2.49</td>
<td>7.07</td>
</tr>
</tbody>
</table>
Data Analysis

Overview

The data analyses consisted of three steps. The first step was to annotate the users on the UnderageJuul subreddit that indicated buying/selling intention. Second, the text features were extracted to discover the posting patterns in their posting content. Finally, the activeness of the Reddit accounts was analyzed. We used a cross-subreddit analysis method in this study, thus the results of each step were all compared with the content on the JUUL subreddit.

User Analysis Across Subreddits

Overview

We first set the rules for annotation, then manually labeled Redditors who wanted to buy or sell JUUL on the UnderageJuul subreddit. Based on the results of user annotation on the UnderageJuul subreddit, the overlapping users were detected to discover how many of these users also participated in the JUUL subreddit during the same time period.

Step 1: User Annotation on the UnderageJuul Subreddit

First, two annotators labeled the users who wanted to buy or sell JUULs according to the descriptions in Table 2. Users interested in buying or selling usually post a specialized thread to attract sellers or to advertise the product to be sold, so we went through all threads on UnderageJuul subreddit. For example, when a Redditor posted a thread saying “[WTB] Looking to buy blue Juul and cucumber pods for under $75,” he/she was labeled as a user who wanted to buy JUULs; when a Redditor posted a thread saying “I am selling Juul warranty codes, ... 25$ per code, 20$ per code (if you buy 3 or more at once),” he/she was labeled as a user who wanted to sell JUULs. The threads were also tagged with corresponding labels. A Redditor could be annotated as a user who wanted to buy JUULs as well as a user who wanted to sell JUULs, if he/she posted multiple threads indicating both buying and selling intentions. Then, we annotated all comments below these labeled threads to discover users who did not post themselves but replied to those threads and showed buying/selling willingness. The Cohen κ coefficient of the annotation from two annotators was 0.83.

Table 2. Annotation categories and description.

<table>
<thead>
<tr>
<th>Label</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>User who wanted to buy JUULs</td>
<td>User who wanted to purchase JUULs peer-to-peer or face-to-face, asked others to buy JUULs for him/her, or wanted to buy a JUUL replacement code to get JUULs.</td>
</tr>
<tr>
<td>User who wanted to sell JUULs</td>
<td>User who wanted to sell JUULs to others through shipping or face-to-face trade, buy JUUL for others for a fee, or sell JUUL replacement codes.</td>
</tr>
<tr>
<td>Self-reported underage user</td>
<td>User who wanted to buy or sell JUULs and had a self-report age under 21 years old or a description indicating underage.</td>
</tr>
</tbody>
</table>

Step 2: Overlapping User Analysis on the JUUL Subreddit

The username is the unique identifier for each Redditor [26]. We compared the public posting records of these users on the two subreddits UnderageJuul and JUUL (ie, the JUUL-overlap data set). Redditors with the same usernames were regarded as overlapping users.

Content Analyses and Comparison

Overview

The following content analyses consisted of two steps. First, we extracted the common key phrases and words from the user-generated content to summarize the regular posting patterns. Second, we compared the overlapping users’ posts between the UnderageJuul subreddit and the JUUL subreddit.

Step 1: Posting Patterns Extraction on the UnderageJuul Subreddit

First, the textual features needed to be extracted from users’ posts. To achieve this, we used term frequency–inverse document frequency to uncover important words in each post automatically. Based on the frequency of these important words, we adopted regular expression-enhanced keyword search [27] on each post to discover key phrases. The trigrams near the important words were extracted from the buying/selling-related threads. The key phrases were determined according to the frequency rank and whether the expression was complete. For example, the key phrase “need juuls/pods” was determined because it was a complete expression and had a top rank in the search results of the word “need.” We manually classified the important words and key phrases into several posting patterns based on semantics and phrase structure.

Step 2: Content Comparison on the JUUL Subreddit

We compared the user-generated contents of overlapping users between the JUUL and UnderageJuul subreddits to discover whether these users also published trade-related content on the JUUL subreddit, and whether their concerns remained consistent. For the first perspective, each thread posted by the overlapping users on the JUUL subreddit was automatically labeled if it implied a willingness to buy or sell JUULs using the posting patterns discovered in Step 1. For the second perspective, we conducted a qualitative content analysis on users’ posts on both subreddits. To acquire more detailed and...
specific concerns, our analysis was applied to all the comments under trade-related threads on the UnderageJuul subreddit, as well as all the content they posted on the JUUL subreddit (i.e., threads and comments). We used the inductive category development method [28] to generate the topics based on the posts’ semantics and JUUL background information. For example, expressions like “v1” and “v2” represented versions of JUUL device. When they were identified in the posts, they were categorized with other words (e.g., “leak,” “refill”) that were previously found to be related to JUUL devices, regarded as the “device description” topic. Because flavor is one of the most important factors in ENDS products that appeal to teenagers, we specifically counted the occurrences of JUUL’s seven flavors (i.e., mango, mint, cucumber, menthol, fruit, crème, and tobacco) among the discussions of these users to discover their preference.

### Posting Activeness Observation

Finally, the online posting activeness of these users on the JUUL subreddit was observed during the year after the UnderageJuul subreddit was shut down. We analyzed the posting activeness of users to find whether they continued to express a willingness to buy or sell in other communities after the UnderageJuul subreddit was closed. Specifically, we searched through the JUUL-afterwards data set to count the number of threads and comments posted by these users, recorded their posting dates to get the posting trend changes, and analyzed their posts. Thus, we manually checked their content to determine whether their posts showed the intention to buy/sell JUUL.

**Results**

### User Analyses Across Subreddits

Among 844 Redditors on the UnderageJuul subreddit, we discovered 201 users who wanted to buy JUULs, 178 users who wanted to sell JUULs, and 45 users with both intentions. Among the 334 discovered users, there were 34 users that were self-reported underage. Of these, 30 indicated a willingness to purchase and 4 were willing to sell JUUL. Table 3 shows the proportion of each self-reported age group. The “teenager, age unknown” group represents users that did not mention a specific age but used expressions like “I’m underage” in their posts.

<table>
<thead>
<tr>
<th>User age (years)</th>
<th>Number of discovered users</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤15</td>
<td>5</td>
</tr>
<tr>
<td>16-18</td>
<td>14</td>
</tr>
<tr>
<td>19-21</td>
<td>3</td>
</tr>
<tr>
<td>Teenager, age unknown</td>
<td>5</td>
</tr>
</tbody>
</table>

After analyzing the users across subreddits, we found 49 of 201 (24.4%) users who wanted to buy JUULs and 83 of 178 (46.6%) users who wanted to sell JUULs also participated in discussions on the JUUL subreddit. Among the overlapping users, 11 underage users (8 users with buying willingness and 3 users with selling willingness) were discovered. Table 4 shows the detailed statistics of the overlapping users.

We also counted the threads and comments posted by the discovered users on each subreddit. They posted 382 threads in the UnderageJuul subreddit and there were 1306 comments under their threads. In addition, they also posted 123 threads and 1600 comments in the JUUL subreddit. Table 5 shows the detailed statistics of their posts. We ranked the activeness of all overlapping users according to their posting amount. The most active self-reported underage user published 16 threads and 96 comments on the JUUL subreddit, as well as 1 thread and 44 comments on the UnderageJuul subreddit. There were 128 Redditors that posted 182 replies to this user.

### Table 3. Groups of discovered users with self-reported age.

<table>
<thead>
<tr>
<th>User type</th>
<th>Number of discovered users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users who wanted to buy JUULs</td>
<td>201/844 (23.8)</td>
</tr>
<tr>
<td>Users who wanted to sell JUULs</td>
<td>178/844 (21.1)</td>
</tr>
<tr>
<td>Self-reported underage users</td>
<td>34/334 (10.2)</td>
</tr>
</tbody>
</table>

### Table 4. Statistics of the discovered users and overlapping users.

<table>
<thead>
<tr>
<th>User types</th>
<th>UnderageJuul subreddit, n/N (%)</th>
<th>JUUL-overlap subreddit, n/N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users who wanted to buy JUULs</td>
<td>201/844 (23.8)</td>
<td>49/201 (24.4)</td>
</tr>
<tr>
<td>Users who wanted to sell JUULs</td>
<td>178/844 (21.1)</td>
<td>83/178 (46.6)</td>
</tr>
<tr>
<td>Self-reported underage users</td>
<td>34/334 (10.2)</td>
<td>11/34 (32.4)</td>
</tr>
</tbody>
</table>

### Table 5. Statistics of posts from discovered users and overlapping users.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Users who wanted to buy JUULs</th>
<th>Users who wanted to sell JUULs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Threads, n/N</td>
<td>Comments, n/N</td>
</tr>
<tr>
<td>UnderageJuul</td>
<td>168/716</td>
<td>180/1306</td>
</tr>
<tr>
<td>JUUL-overlap</td>
<td>39/3978</td>
<td>447/31,589</td>
</tr>
</tbody>
</table>
Content Analyses and Comparison

Posting Patterns Analysis

We summarized 10 patterns observed in the threads posted by the users discovered on the UnderageJuul subreddit. Table 6 presents each pattern and its ratios. Since one thread may contain multiple key phrases, the total post numbers of the key phrases groups are greater than the total number of posts mentioned in Table 5.

The posting patterns in the threads from users who wanted to buy JUULs all expressed buying willingness directly. They usually included “looking for juul/pods” (58/168, 34.5%) and “want to buy (WTB)” (53/168, 31.5%) in the title, then described the buying requests in the body, such as the flavor and the location. An example is “Need Pods In Orlando Area. Just an underaged kid looking for pods in the Orlando area any flavor.” The body of these threads also contained the key phrases like “need juul/pods” or “need help for getting juul/pods” (36/168, 21.4%). Alternative expressions were also used to show buying willingness, such as “anyone selling juul/pods” and “anyone know seller in somewhere” (28/168, 16.7%).

Table 6. Regular posting patterns of discovered users on the UnderageJuul subreddit.

<table>
<thead>
<tr>
<th>User type, topic number, and key phrases</th>
<th>Post, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users who wanted to buy JUULs (n=168)</td>
<td></td>
</tr>
<tr>
<td>1 WTB(^a), want to buy, buy juul/pods</td>
<td>53 (31.5)</td>
</tr>
<tr>
<td>2 Need juul/pods, need help, need seller</td>
<td>36 (21.4)</td>
</tr>
<tr>
<td>3 Look for juul/pods, get juul/pods</td>
<td>58 (34.5)</td>
</tr>
<tr>
<td>4 Anyone selling, anyone know seller</td>
<td>28 (16.7)</td>
</tr>
<tr>
<td>5 Other</td>
<td>57 (34.0)</td>
</tr>
<tr>
<td>Users who wanted to sell JUULs (n=214)</td>
<td></td>
</tr>
<tr>
<td>1 WTS(^b), want to sell, for sale, selling</td>
<td>154 (72.0)</td>
</tr>
<tr>
<td>2 Ship, discreet</td>
<td>97 (45.3)</td>
</tr>
<tr>
<td>3 Charger, refill, starter</td>
<td>55 (25.7)</td>
</tr>
<tr>
<td>4 Sealed(^c), unboxing, unopen, brand new</td>
<td>40 (18.7)</td>
</tr>
<tr>
<td>5 Other</td>
<td>39 (18.2)</td>
</tr>
</tbody>
</table>

\(^a\)WTB: want to buy.
\(^b\)WTS: want to sell.
\(^c\)“Sealed” indicates that the product is new and has not been opened.

The posting patterns in the threads from users who wanted to sell JUULs included multiple kinds of information. They usually contained key phrases such as “WTS,” and “something for sale” (Pattern 1, 154/214, 72.0%) in the title to draw attention. Pattern 2 (97/214, 45.3%) was about shipping services, such as the shipping scope and discretion. Pattern 3 (55/214, 25.7%) involved a description of the product, including the accessories. If the product was brand-new, that was emphasized (40/214, 18.7%). For instance, a user who wanted to sell JUULs posted the following thread: “[WTS] JUUL V3 Starter Kit $40 in BTC. Brand new, sealed starter kit. Will ship quickly and discreetly.” Based on the above posting patterns, we further analyzed the threads posted by the overlapping users on the JUUL subreddit and found 17 threads with buying purpose and 18 threads with selling purpose.

Content Comparison

We summarized the 15 topics discussed by the discovered users in the UnderageJuul and JUUL subreddits. Table 7 shows the 10 topics discussed in the UnderageJuul subreddit and the 5 topics discussed in the JUUL subreddit.
Table 7. Topic comparison of the UnderageJuul and JUUL subreddits.

<table>
<thead>
<tr>
<th>Subreddit, topic number, and topic</th>
<th>Key phrases</th>
<th>Posts, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>UnderageJuul subreddit (n=1306)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Price</td>
<td>Price, how much, $number</td>
<td>311 (23.81)</td>
</tr>
<tr>
<td>2. Contact</td>
<td>PM, message</td>
<td>63 (4.82)</td>
</tr>
<tr>
<td>3. Ship</td>
<td>Ship, shipping</td>
<td>68 (5.21)</td>
</tr>
<tr>
<td>4. Scam</td>
<td>Scammer, scam, fake</td>
<td>83 (6.36)</td>
</tr>
<tr>
<td>5. Product description</td>
<td>v1, v2, v3, refill</td>
<td>53 (4.06)</td>
</tr>
<tr>
<td>6. Purchasing method</td>
<td>eBay, website, .com, store</td>
<td>20 (1.53)</td>
</tr>
<tr>
<td>7. Paying method</td>
<td>Gift card, PayPal, Bitcoin, BTC</td>
<td>40 (3.06)</td>
</tr>
<tr>
<td>8. Stock</td>
<td>Still available, still selling, how many, still have, SOLD</td>
<td>15 (1.15)</td>
</tr>
<tr>
<td>9. Flavor</td>
<td>Mango, mint, fruit, cucumber, crème, menthol, tobacco</td>
<td>27 (2.07)</td>
</tr>
<tr>
<td>10. Other</td>
<td>Posts did not contain the words above</td>
<td>626 (47.93)</td>
</tr>
<tr>
<td><strong>JUUL subreddit (n=123)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Buying/selling</td>
<td>This was annotated manually.</td>
<td>35 (28.46)</td>
</tr>
<tr>
<td>2. Flavor</td>
<td>Mango, mint, fruit, cucumber, crème, menthol, tobacco</td>
<td>16 (13.01)</td>
</tr>
<tr>
<td>3. Product description</td>
<td>Leak, refill, charged, help, real, fake, charger, battery</td>
<td>25 (20.33)</td>
</tr>
<tr>
<td>4. Experience sharing</td>
<td>Buzz, cough, lung</td>
<td>9 (7.32)</td>
</tr>
<tr>
<td>5. Other</td>
<td>Posts did not contain the words above</td>
<td>38 (30.90)</td>
</tr>
</tbody>
</table>

*aPM: private message.

v1, v2, and v3 represent the different versions of JUUL devices.

In the UnderageJuul subreddit, discussions were primarily focused on buying and selling JUULs. Topic 1 (311/1306, 23.81%) refers to users raising questions about the price. The replies usually contained specific prices in the form of $number. Topic 2 (63/1306, 4.82%) refers to posts in which authors would ask others to contact them through private messages if they did not want to directly answer questions in public replies. Topic 3 (68/1306, 5.21%) was about shipping services. Topic 4 (83/1306, 6.36%) includes posts in which some users commented under the threads with selling purposes that the post author is a scammer. Topic 5 (53/1306, 4.06%) refers to descriptions of the selling product, including the version of the product and whether it was refilled. Topic 6 (20/1306, 1.53%) and Topic 7 (40/1306, 3.06%) refer to the methods of purchasing and paying. Since some users self-claimed they were vendors from eBay or other websites, they accepted payment methods such as VISA gift cards and PayPal. Some users offered to buy JUULs from stores for underage users for a fee. Bitcoin was sometimes accepted as a form of payment. Topic 8 (15/1306, 1.15%) is related to users asking post authors about their stock. The post authors might update the questions about the price. Topic 9 (27/1306, 2.07%) represents the flavors discussed in the threads and comments; this topic is analyzed in detail in the next section.

In the JUUL subreddit, Topic 1 (35/123, 28.46%) represented the threads about buying and selling JUULs, which suggested the most popular topic discussed by these users did not change on this subreddit. Topic 2 (16/123, 13.01%) was about the flavors discussed by the overlapping users. The flavor topic is also analyzed individually in the next section. However, the focus of this topic was different from that on the UnderageJuul subreddit. Topic 3 (25/123, 20.33%) referred to the product descriptions. Unlike the product description topic (Topic 5) on the UnderageJuul subreddit, the discussions about this topic on the JUUL subreddit were about describing the device’s problems and seeking help. For instance, a post about this topic stated, “… All my official juul pods keep leaking out all over my juul. Idk what's going on.” Topic 4 (3/123, 2.44%) was about negative experience sharing. For example, one user said, “I used the juul to stop smoking but have noticed a chronic cough starting to begin.”

It can be seen that access to JUUL was a common topic for the discovered users in both subreddits. However, the content in the UnderageJuul subreddit included more details about JUUL transactions. The flavor topic and the product description topic appeared on both subreddits. The focal point in the UnderageJuul subreddit was users describing their buying/selling demands, while in the JUUL subreddit, users commonly shared their JUUL use experience.

We identified the 10 users who posted the most for each topic as the active users. In the UnderageJuul subreddit, there were 16 users who were active in multiple topics. There were 4 active users who were active in 3 topics at the same time. The most active user was in the top 10 among 6 topics. In the JUUL subreddit, there were 6 users active in multiple topics. The most active user posted about 4 topics at the same time. Notably, there were 7 users who were active in both subreddits, and the topics they promoted were related to JUUL buying and selling.
**Flavor Analysis and Comparison**

We counted the word frequency of the 7 flavors mentioned above and compared their popularity in the two subreddits. Among 382 threads and 1306 comments in the UnderageJuul subreddit, mango (n=50) was the most popular flavor, followed by cucumber (n=39) and mint (n=31). Fruit (n=9), tobacco (n=7), menthol (n=5), and crème (n=5) were not mentioned frequently. These flavors were mentioned when users described the selling products or the buying requests, as shown in the two examples given here:

*Pods Available: I have 8 tobacco, 16 cucumber, 8 mint, 12 menthol, 8 mango, and 4 fruit. …
... Looking for 2 packs of mango pods let me know if you have any for sale.*

Among the 123 threads in the JUUL subreddit, there were 16 threads that mentioned flavor. The most popular flavor was mango (n=8), followed by cucumber (n=7) and mint (n=7). These results were similar to those found in the UnderageJuul subreddit, which indicates that users’ flavor preferences did not change between subreddits. There was not much discussion of the crème (n=2), menthol (n=2), tobacco (n=2), and fruit (n=1) flavors. One example of a flavor topic post is as follows:

*Just got my hands on a couple packs of cool cucumber. …, it’s really good and up there with mango.*

However, we found 3 reports of adverse symptoms among the 8 threads that mentioned the mango flavor in the JUUL subreddit. Two users reported mouth burning and one user reported a stomachache, as shown below:

*…when ever I hit a mango pods my stomach almost immediately starts hurting.*

**Posting Activeness Observation**

We observed the posting activeness of all labeled users in the year following the shutdown of the UnderageJuul subreddit (January 8, 2018, to January 8, 2019). Table 8 shows the number of labeled users who had posted during this time period, and Table 9 shows the number of posts they made. For both tables, values were summed across consecutive 2-month periods.

### Table 8. The number of users who posted messages in the year after the UnderageJuul subreddit was removed.

<table>
<thead>
<tr>
<th>Time period</th>
<th>Users who wanted to buy</th>
<th>Users who wanted to sell</th>
<th>Self-reported underage users</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/8/2018-3/7/2018</td>
<td>11</td>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td>3/8/2018-5/7/2018</td>
<td>5</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>5/8/2018-7/7/2018</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>7/8/2018-9/7/2018</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>9/9/2018-11/7/2018</td>
<td>0</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>11/8/2018-1/9/2019</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table 9. The number of posts by the labeled users in the year after the UnderageJuul subreddit was removed.

<table>
<thead>
<tr>
<th>Time period</th>
<th>Posts by users who wanted to buy</th>
<th>Posts by users who wanted to sell</th>
<th>Posts by self-reported underage users</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/8/2018-3/7/2018</td>
<td>34</td>
<td>48</td>
<td>17</td>
</tr>
<tr>
<td>3/8/2018-5/7/2018</td>
<td>12</td>
<td>24</td>
<td>0</td>
</tr>
<tr>
<td>5/8/2018-7/7/2018</td>
<td>6</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>7/8/2018-9/7/2018</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>9/9/2018-11/7/2018</td>
<td>0</td>
<td>23</td>
<td>0</td>
</tr>
</tbody>
</table>

In the first 4 months after the UnderageJuul subreddit was shut down, the discovered users were still active in the JUUL subreddit. They posted 10 threads with the purpose of buying or selling. In the next 2 months, these users were less active and did not post threads with buying or selling willingness. One possible reason was that the administrators of the JUUL subreddit started to prohibit posts about trading JUULs. In the second half of the year, the discussions changed to flavor and device-related topics. There were 2 users who expressed the intention of quitting JUULs because of nicotine addiction and the high price.

**Discussion**

### Principal Findings

This paper used a cross-subreddit method to analyze underage JUUL use. Based on our previous study [17], this paper further analyzed the content related to underage JUUL buying and selling on Reddit, and summarized its characteristics and patterns. Additionally, this paper analyzed the posting activeness of the discovered users in the JUUL subreddit after long-term observation.

In summary, we found 214 threads related to JUUL sale and 168 threads related to JUUL purchase on the UnderageJuul subreddit, which accounted for 53.5% (382/714) of the
UnderageJuul subreddit’s threads. In addition, we found that these threads were posted with certain regular word-level patterns. The most common key phrases used in selling-related threads were “WTS,” “want to sell,” “for sale,” and “selling” (154/214, 72.0%). The most common key phrases used in buying-related threads were “look for/get JUUL/pods” (58/168, 34.5%) and “WTB” (53/168, 31.5%). The FDA has already announced policies about preventing youth use of and access to JUUL e-cigarettes, and reducing the marketing and promotion of tobacco products toward minors [29,30]. Though the UnderageJuul subreddit has been removed, there might be other similar communities that support underage JUUL trading. The posting patterns could help discover this type of content among other communities on Reddit and different social media platforms such as Twitter and Instagram. Once such content is discovered, a link to the official educational page about the tobacco products’ adverse health effects could be automatically added below such posts or sent to the content publisher via private message. This could have implications for interventions to reduce youth ENDS use.

We have demonstrated that discussions about obtaining and using JUUL e-cigarettes occur in multiple venues, and not just the subreddit dedicated to underage JUUL use (UnderageJuul). Among the 844 Redditors of the UnderageJuul subreddit, 23.82% (201/844) of users were annotated with buying intention, and 21.10% (178/844) of users were annotated with selling intention. We found that 24.38% (49/201) of users who wanted to buy JUULs and 46.63% (83/178) of users who wanted to sell JUULs had posting activeness on the JUUL subreddit. The results are consistent with our earlier research [17] regarding the approaches of illegally obtaining JUUL products. The buying/selling topics were common concerns for users on both subreddits during the same time span. This indicates the people who want to access to JUULs may not express their desires on only one platform and may seek multiple resources. When regulatory organizations take action to reduce youth’s access to JUUL and similar products, they might need strategies on multiple social media platforms simultaneously. When selling ENDS products via online shopping sites and other vaping-related websites, necessary warning statements should be clearly presented alongside, including the health risks and nicotine strength [31].

In our cross-subreddit analysis, we developed a procedure to evaluate the effect that the discovered users had based on their posting activeness and user-generated content. The most active self-reported underage user we discovered had published content that at least 128 Redditors read about, so there was a social network effect that could impact youth use of ENDS products like JUUL. Evaluation of JUUL-related content posted by those active users on social media platforms, especially the underage ones, is highly relevant to educators and those involved in tobacco regulation. In addition, it is not clear from these analyses whether these active users are paid by vendors or companies for advertising tobacco products to minors, and this is an important analysis that should be conducted to understand the motivation of those who post about these products on social media.

Our findings suggest that price was what the UnderageJuul users most cared about, along with the delivery services. The mango, mint, and cucumber flavors were the favorite flavors among these users. In January 2018, the UnderageJuul subreddit was banned. We found there was a self-reported underage user that posted a message on the JUUL subreddit asking for an alternative to the mango flavor, such as mint. In addition, we discovered negative health symptoms were reported on the JUUL subreddit after the use of the mango flavor. These popular flavors are still available in many countries and young people continue to discuss ways to acquire ENDS products like JUUL on Twitter, Reddit, etc. Despite regulatory and company efforts to reduce access to flavored ENDS products [32], considerable research is still needed on the role of flavors regarding the addiction potential of ENDS products [13,18,19,33]. In particular, since social media can provide timely and rapid information on what is being discussed about a particular ENDS product, continued analysis of social media is an essential early warning surveillance method for identifying addiction and the health risks of JUUL and other products (eg, the NJOY Ace product that has steadily increased in sales).

In our posting activeness observation, we found that in the year after the UnderageJuul subreddit was removed, 40 users (including 4 self-reported underage users) continued to post 186 threads in the JUUL subreddit. There were 10 threads with buying/selling willingness during the first 2 months. This result indicates that shortly after the UnderageJuul subreddit was closed, users transferred to other subreddits to have discussions, and continued to publish messages about buying/selling JUUL pods through social media platforms.

In conclusion, this study highlights the need for continued research on how social media can become a more fundamental component of the tobacco and nicotine surveillance system. In particular, rapid and extensive analyses of social media can serve as an early warning system of the rapid rise in the use of new products and health problems that are occurring as a result of using those products.

Limitations and Future Work
Since the data we used for analysis was user-generated public information (ie, post, publication date, and username), there were many limitations for us regarding determining the authenticity and legitimacy of users’ claims like self-reported age, their stock of JUUL devices, and the completion of trading. As the UnderageJuul subreddit was built specifically for discussing underage JUUL use, we thought the age distribution analysis was valuable and necessary. In addition, we noticed the scam topic (ie, Topic 4 on the UnderageJuul subreddit on Table 7) during the content analysis, which indicates some Redditors who claimed to have JUULs to sell might post such content to scam other users, rather than to trade JUULs. This might cause discrepancies for regulators when trying to identify actual buyers and sellers.

In addition, the conclusions and insights of our study were based on content analysis of the two specific subreddits during the specific time span. Our findings might not be generalizable to other subreddits or other time periods, considering the different barrier policies being carried out. However, future studies could
be extended to other subreddits that are about JUULs and other social media platforms (eg, Twitter) with the same methodology and mechanism.

**Conclusion**

This is the first study to investigate the patterns of buying and selling among underage JUUL users by utilizing information from multiple connected online forums. We hope these findings can be conducive to timely guidance and education of underage JUUL users, thus protecting the health of young people.
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Abstract

Background: Social media has recently provided a remarkable means of delivering health information broadly and in a cost-effective way. Despite its benefits, some difficulties are encountered in attempting to influence the public to change their behavior in response to social media health messages.

Objective: This study aimed to explore the factors that affect individuals’ acceptance of using social media as a tool for receiving health awareness messages and adapting such content accordingly by developing a smart health awareness message framework.

Methods: A quantitative method was adapted to validate the hypotheses and proposed framework through the development of a survey based on the technology acceptance model with the extension of other constructs. The survey was distributed on the web to 701 participants from different countries via Qualtrics software; it generated 391 completed questionnaires, and the response rate was 55.8% (391/701).

Results: Of the 391 respondents, 121 (30.9%) used social media platforms often during the week, and 27 participants (6.9%) did not use social media. In addition, 24.0% (94/391) of the respondents used these platforms to seek health information. On the basis of the results, perceived usefulness ($\beta$=.37; $P<.001$), gain-framed message ($\beta$=.04; $P<.001$), and loss-framed message ($\beta$=.08; $P<.001$) were seen to positively and significantly influence people’s intention to use social media as a means to spread information about health promotion. The proposed smart health awareness message framework identifies 64.2% of the variance in intention to use, 55.4% of the variance of perceived usefulness, and 26.2% of the variance of perceived ease of use.

Conclusions: This study sheds light on the factors that are associated with people’s intention to use and adopt social media in the health promotion domain. The findings reveal that the intention of using social media for health awareness purposes is positively impacted by the perception of usefulness of social media and the design of health messages. Future research might seek to explore other factors that relate to people’s behavior. This point of view will assist health organizations in developing their health messages more effectively and to be patient friendly.

(J Med Internet Res 2020;22(7):e16212) doi:10.2196/16212
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Introduction

Background

The advent of the internet has become a fundamental avenue for gaining health information [1] and for the provision of interventions to enhance healthy behaviors [2]. Rapid and easy access to the internet has driven individuals to go on the web to seek health information [3]. The internet has contributed to the evolution of a new era of communication, known as social media. The phenomenon of social media is defined as a collection of web-based social networking apps that enable individuals or groups of people to communicate and interact with each other, share information, collaborate, and exchange content [4,5]. The advancement of the internet, web-based health information, and social media has driven the emergence of electronic health (eHealth). According to the World Health Organization [6], eHealth can be defined as “the use of
information and communication technologies (ICT),” which involves the development of spreading health information through digital methods [7, 8].

One aspect of public health communication, which has received increasing attention, is the media channels through which health messages could be successfully conveyed to a wide range of relevant audiences. Several studies have found that mass media (eg, television, radio, newspaper, leaflets, and posters) have a positive impact on health promotion [9-12]. However, others have marked the ineffectiveness of this impact [13], unlike social media, which has greater potential in health promotion for individuals and health care professionals because of its ability to deliver meaningful health content [14] in different formats such as text, images, and videos [15]. It can be argued, therefore, that social media has largely proved to be an effective and influential instrument in spreading health awareness messages [16] because of its easy access by all socioeconomic strata and its cost effectiveness [3]. Due to the evolution of eHealth and social media tools, health organizations reinforce practitioners in providing health-related information to increase health awareness and obtain better health outcomes [17, 18].

Despite the increasing utilization of social media by health organizations in disseminating health awareness, the actual impact of social media interventions demands further research to explore the factors that may affect users' acceptance of this technology and adoption of the content [15, 19]. These factors include the frame of the message, trust of the content, and the degree of technology acceptance [20-22]. This study is motivated by the need to take into consideration such key factors that lead to effective acceptance of social media as a means to receive, read, and apply health awareness messages.

The paper provides the results of the smart health awareness message framework development and, in turn, ensures spreading health awareness messages effectively on a faster and wider scale through social media. The focus of this paper presents the identification of the factors influencing an individual’s intention to use social media as a means to receiving health awareness messages and following its instructions for the well-being of the individual by using the technology acceptance model (TAM) [23], task technology fit (TTF) [24], and prospect theory [25].

The research approach starts with a review of related literature concerning health awareness messages and the use of social media in spreading such messages to a wider community. The second stage involved developing a conceptual framework of the factors influencing an individual’s intention to use social media for health promotion. The effectiveness of the proposed framework was evaluated based on the hypotheses developed in this study. To validate these hypotheses, public opinion was analyzed based on a web-based survey using the Qualtrics software with 391 participants.

Such a random sample size would be a good representative because it reflects the characteristics of the population from which it has been drawn (ie, from a wide range of countries) and different opinions that were relatively close to each other.

The remainder of this paper is structured as follows. The first section includes an introduction that presents the research motivation, research approach, and the aim of this paper. The second section presents a review of the related literature. The third section presents the conceptual framework along with the proposed hypotheses. In the fourth section, methods of data collection and measurement development are presented. The section following the fourth section presents some public perspectives of the smart health awareness message framework through data analysis, including testing hypotheses. Finally, the authors conclude with a discussion of the research limitations and future work.

**Literature Review**

Public health communication has emerged as a modern strategy to change public behavior by raising awareness of risk diseases. Public health communication refers to “the scientific development, strategic dissemination, and critical evaluation of relevant, accurate, accessible, and understandable health information communicated to and from intended audiences to advance the health of the public” [26]. Therefore, health promotion encompasses the development of approaches that supply health knowledge to individuals, motivating them to adopt the healthy behaviors and change their current ones [27]. Traditionally, mass media has been used as a tool for public health promotion, which has involved a variety of forms including television, newspapers, radio, booklets, billboards, leaflets, and posters [9, 12, 28]. Each format varies according to the level of effectiveness and drawbacks. For example, numerous studies have explored the efficacy of using television campaigns to promote smoking cessation [29, 30]. However, exposure to such campaigns has been found to be expensive in comparison with radio broadcasts [12, 30].

Although several studies have highlighted the effectiveness of promoting health awareness via leaflets and posters [31-33], the reality is that they are still an expensive media to be published. This is due to the long process and expense of publishing paper-based media and also the factors such as time and labor consumption, limited information being given to the audience [34], poor health content [35], and overlapping information [36]. These reservations also include editing the health content, graphical design, printing, and distributing. Updating any of these printed media requires a further long loop of modification.

Social media has a great potential in public health communication, as it provides patients and the public with the best opportunity by delivering meaningful health content. Ba and Wang [14] found that online social groups have an essential role to play in an individual’s routine in terms of encouraging them to adopt a healthy lifestyle through observing their daily diet. Previous research has focused on customized digital health interventions that help individuals to control chronic disease and make proper decisions accordingly [37]. Roland et al [38] developed an online community represented by #FOAMed on Twitter for the purpose of sharing medical knowledge. Similarly, Diddi and Lundy [39] indicated the usage of Twitter to spread breast cancer awareness by 4 different health organizations, presenting different factors of the health belief model in the content of the message. A previous study has supported diabetic
people by offering a forum for sharing personal experience and providing feedback on performance by physicians [40].

So far, few research studies have examined the influential factors that affect people’s intention to use social media in the health promotion context [15,20]. However, understanding these factors is important for designing health promotion messages that incorporate content strategy and simplicity [41]. To fill this research gap, a conceptual smart health awareness message framework was developed based on the TAM, TTF, and prospect theory, as presented in the following section.

The TAM assumes that the extent to which the technology is accepted and used by an individual is predicted by 2 main constructs (factors): perceived usefulness and perceived ease of use [23]. TTF focuses mainly on the features that the technology offers, and thus, it believes that technology must match the task it supports to have performance impact [24]. TTF has 4 key constructs (elements), one of which is technology characteristics. Prospect theory postulates that health communication messages can be designed to shed light on the benefits (gain) or the consequences (loss) of performing a specific behavior [25].

**Smart Health Awareness Message Framework and Hypothesis Development**

The smart health awareness message framework includes different elements, which are called constructs, and each construct represents the key factor of a different adapted theory. Thus, this study investigates the impact of such constructs that influence an individual’s acceptance of using social media as a tool for receiving health awareness messages and consequently following its instructions for the individual’s well-being. The authors adapted the key constructs of 3 theoretical foundations: (1) TAM, (2) TTF, and (3) prospect theory. The TAM serves as a concrete base to develop the conceptual framework. The TTF offers a key element of social media characteristics, whereas the prospect theory provides a theoretical framework for designing such messages. The proposed framework, therefore, will help in designing health messages that will be spread via social media apps.

**Figure 1** illustrates smart health awareness message framework, where the authors proposed different hypotheses that provide a statement based on the feature extracted from the intended theory to represent a specific state of an individual’s beliefs. This is to be used in a survey to obtain public perspectives on the use of social media technology in receiving health messages. First, they hypothesized that intention to use is influenced by perceived ease of use, perceived usefulness, perceived trust, gain-framed message, and loss-framed message (hypotheses H1, H3, H6, H9, and H10). Second, the authors hypothesized that perceived usefulness is impacted by perceived ease of use, perceived usefulness, perceived trust, gain-framed message, and loss-framed message (hypotheses H2, H5, H7, and H8). Finally, it was hypothesized that perceived ease of use is influenced by customization (H4). Each defined hypothesis supports the relationships among the constructs of the framework. The following subsections present in detail the constructs of smart health awareness message framework.

**Technology Perceptions**

Technology perceptions include the key elements of the TAM, namely, perceived ease of use and perceived usefulness.
easy navigation, people’s intention will be enhanced to receive and apply health messages accordingly [44]. Exposure to such interactions is generally dynamic, resulting in encouraging health care professionals to create online communities where medical knowledge can be easily shared and freely accessed [38].

A positive association was supported between perceived ease of use and usefulness of technology usage that involved different contexts [45-47]. Therefore, H1 states that perceived ease of use of social media positively influences people’s intention to receive and follow health awareness messages. H2 states that perceived ease of use positively influences perceived usefulness of social media to receive and follow health awareness messages.

Perceived usefulness is widely defined as “the degree to which an individual believes that using a particular system would enhance his/her job performance” [23]. In this study, perceived usefulness refers to the degree to which an individual considers that the benefits of social media will enhance his or her intention to receive and then follow health awareness messages. Some individuals may perceive social media as a personal digital assistant with the purpose of improving medical usage [48].

The link between the usefulness of social media and the intention to adopt such technology as a means to acquire and share health information has been explored by a number of studies [47,49]. Moreover, Deng et al [50] investigated the association between perceived usefulness and the individual’s intention to adapt to mobile health. Therefore, H3 states that perceived usefulness of using social media will positively influence people’s intention to receive and follow health awareness messages.

**Technology-Influencing Factors**

This section includes 3 technology factors, customization, perceived trust, and technology characteristics, which influence the overall perceptions of social media to receive and follow health awareness messages.

Message customization means reaching target people with individualized health messages that work well to engage with the messages effectively [51]. Patrick et al [52] found that people who were exposed to customized text messages with the purpose of promoting dietary behaviors were more likely to achieve weight loss compared with those related to printed materials. Customization in the conceptual framework refers to the empowerment that enables intended systems to understand its users’ demographics and interest topics and then tailor their health messages accordingly, for example, the preferable time, the frequency of the messages, the type of disease, and the type of social media platforms. Social media customization provides a number of features that encourage users to prioritize particular accounts to view and act accordingly. On Twitter, Instagram, Facebook, and WhatsApp, by selecting get notifications, a user will automatically be notified every time these accounts post. Thus, such features allow users to easily access and efficiently follow social media posts. By leveraging social media customization efficiently, such technology can be harnessed to be most instrumental and useful in practice.

Customization correlates to perceived usefulness, as evidenced by Ho [53], who found that customized information technology services offer considerable benefits to customers that involve producing right content and format at the proper time for usage motivation purposes. In addition, customization in web-based interfaces has optimized web-based shopping due to its ease of use [54]. Therefore, H4 states that customization will have a positive impact on perceived ease of use of social media platforms to receive and follow health awareness messages. H5 states that customization will have a positive impact on perceived usefulness of social media platforms to receive and follow health awareness messages.

McAllister [55] defined trust as “the extent to which a person is confident in, and willing to act on the basis of, the words, actions, and decisions of another.” He studied the trust between patients and the source of health-related information. Undoubtedly, the trust that individuals place in web-based health knowledge varies with the source of such knowledge. Thus, trust is a significant factor that affects people’s adoption of health awareness messages [56,57]. Perceived trust in the framework will evaluate the contextual part of health-related information, and perceived usefulness will evaluate the practical part of social media use for passing health messages.

The association between trust and perceived usefulness has been discussed in several studies, confirming that the more the user perceives the technology to be useful, the greater the likelihood of trusting the content of such technology and therefore their intention to use it [58-60]. Thus, H6 states that perceived trust will positively influence people’s intention to use social media to receive and follow health awareness messages. H7 states that perceived trust will positively impact perceived usefulness of social media to receive and follow health awareness messages.

Technology characteristics constitute a key element of the TTF model identified by Goodhue and Thompson [24], which refers to the extent to which a technology fits when the required tasks are met. The more individuals perceive that the technology suitably fits the intended tasks, the greater the likelihood that they will use that technology [61]. TTF has been used to measure social media appropriateness in many topics, such as sharing information about flood anticipation [62]. A previous study proposed that sharing is a fundamental characteristic that social media provides [63], which refers to the extent to which content can be exchanged among users [64]. For Facebook, Twitter, and Instagram, qualities that correspond to sharing are the message itself and media representation, which involves photographs and videos in terms of photograph quantity and video length [22].

The suitability of TTF depends on the user selection of the technology, which is based on technology characteristics that perfectly correspond to the task’s attributes. Hence, this research demonstrates that social media features are capable of boosting the adaptation of this technology in viewing health awareness messages. Earlier studies have investigated the relationship between TTF constructs and perceived usefulness of using SMS for health awareness purposes [65]. Therefore, H8 states that technology characteristics will positively impact perceived usefulness of social media to view health awareness messages.
Message Design

This section presents a technique that aids in designing health awareness messages through prospect theory.

In loss- and gain-framed message design, health messages that aim at a particular behavior in terms of its benefits (gains) or costs (losses) play a significant role in health communication [57,66]. Health messages, therefore, might be designed either to emphasize the benefits of complying with the message content or the consequences of failure to comply with it [67,68]. For instance, a gain-framed message targeting increasing water intake could be “drinking a lot of water daily can help you lose weight.” In contrast, a loss-framed message could be “not drinking enough water causes you to gain weight” [69]. According to the prospect theory, the associated persuasion of gain- and loss-framed appeals is linked to the level of risk involved in the relevant actions [25]. The more individuals believe that they are at risk, the more motivated they are to the loss-framed message [57]. Therefore, the effectiveness of gain- and loss-framed messages varies depending on the goal of the message, either preventing or detecting health problems [66,70]. Therefore, positive messages are manifested to be more powerful in disease prevention messages [68], such as skin cancer prevention [66], whereas loss-framed messages are more likely to be useful in disease detection [71]. A number of studies have examined the effectiveness of negative messages in designing persuasive health messages. Meyerowitz and Chaiken [71] investigated the issue of women’s breast self-assessment, indicating that female students were more encouraged to perform the assessment through passive messages rather than positive ones. Levin et al [72] developed a framing effect-based typology to check the influence of negative- and positive-framed information on decision makers. They concluded that passive goal framing was more convincing and influential than positive ones.

Message frame is believed to have a significant relationship with an individual’s intention to adapt to technological invention [73]. Hence, H9 states that the positive effect of gain-framed messages on consumers’ intention to use social media for health awareness purposes would be stronger. On the other hand, hypothesis 10 states that the positive effect of loss-framed messages would be stronger.

Methods

Data Collection

The authors developed the questionnaire items based on an understanding of the literature, as presented in Multimedia Appendix 1. Before conducting the survey, it was validated by 5 experts in different industrial and research fields, including community medicine consultants, family medicine consultants, oncologists, and public health specialists based in Saudi Arabia, the United Kingdom, and the United Arab Emirates. Including qualified experts’ opinions will assure that items are clarified, accurate, and free of confusion. The survey was distributed on the web through Qualtrics over a 2-month period in 2019, and it produced 701 responses from different countries, with 391 completed surveys.

Development of Questionnaire Items

The questionnaire included 3 parts: the first part presented the survey’s introduction and consent form, the second part focused on the participant’s demographics, as shown in Table 1, and the third part included 27 items. Each item is a statement that has been adapted from the literature to measure the opinion of the end user regarding the 7 identified constructs of the conceptual framework. List of items are presented in Multimedia Appendix 1; both items and scales were adapted from previous studies with some modifications to fit the research context. Perceived ease of use and intention to use social media items were adapted from Hong et al [74]. The items of perceived usefulness on the intention to use social media were borrowed from El-Wajeeh et al [75]. Items on customization were adapted from Bandyopadhyay et al [65]. The items on the perceived trust construct were adapted from El-Wajeeh et al [75], and items on technology characteristics were derived from Bandyopadhyay et al [65] and Zaini et al [76]. All questionnaire items were rated using a 5-point Likert scale, ranging from strongly disagree (1) to strongly agree (5), in which participants were required to choose the most suitable answer.
Table 1. Respondent demographics (N=391).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>154 (39.4)</td>
</tr>
<tr>
<td>Female</td>
<td>237 (60.6%)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>91 (23.3)</td>
</tr>
<tr>
<td>30-39</td>
<td>142 (36.3%)</td>
</tr>
<tr>
<td>40-49</td>
<td>64 (16.4)</td>
</tr>
<tr>
<td>50-59</td>
<td>52 (13.3)</td>
</tr>
<tr>
<td>≥60</td>
<td>42 (10.7)</td>
</tr>
<tr>
<td><strong>Level of education</strong></td>
<td></td>
</tr>
<tr>
<td>Secondary school</td>
<td>9 (2.3)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>125 (32.0)</td>
</tr>
<tr>
<td>Master’s degree or above</td>
<td>227 (58.1%)</td>
</tr>
<tr>
<td>Others</td>
<td>30 (7.7)</td>
</tr>
<tr>
<td><strong>Job</strong></td>
<td></td>
</tr>
<tr>
<td>Governmental employee</td>
<td>184 (47.1%)</td>
</tr>
<tr>
<td>Private employee</td>
<td>85 (21.7)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>21 (5.4)</td>
</tr>
<tr>
<td>I do not work</td>
<td>101 (25.8)</td>
</tr>
<tr>
<td><strong>Frequency of using social media during the week</strong></td>
<td></td>
</tr>
<tr>
<td>Always</td>
<td>74 (18.9)</td>
</tr>
<tr>
<td>Very often</td>
<td>75 (19.2)</td>
</tr>
<tr>
<td>Often</td>
<td>121 (31.0%)</td>
</tr>
<tr>
<td>Hardly often</td>
<td>94 (24.0)</td>
</tr>
<tr>
<td>Never</td>
<td>27 (6.9)</td>
</tr>
<tr>
<td><strong>Frequency of using social media for seeking health information (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;2</td>
<td>121 (31.0%)</td>
</tr>
<tr>
<td>2 to &lt;4</td>
<td>84 (21.5)</td>
</tr>
<tr>
<td>4-6</td>
<td>94 (24.0)</td>
</tr>
<tr>
<td>&gt;6</td>
<td>92 (23.5)</td>
</tr>
</tbody>
</table>

*a*Indicates the highest percentage.

**Respondent Profile and Descriptive Statistics**

The respondents’ demographics are illustrated in Table 1. Of the 391 participants, 121 used social media platforms often during the week, with a percentage of 30.9% (Table 1). In total, 18.9% (74/391) and 19.2% (75/391) of the participants used them always and very often during the week, respectively (Table 1). Conversely, 6.9% (27/391) of the participants never used social media (Table 1). In addition, 24.0% (94/391) of the respondents utilized these platforms to seek health information (Table 1). This is due to several reasons, including easy and free access to social media, with no physical existence requirement as with health care centers, and no storage capacity is needed as with printed media.

**Results**

**Data Analysis**

Smart health awareness message framework has been proposed to elicit the opinion of the end user about different constructs, and the results of the survey require a range of statistical methods. First, SPSS (version 25; IBM Corp) was used to acquire respondents’ descriptive statistics. Then, data were analyzed using the IBM SPSS Analysis of a Moment Structures...
(AMOS) version 25, which requires 2 stages of assessment: measurement model assessment and structural equation modeling (SEM) assessment. The measurement model was assessed to confirm that the survey items reflected the corresponding constructs of the conceptual framework [77]. SEM was used to test hypothesized relationships among the constructs after conducting confirmatory factor analysis (CFA). The following subsections present the results of exploratory factor analysis (EFA), which includes a measurement model followed by SEM.

Measurement Model

In the first stage, an EFA was conducted to determine the correlation among observed variables or items being tested. A correlation matrix presented in Multimedia Appendix 2 shows the internal correlations between variables, which are higher than ±0.3, and not exceeding the cut-off threshold, ±0.8, refers to the absence of multicollinearity [77]. Then, EFA was conducted and provided a factor structure of 27 items (Multimedia Appendix 1). These variables are grouped into 7 factors: perceived ease of use, perceived usefulness, customization, perceived trust, technology characteristics, gain- and loss-framed message, and intention to use. The factor analysis results are illustrated in Table 2 using maximum likelihood with a promax rotation of data. This analysis shows a clean factor loading pattern, no major cross loading, where values ranged between 0.3 and 0.8, cut-off criteria [78].

Another issue to be considered in EFA is the appropriateness of the data set that has been verified using the Kaiser-Meyer-Olkin (KMO) statistics and Bartlett test of sphericity. According to Kaiser [79], the KMO value is recommended to be greater than 0.7 to obtain meaningful and good EFA. To assure the factorability of the correlation matrix among variables, the Bartlett test value should be significant ($P<.01$) [80]. The KMO yielded data adequacy with a value of 0.80, and the sphericity test showed a statistically significant $\chi^2_{190}=2467.0$ ($P<.01$; Multimedia Appendix 3). Thus, it is evident that the factorability of the correlation matrix is adequate. Then, construct reliability was measured by Cronbach alpha (CA), composite reliability (CR), and average variance extracted (AVE). CA was .893 for the total items; thus, the value was greater than the recommended .7 [78]. Table 3 presents CA for each construct, ranging between .733 and .826, leading to fit reliabilities of the data. Convergent validity can be assessed by calculating the average variance extracted and CR where the values should be greater than 0.5 and 0.7, respectively [81]. The results in Table 3 reveal that the AVE and CR applied such criteria. Although the AVE of technology characteristics is below the recommended value, Fornell and Larcker [82] confirmed that a researcher may conclude that the convergent validity of the construct is adequate, as CR is higher than the acceptable range.

Discriminant validity refers to the extent to which the constructs are varied from each other, which can be assessed using the Fornell-Larcker criterion [82]. In this method, the square root of AVE is compared with the correlation of constructs or variables. The variance between constructs and their items should exceed the variance explained with other constructs [82]. Table 4 illustrates that all diagonal square roots of the AVEs were higher than the off-diagonal values, which present constructs’ correlations. Given the adequate reliability and acceptable convergent and discriminant validities, it is concluded that the measurement model is satisfactory.
Table 2. Promax matrix showing factor analysis results.

<table>
<thead>
<tr>
<th>Factor</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PU</td>
<td>PEU</td>
<td>PT</td>
<td>TECH</td>
<td>CUST</td>
<td>INT</td>
<td>Message</td>
</tr>
<tr>
<td>PU1</td>
<td>0.406</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PU2</td>
<td>0.512</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PEU1</td>
<td>N/A</td>
<td>0.789</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PEU2</td>
<td>N/A</td>
<td>0.738</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PEU3</td>
<td>N/A</td>
<td>0.644</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PEU4</td>
<td>N/A</td>
<td>0.562</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PT1</td>
<td>N/A</td>
<td>N/A</td>
<td>0.596</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PT2</td>
<td>N/A</td>
<td>N/A</td>
<td>0.839</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>TECH1</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.379</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>TECH2</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.791</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>TECH3</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.769</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>TECH4</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.379</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>TECH5</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.720</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>TECH6</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.764</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>TECH7</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.725</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CUST1</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.821</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CUST2</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.845</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CUST3</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.411</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CUST4</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.301</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>INT1</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.752</td>
<td>N/A</td>
</tr>
<tr>
<td>INT2</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.783</td>
<td>N/A</td>
</tr>
<tr>
<td>INT3</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.596</td>
<td>N/A</td>
</tr>
<tr>
<td>Message1</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.723</td>
</tr>
<tr>
<td>Message2</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.735</td>
</tr>
<tr>
<td>Message3</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.583</td>
</tr>
<tr>
<td>Message4</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.536</td>
</tr>
<tr>
<td>Message5</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.500</td>
</tr>
</tbody>
</table>

aRotation converged in 7 iterations.
bExtraction method: maximum likelihood; rotation method: Promax with Kaiser normalization.
cPU: perceived usefulness.
dPEU: perceived ease of use.
ePT: perceived trust.
fTECH: technology characteristics.
gCUST: customization.
hINT: intention to use.
iMessage: gain- and loss- framed message.
jN/A: not applicable.
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Table 3. Cronbach alpha, composite reliability, and average variance extracted for the constructs.

<table>
<thead>
<tr>
<th>Constructs and items</th>
<th>CA(^a)</th>
<th>CR(^b)</th>
<th>AVE(^c)</th>
<th>Factor loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEU(^d)</td>
<td>.83</td>
<td>.69</td>
<td>.53</td>
<td>0.76</td>
</tr>
<tr>
<td>PEU1</td>
<td></td>
<td></td>
<td></td>
<td>0.69</td>
</tr>
<tr>
<td>PEU2</td>
<td></td>
<td></td>
<td></td>
<td>0.80</td>
</tr>
<tr>
<td>PEU3</td>
<td></td>
<td></td>
<td></td>
<td>0.78</td>
</tr>
<tr>
<td>PEU4</td>
<td></td>
<td></td>
<td></td>
<td>0.78</td>
</tr>
<tr>
<td>PU(^e)</td>
<td>.80</td>
<td>.80</td>
<td>.66</td>
<td>0.80</td>
</tr>
<tr>
<td>PU1</td>
<td></td>
<td></td>
<td></td>
<td>0.83</td>
</tr>
<tr>
<td>PU2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CUST(^f)</td>
<td>.82</td>
<td>.82</td>
<td>.70</td>
<td>0.78</td>
</tr>
<tr>
<td>CUST1</td>
<td></td>
<td></td>
<td></td>
<td>0.89</td>
</tr>
<tr>
<td>CUST2</td>
<td></td>
<td></td>
<td></td>
<td>0.49</td>
</tr>
<tr>
<td>CUST3</td>
<td></td>
<td></td>
<td></td>
<td>0.44</td>
</tr>
<tr>
<td>CUST4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PT(^g)</td>
<td>.76</td>
<td>.71</td>
<td>.55</td>
<td>0.78</td>
</tr>
<tr>
<td>PT1</td>
<td></td>
<td></td>
<td></td>
<td>0.69</td>
</tr>
<tr>
<td>PT2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TECH(^h)</td>
<td>.75</td>
<td>.71</td>
<td>.38</td>
<td>0.60</td>
</tr>
<tr>
<td>TECH1</td>
<td></td>
<td></td>
<td></td>
<td>0.63</td>
</tr>
<tr>
<td>TECH2</td>
<td></td>
<td></td>
<td></td>
<td>0.68</td>
</tr>
<tr>
<td>TECH3</td>
<td></td>
<td></td>
<td></td>
<td>0.55</td>
</tr>
<tr>
<td>TECH4</td>
<td></td>
<td></td>
<td></td>
<td>0.63</td>
</tr>
<tr>
<td>TECH5</td>
<td></td>
<td></td>
<td></td>
<td>0.55</td>
</tr>
<tr>
<td>TECH6</td>
<td></td>
<td></td>
<td></td>
<td>0.43</td>
</tr>
<tr>
<td>TECH7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Message(^i)</td>
<td>.73</td>
<td>.75</td>
<td>.50</td>
<td>0.81</td>
</tr>
<tr>
<td>Message1</td>
<td></td>
<td></td>
<td></td>
<td>0.72</td>
</tr>
<tr>
<td>Message2</td>
<td></td>
<td></td>
<td></td>
<td>0.57</td>
</tr>
<tr>
<td>Message3</td>
<td></td>
<td></td>
<td></td>
<td>0.53</td>
</tr>
<tr>
<td>Message4</td>
<td></td>
<td></td>
<td></td>
<td>0.48</td>
</tr>
<tr>
<td>Message5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INT(^j)</td>
<td>.76</td>
<td>.77</td>
<td>.62</td>
<td>0.82</td>
</tr>
<tr>
<td>INT1</td>
<td></td>
<td></td>
<td></td>
<td>0.76</td>
</tr>
<tr>
<td>INT2</td>
<td></td>
<td></td>
<td></td>
<td>0.57</td>
</tr>
<tr>
<td>INT3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)CA: Cronbach alpha.
\(^b\)CR: composite reliability.
\(^c\)AVE: average variance extracted.
\(^d\)PEU: perceived ease of use.
\(^e\)PU: perceived usefulness.
\(^f\)CUST: customization.
\(^g\)PT: perceived trust.
\(^h\)TECH: technology characteristics.
Table 4. Discriminant validity.

<table>
<thead>
<tr>
<th>Factors</th>
<th>PEU</th>
<th>PT</th>
<th>TECH</th>
<th>CUST</th>
<th>INT</th>
<th>Message</th>
</tr>
</thead>
<tbody>
<tr>
<td>PU</td>
<td>0.81j</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PEU</td>
<td>0.72j</td>
<td>0.73</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PT</td>
<td>0.50j</td>
<td>0.46j</td>
<td>0.74j</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>TECH</td>
<td>0.57j</td>
<td>0.66j</td>
<td>0.59j</td>
<td>0.62j</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CUST</td>
<td>0.29j</td>
<td>0.27j</td>
<td>0.36j</td>
<td>0.32j</td>
<td>0.84</td>
<td>N/A</td>
</tr>
<tr>
<td>INT</td>
<td>0.74j</td>
<td>0.50j</td>
<td>0.41j</td>
<td>0.58j</td>
<td>0.27j</td>
<td>0.79j</td>
</tr>
<tr>
<td>Message</td>
<td>−0.09j</td>
<td>−0.11j</td>
<td>−0.03j</td>
<td>−0.07j</td>
<td>−0.001j</td>
<td>0.02j</td>
</tr>
</tbody>
</table>

\(^a\)Off-diagonal elements are correlations, and diagonal elements are square roots of the average variance extracted.

\(^b\)PU: perceived usefulness.

\(^c\)PEU: perceived ease of use.

\(^d\)PT: perceived trust.

\(^e\)TECH: technology characteristics.

\(^f\)CUST: customization.

\(^g\)INT: intention to use.

\(^h\)Message: gain-loss framed message.

\(^i\)N/A: not applicable.

\(^j\)0.27: significance of correlations \(P<.001\).

Structural Equation Modeling

In the second stage, CFA was conducted before testing the hypothesized relationships among the constructs in smart health awareness message framework using SEM [83]. To proceed with CFA, standardized loadings for each item were obtained, in which these values should be at least 0.5 or ideally 0.7 or higher [78]. As shown in Table 5, of the 27 items, CUST3, CUST4, TECH7, and Message5 are attributed to deletion from the research model because of their lower loadings, whereas others are well related to their associated constructs. Given the significant standardized residual covariances, which means the largest values (in absolute value) for items PEU3, PEU4, TECH5, TECH6, Message4, and INT3, they require removal as they affect the goodness fit of the model [84] (Multimedia Appendix 4). The analysis illustrated in Multimedia Appendix 5 confirmed that the linear regression model is adequately fit, with \(\chi^2\) value of 299.0 and \(P<.001\).

In the second step of the CFA, model fit indexes were measured: \(\chi^2\) divided by \(df\) root mean square error of approximation (RMSEA), normed fit index (NFI), incremental fit index (IFI), comparative fit index (CFI), and Tucker-Lewis Index (TLI) [83]. The CFA results showed an acceptable fit model (\(\chi^2_{97}=145.8\); \(\chi^2\) divided by \(df=1.503\); RMSEA=0.036; NFI=0.937; IFI=0.978; CFI=0.978; TLI=0.969; Multimedia Appendix 6). The results also confirm that the linear and covariance fit models meet the standards, thus emphasizing the acceptance of model fit (Multimedia Appendices 7 and 8, respectively).

The next step is measuring the path coefficient, coefficient of determination, and \(t\) value using SEM. A path coefficient or path analysis indicates the relationships among the constructs. The coefficient of determination (R2) is a measure of the percentage of the total variation of the dependent variable that is explained or predicted by the independent variable(s) or predictor(s) [78]. The larger the value of the coefficient of determination, the greater the prediction of the dependent variable. Table 5 illustrates the path analysis and hypotheses testing. The results show that the coefficient of determination (R2) is 0.642 for the intention to use construct. This means that the 4 constructs (perceived ease of use, perceived usefulness, perceived trust, gain-framed message, and loss-framed message) moderately explain 64.2% of the variance in intention to use social media. Perceived ease of use, together with customization, perceived trust, and technology characteristics, explain 55.4% of the variance in perceived usefulness. Finally, customization explains 26.2% of the variance in perceived ease of use.
### Table 5. Summary of testing hypotheses.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Hypothesized path</th>
<th>Beta&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>PEU&lt;sup&gt;b&lt;/sup&gt;-INT&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.05</td>
<td>.43</td>
<td>Not supported</td>
</tr>
<tr>
<td>H2</td>
<td>PEU-PT&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.37</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H3</td>
<td>PU-INT</td>
<td>.43</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H4</td>
<td>CUST&lt;sup&gt;e&lt;/sup&gt;-PEU</td>
<td>.12</td>
<td>.12</td>
<td>Not supported</td>
</tr>
<tr>
<td>H5</td>
<td>CUST-PU</td>
<td>.16</td>
<td>.05</td>
<td>Supported</td>
</tr>
<tr>
<td>H6</td>
<td>PT&lt;sup&gt;f&lt;/sup&gt;-INT</td>
<td>.11</td>
<td>.08</td>
<td>Not supported</td>
</tr>
<tr>
<td>H7</td>
<td>PT-PU</td>
<td>.07</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H8</td>
<td>TECH&lt;sup&gt;g&lt;/sup&gt;-PU</td>
<td>.12</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H9</td>
<td>Gain-framed message-INT</td>
<td>.04</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H10</td>
<td>Loss-framed message-INT</td>
<td>.08</td>
<td>&lt;.001</td>
<td>Supported</td>
</tr>
</tbody>
</table>

<sup>a</sup>Beta is standardized.
<sup>b</sup>PEU: perceived ease of use.
<sup>c</sup>INT: intention to use.
<sup>d</sup>PU: perceived usefulness.
<sup>e</sup>CUST: customization.
<sup>f</sup>PT: perceived trust.
<sup>g</sup>TECH: technology characteristics.

Path analysis results also reveal that perceived ease of usefulness has little effect on intention to use (β=.05; P=.43), unlike the significant effect on perceived usefulness (β=.37; P<.001). Thus, H1 is not supported, whereas H2 is supported. The impact of perceived usefulness on intention to use is significant (β=.43; P<.001), supporting H3. However, the results indicate that customization has no significant impact on perceived ease of use (β=.12; P=.12), whereas it has a significant impact on perceived usefulness (β=.16; P=.05). Hence, H4 is not supported, and H5 is supported. The results also indicate that there is no significant impact between perceived trust and intention to use (β=.11; P=.07). In contrast, perceived trust significantly impacts perceived usefulness (β=.07; P<.001). Therefore, H6 is not supported, whereas H7 is supported. Technology characteristics are considered to be related and have a significant impact on perceived usefulness (β=.12; P<.001), lending support to H8. Finally, it was found that gain-framed messages and loss-framed messages are significantly and positively related to intention to use social media (β=.04; P<.001) and (β=.08; P<.001), respectively. Thus, H9 and H10 are supported.

## Discussion

### Principal Findings

Nowadays, social media plays a considerable role in an individual’s daily routine, as it provides different features that encourage people to adapt it for a range of uses, including health promotion. Therefore, the motivation of this paper was to examine the factors that affect people’s intention to use social media as a way of receiving health awareness messages, which, in turn, will help them to maintain their diet and reduce the incidence of diseases. In turn, the challenges that arise from printed media, involving paper and power consumption, storage capacity, and labor intensity, will be reduced. The results in Table 1 show that 69.0% (270/ 391) of the public surveyed used social media always, often, or very often, and 31.0% (121/391) of them hardly or never used social media. This indicates that eHealth that involves using social media to convey health messages has the potential to reach about 70% of the public. Findings (shown in Figure 2) confirm that perceived usefulness and message design relating to health message frames (positive vs negative) are the leading predictors of people’s intention to use social media in the health promotion context. Loss-framed messages have been examined in previous studies [85,86] to be a motivating factor that influences people to engage and comply with health behavior on social media. A recent study has come to an opposing conclusion where people are encouraged to acquire and trust health information on social media when they are exposed to gain-framed messages [87]. Regarding social media usefulness, the results of this study are consistent with those of Lin and Ho [49], indicating that perceived usefulness significantly affects people toward social media adaptation in sharing health information.
In addition, health message customization encourages the prediction of perceived usefulness, whereas it has no effect on perceived ease of use of social media. Thus, it can be indicated that social media users perceive the acquired benefits from social media when they receive health messages tailored to their preferences [51]. Regarding the relationship between technology characteristics and perceived usefulness (β = 0.12; P < 0.001), it can be concluded that the higher the characteristics offered by social media, the greater the perceptions of the benefits of adopting health messages received via social media. These characteristics involve hyperlinks and hashtags provision, which, in turn, generate higher engagement with messages [88]. Moreover, posting photographs and videos that enhance the message by being more visual encourage individuals to adopt social media for health promotion [15]. The results reveal that the design of health messages plays a significant role in people’s intention to use social media. Consequently, the key factors specified are essential for health organizations to promote eHealth by developing and spreading health messages effectively, which, in turn, will enhance people’s health.

Conclusions

The study’s results demonstrate the use of social media in health promotion purposes, which will enhance the outcomes of an individual’s well-being. This paper aimed to investigate the influential factors that affect people’s intention to adopt such technology in health communication campaigns. Undoubtedly, high levels of health message success cannot be achieved without emotions embedded in the content of health messages [89]. The study’s findings indicate that health message frames would be efficacious in improving public health communication toward social media adaptation. Furthermore, perceived usefulness has an impact on people’s intention to adapt to social media to acquire health awareness information. These results can be explained by the adaptation of the TAM and the prospect theory.

Given the findings of smart health awareness message framework, designing health awareness messages to include loss- or gain-framed content to evoke high emotions might contribute to boosting the effectiveness of health promotion interventions. Hence, this study offers implications for health awareness message developers that guide them to establish materials that are more patient friendly and technologically outstanding by adapting social media as a delivery method. Accordingly, this strategy will encourage individuals to exchange these messages among social media users.

Limitations and Future Work

This study has several limitations and indicates several directions for future work. First, for the construct of message design, there are few studies associated with the prospect theory that examine the public perspective in terms of their preferences. Thus, the authors developed a number of items, validated by experts, and adapted in this study to ensure the validity of the construct. Future works might examine this construct more broadly to determine the extent to which the public might receive this message in a more positive or negative manner. Second, although the study involved 391 respondents from different countries, in which sample size is convenient for testing the framework, future studies with larger samples are needed to reinforce the generalization of results. In addition, the participants were English speakers, and findings related to a particular language might restrict generalization to others. Thus, future research might duplicate this study with different languages.

Smart health awareness message framework will also be used to define the right content and format of the health awareness messages to be spread via a software system that is integrated with different social media platforms. Furthermore, a computer-based knowledge framework based on the use of social media apps will be developed to spread health awareness messages. Finally, a specific statistical technique will be used
to validate the impact of the health awareness message on recipients.
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Abstract

Background: Sudden unexpected infant death (SUID), which includes the diagnosis of sudden infant death syndrome (SIDS), is a leading cause of infant mortality in the United States. Despite prevention efforts, many parents continue to create unsafe infant sleep environments and use potentially dangerous infant sleep and monitoring devices, ultimately leading to sleep-related infant deaths. Analyzing Facebook conversations regarding SIDS may offer a unique maternal perspective to guide future research and prevention efforts.

Objective: This study aims to describe and analyze conversations among mothers engaged in discussions about SIDS on a Facebook mother’s group. We were interested in understanding maternal knowledge of SIDS, identifying information sources for SIDS and safe sleep, describing actual infant sleep practices, exploring opinions regarding infant sleep products and monitoring devices, and discovering evidence of provider communication regarding SIDS.

Methods: We extracted and analyzed 20 posts and 912 comments from 512 mothers who participated in a specific Facebook mother’s group and engaged in conversations about SIDS. There were 2 reviewers who coded the data using qualitative descriptive content analysis. Themes were induced after discussion among researchers and after the study objectives were addressed.

Results: The theme of social support emerged, specifically informational and emotional support. A variety of informational sources for SIDS and safe sleep were identified, as was a continuum of infant sleep practices (ranging from unsafe to safe sleep per the American Academy of Pediatrics standards). There was widespread discussion regarding infant sleep products and monitoring devices. Embedded within conversations were (1) confusion among commonly used medical terminology, (2) the practice of unsafe infant sleep, (3) inconsistency in provider communication about SIDS, and (4) maternal anxiety regarding SIDS.

Conclusions: We uncovered new findings in this analysis, such as the commonality of infant sleep products and monitoring devices and widespread maternal anxiety regarding SIDS. Additionally, mothers who participated in the Facebook group provided and received informational and emotional support regarding SIDS via this social media format. Such results can guide future prevention efforts by informing health communication regarding SUID and safe sleep. Future provider and public health agency communication on the topic of SUID and safe sleep should be simple and clear, address infant sleep products and monitoring devices, address maternal anxiety regarding SIDS, and address the common practice of unsafe sleep.

(J Med Internet Res 2020;22(7):e18474) doi:10.2196/18474
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Introduction

Background
Sudden unexpected infant death (SUID) and sudden infant death syndrome (SIDS) are a leading cause of infant mortality in the United States, resulting in approximately 3500 infant deaths annually [1]. SUID includes the diagnosis of SIDS and other unintentional causes of infant death: asphyxia, accidental suffocation and strangulation in bed, or ill-defined deaths. Risk factors for SUID include prone sleeping, bed sharing, soft bedding, unsafe sleep surfaces, prematurity, and smoke exposure [1]. Although the Back to Sleep campaign [2] reduced SIDS deaths by more than 50%, SIDS remains to be the leading cause of postneonatal mortality in the United States [3]. Furthermore, there has been an increase in infant deaths because of accidental suffocation [4].

Despite recommendations for SUID prevention, as of 2015, approximately 21% of mothers reported placing infants on their stomach to sleep, 61.4% reported bed sharing, and 38.5% reported using soft bedding, such as blankets or bumper pads [5]. Another study found that 54.7% of mothers reported the use of hazardous bedding for their infants [6]. Furthermore, potentially dangerous infant sleeping devices (eg, Rock ’n Play [7], baby swings) and sleep monitoring devices (eg, Owlet, Snuza) are increasingly common, yet little is known about their use [8].

Mothers place infants to sleep in the prone position for perceived safety, infant comfort, and concern for choking [9,10]. Colson et al [11] found that mothers who were advised consistently by their doctors to practice supine sleeping were less likely to place infants prone. Mothers were also more likely to follow social norms or model behaviors that were perceived as positive [11]. Such perspectives may be influenced by cultural norms and family members [10]. Extended social networks, such as social media, are also potentially influential. Social media is available 24/7 for people to seek information or leave messages for peers [12]. Thus, mothers are increasingly using social media for parenting and health information [13,14]. As of 2015, 75% of parents used social media, often for parenting information or support [14]. In a review of parental use of social media for parenting in the United States, Facebook was the most common social media format [15]. Facebook was popular among all races or ethnicities, including African Americans [15]—those most at risk for SUID [1].

Objectives
This study aimed to (1) understand maternal knowledge of SIDS, (2) identify information sources for SIDS, (3) describe actual infant sleep practices, (4) explore opinions regarding infant sleeping devices and sleep monitoring devices as they relate to SIDS, and (5) discover evidence of provider communication regarding SIDS among mothers engaged in discussions about SIDS on a Facebook mother’s group.

Methods
This is a qualitative study of publicly available data extracted from a Facebook mother’s group in May 2019. At that time, there were 17,545 members in the group. Once on the Facebook page, SIDS was entered in the search toolbar. The results were filtered to include the following: all posts, most recent, posted by anyone, tagged location of anywhere, and any date posted. The phrase safe sleep was trialed but ultimately not selected as this resulted in erroneous conversations. The term SIDS, on the other hand, resulted in a total of 20 posts that were all relevant to SIDS or safe sleep. Each post and related conversations (912 comments) were manually copied and pasted into a spreadsheet. To protect the identity of the participants, only the initials of the participant were copied to the spreadsheet to enable the researchers to follow the conversations. After the posts and replies were copied, the spreadsheet was manually compared with the actual Facebook page to ensure accuracy. Personal and identifying information were removed to maintain confidentiality.

The posts and related conversations were then converted to 20 documents to be uploaded to Atlas.ti [16] for further analysis. The qualitative descriptive analysis process was completed as per Miles et al [17], and inductive coding was allowed for codes and themes to emerge progressively.

After analyzing 25% of the content, a preliminary codebook [18] was developed as coding became redundant at that time. To ensure trustworthy findings and increase reliability [17], 2 investigators coded all of the data. First-cycle coding [17] was completed by 2 investigators (KP and EC or SK) to assign descriptive coding of the data using qualitative analysis software (Atlas.ti, version 8.4.2). The discrepancies in coding were discussed among the members and the codebook was adjusted as needed. Second-cycle coding was then completed to identify themes [17]. This study was submitted for review by the institutional review board at the University of Texas at Austin and deemed exempt given that this research project utilized information from publicly available datasets.

Results

General Description of the Data
A total of 526 individual mothers participated in the 20 posts and 912 related comments. The number of comments on the posts ranged from 4 to 152, with an average of 45.6 comments per post. Of the 20 posts, 6 included pictures. Table 1 includes a general description of each post and the total number of comments for each post.

The post that received the most likes (n=20) was an article about a doctor who linked hearing dysfunction to SIDS; if infants failed the screening, they would undergo a more thorough exam because they were more at risk than those who passed. The post that received the second highest number of likes (n=12) was a post from a mother who wanted to know who else “went against the recommendations” and let their babies sleep prone. Multiple posts received 0 likes and included the following topics: breathable bumpers, babies rolling prone, co-sleeping, and an infant who “hated” sleeping flat. Table 2 demonstrates the Facebook emotions and the number of comments that received such emotions. Of note, people who participated in liking a comment did not necessarily add a
remark to the post. Therefore, the total number of participants in the analyzed conversations may have actually exceeded 526.

Table 1. General description of the Facebook posts and number of comments (in order, from most to least number of comments).

<table>
<thead>
<tr>
<th>Comments, n</th>
<th>General content of original post (and ultimate conclusion, if known)</th>
</tr>
</thead>
<tbody>
<tr>
<td>155</td>
<td>Mother attended a baby safety class and was told she should keep her baby in the same room for a year to prevent SIDS(^a). She was not planning on doing this and wanted to know what other moms’ opinions were on this topic</td>
</tr>
<tr>
<td>152</td>
<td>Mother is terrified of SIDS and is concerned because her husband would like to co-sleep. She would also like to co-sleep but is very anxious about it. She ultimately decided to co-sleep after receiving much input from other mothers</td>
</tr>
<tr>
<td>89</td>
<td>Mother has newborn who did not sleep well in bassinet and slept well in the Rock ‘n Play. She is not sure if the Rock ‘n Play is safe because of SIDS and asked if other mothers use it for sleep. After much input from other mothers, she chose not to use the Rock ‘n Play because her pediatrician advised against it</td>
</tr>
<tr>
<td>85</td>
<td>Mother cannot stop thinking about SIDS; she is terrified and asked other mothers how to cope with this stress. After much input from other mothers, she mentioned that she will likely proceed with purchasing a baby monitoring device</td>
</tr>
<tr>
<td>81</td>
<td>Mother wanted to know how many “went against the recommendations” and allowed their babies to sleep prone. Her mother and mother-in-law reassured her that prone sleeping is acceptable</td>
</tr>
<tr>
<td>81</td>
<td>Mother’s friend lost a baby to SIDS and she asked for suggestions on how to support her. After much input from other mothers, she thanked the group and shared her appreciation for the Facebook group</td>
</tr>
<tr>
<td>42</td>
<td>Mother is pregnant with her third baby and is scared of SIDS. She asked about other mothers’ experiences with the Owlet. After much input from other mothers, she mentioned that she will likely co-sleep but may consider placing the baby in a crib if she has reassurance from a monitor</td>
</tr>
<tr>
<td>41</td>
<td>Mother is terrified of SIDS and sleeps with baby in an in-bed bassinet and with a baby monitor. She asked if her feelings were normal</td>
</tr>
<tr>
<td>36</td>
<td>Mother shared link to an article discussing a study that found swaddling may cause SIDS. There was much input from mothers; some comments made light of the article and scrutinized scientific studies</td>
</tr>
<tr>
<td>36</td>
<td>Mother asked for input regarding co-sleeping. She fell asleep at the hospital with her baby and the hospital “freaked” her out because of SIDS, but she is considering co-sleeping because she breastfeeds</td>
</tr>
<tr>
<td>31</td>
<td>Mother asked other “tummy sleeper” mothers for reassurance. She quoted Dr Sears, who condones prone sleeping, and mentioned that other SIDS risks were low. After much input from other mothers, she mentioned that she found a swaddle on the web and that her baby was able to sleep supine</td>
</tr>
<tr>
<td>27</td>
<td>Mother asked for input about crib bumpers, mentioning that SIDS is no longer an issue because her baby is older than 6 months. After much input from other mothers, she mentioned that she will try bumpers and put stuffed animals in the crib corners (a suggestion from another mother)</td>
</tr>
<tr>
<td>24</td>
<td>Mother asked if other mothers let their babies sleep prone as her baby sleeps better this way; however, she is worried about SIDS</td>
</tr>
<tr>
<td>23</td>
<td>Mother asked if she can leave her baby prone once he or she rolls on his or her own; she is nervous because her baby is at the peak age for SIDS</td>
</tr>
<tr>
<td>20</td>
<td>Mother asked if she can leave her baby on stomach once he or she rolls on his or her own; she is following safe sleep guidelines and has a baby monitor but is still nervous about SIDS. After much input from other mothers (including recommendations for sleeping devices or monitors), she thanked the group and said that she felt better</td>
</tr>
<tr>
<td>18</td>
<td>Mother asked when she can stop worrying about SIDS because she would like to use crib bumpers and a blanket</td>
</tr>
<tr>
<td>11</td>
<td>Mother is concerned about SIDS after hearing “horror stories” and is considering the Owlet. She asked if anyone is selling one</td>
</tr>
<tr>
<td>6</td>
<td>Mother asked if other mothers’ babies will not sleep flat. Her baby is sleeping on a blanket on top of a nursing pillow, but she is scared of SIDS and knows flat is safer</td>
</tr>
<tr>
<td>6</td>
<td>Mother asked about breathable crib bumpers. She knows crib bumpers are controversial because of SIDS but wants to keep baby from hitting the crib and waking up. After much input, she thanked the group and says she will wait a bit longer but wanted to get input beforehand</td>
</tr>
<tr>
<td>4</td>
<td>Mother shared link to an article about a researcher who linked SIDS to children with audiologic problems</td>
</tr>
</tbody>
</table>

\(^a\)SIDS: sudden infant death syndrome.
Table 2. Frequency of Facebook emotions per comments.

<table>
<thead>
<tr>
<th>Facebook emotion</th>
<th>Comments receiving the emotion, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 like</td>
<td>241</td>
</tr>
<tr>
<td>2 likes</td>
<td>72</td>
</tr>
<tr>
<td>3 likes</td>
<td>36</td>
</tr>
<tr>
<td>4 likes</td>
<td>15</td>
</tr>
<tr>
<td>5 likes</td>
<td>12</td>
</tr>
<tr>
<td>1 love</td>
<td>45</td>
</tr>
<tr>
<td>2 loves</td>
<td>10</td>
</tr>
<tr>
<td>1 sad</td>
<td>10</td>
</tr>
<tr>
<td>2 sad</td>
<td>3</td>
</tr>
</tbody>
</table>

Themes

In this analysis, the theme of social support emerged. Two types of social support were evident: informational and emotional support. The types of social support have been defined and modified by Cutrona and Suhr [19]. Informational support involves advice or suggestions, and emotional support involves sharing concern. Such categories of social support are applicable to web-based environments [20,21].

Informational Support

Informational support was evident in the following discussions among mothers: (1) asking questions about SIDS, infant sleep, or baby products; (2) sharing personal experiences of provider communication regarding SIDS or safe sleep; (3) sharing personal definitions or beliefs regarding SIDS or safe sleep (including discussions on vaccines and SIDS); and (4) sharing informational sources for SIDS or safe sleep. Overwhelmingly, the information shared demonstrated misinformation and inaccurate use of terminology.

Asking for Recommendations

Mothers openly asked for recommendations or feedback regarding infant sleep practices, use of baby products or monitoring devices, or other topics related to SIDS or safe sleep. Mothers asked for opinions about “what other moms’ opinions [were] on the subject” of prone sleeping, the use of the Rock ‘n Play, when to transition to a crib, crib bumpers, whether they should seek help for their anxiety about SIDS, or what monitor system to purchase (Owlet vs Snuz). Many of the responses involved information sharing of provider communication, personal definitions or beliefs, and information sources.

Provider Communication

Mothers shared information provided by their health care provider regarding SIDS, safe sleep, and the use of baby products. Some mothers shared their doctor’s knowledge of SIDS, such as the risk of SIDS being highest before 4 months of age or that the risk of SIDS from prone sleeping was “incredibly slim.” Another mother tried to distinguish co-sleeping from bed sharing; she mentioned that her doctor helped her understand that they were different. Some communication with providers endorsed safe sleep, whereas others condoned unsafe sleep. For instance, mothers mentioned that their pediatricians recommended supine sleeping and pacifier use and encouraged mothers not to use the Rock ‘n Play; however, other mothers mentioned that their pediatricians were “ok” with the Rock ‘n Play. One mother said that her pediatrician was “ok” with her use of a breathable crib bumper, and another mother said that her pediatrician endorsed prone sleeping for naptime, just not bedtime.

Personal Definitions or Beliefs

Mothers also shared information by providing their own personal definitions or beliefs regarding SIDS or safe sleep. There were approximately 80 personal definitions or beliefs shared, some of which were accurate and some were not. Some mothers felt the risk of SIDS was exaggerated; one mother did her “own research” and said that SIDS is actually not common as only “2000” infants die yearly. Another mother mentioned that “they are overzealous about the SIDS thing,” whereas another mother agreed that it is very rare. Similarly, another mother, who self-identified as a pediatric provider, said that most babies were not at risk for SIDS if they did not have other risk factors such as smoking, neurological issues, or vaccines. One mother even expressed anger with the Back to Sleep campaign—she felt the campaign caused flat heads and developmental delays. There was also confusion about SIDS versus suffocation death and co-sleeping versus bed sharing. One mother said that co-sleeping was not a risk for suffocation, especially if one was following safe bed-sharing guidelines. Many mothers felt that that co-sleeping was “ok” if done safely and that SIDS had “nothing to do with bed sharing.” One mother mentioned that “statistically it is safe for breastfed babies to co-sleep.” Although many of the shared definitions and beliefs were inaccurate, including a long discussion of how vaccines cause SIDS, some mothers shared accurate information. For instance, some mothers commented that SIDS can occur anywhere and that co-sleeping is a risk for suffocation. Other mothers explained ways to prevent SIDS: keeping the house cool, use of a pacifier, no blankets, not smoking, and placing the baby supine. Finally, some mothers disagreed that vaccines cause SIDS.

Information Sources

Mothers shared information sources with other mothers, as it related to SIDS or safe sleep. The list of information sources is shown in Table 3. Mothers also shared links to baby products or monitoring products to facilitate purchases.
Table 3. List of information sources shared or discussed in the Facebook group (in alphabetical order).

<table>
<thead>
<tr>
<th>Information sources</th>
<th>Direct link or sources</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAP</td>
<td>Not provided</td>
<td>The press release was about a study published in <em>Pediatrics</em> titled <em>Bed-sharing remains greatest risk factor for sleep-related infant deaths</em>.</td>
</tr>
<tr>
<td>Babybargains.com</td>
<td>Link: <a href="http://www.Babybargains.com">www.Babybargains.com</a></td>
<td>From the website: “We obsess over baby gear . . . so you don’t have to. Baby Bargains has one mission: help you find the best gear for your baby with unbiased reviews by experts with 20 years of experience”</td>
</tr>
<tr>
<td>Baby Safety Academy</td>
<td>Not provided</td>
<td>Mom shared information from attending this class: “Infants should sleep in the same room as the parents for the first year of life”</td>
</tr>
<tr>
<td>Book: Babywise</td>
<td>Not provided</td>
<td></td>
</tr>
<tr>
<td>Book: <em>Bearing the Unbearable</em></td>
<td>Not provided</td>
<td></td>
</tr>
<tr>
<td>Biologically Normal Infant Sleep</td>
<td>Facebook group</td>
<td>Per the mother who shared this source, this group had information on “safe co-sleeping” based on Dr James McKenna</td>
</tr>
<tr>
<td>Compassionate Friends</td>
<td>Online support group for parents who have lost a child</td>
<td></td>
</tr>
<tr>
<td>Dr Sears</td>
<td>Not provided</td>
<td>Per the mother who shared this source, Dr Sears says the following: “The front-sleeping risk factor for SIDS doesn’t mean that you should worry every time you place your baby down to sleep. Just be sure to place your baby to sleep on a safe bedding surface. After all, over 99.9 percent of tummy-sleeping infants wake up every morning”</td>
</tr>
<tr>
<td>Ezinearticles.com</td>
<td>Link: <a href="https://ezinearticles.com/?Preventing-Tragedies---Moving-Air-From-a-Fan-is-All-You-Need-to-Prevent-SIDS%3F&amp;id=1650718">https://ezinearticles.com/?Preventing-Tragedies---Moving-Air-From-a-Fan-is-All-You-Need-to-Prevent-SIDS%3F&amp;id=1650718</a></td>
<td>The article was titled <em>Preventing tragedies - Moving air from a fan is all you need to prevent SIDS</em>. The article cited a study by Kaiser Permanente, published in <em>Archives of Pediatrics and Adolescent Medicine</em>, finding that fan use can prevent SIDS</td>
</tr>
<tr>
<td>Family Sleep Institute</td>
<td>Link: <a href="https://familysleepinstitute.com/position-statements-2/">https://familysleepinstitute.com/position-statements-2/</a></td>
<td>The position statement discussed the update in safe sleep guidelines and provided a link to Charlie’s Kids (<a href="http://www.charlieskids.org">www.charlieskids.org</a>) for further guidance on safe sleep</td>
</tr>
<tr>
<td>Gavin’s Gift of Grace</td>
<td>Facebook group</td>
<td>Not provided</td>
</tr>
<tr>
<td>Google</td>
<td>Not provided</td>
<td>Not provided</td>
</tr>
<tr>
<td>Gracie Faith SIDS Prevention Program Inc</td>
<td>Not provided</td>
<td>Not provided</td>
</tr>
<tr>
<td>Hand to Hold</td>
<td>Support group for parents who have lost a child</td>
<td>Not provided</td>
</tr>
<tr>
<td>New York Times</td>
<td>Link: <a href="https://well.blogs.nytimes.com/2016/05/09/swaddling-may-increase-the-risk-of-sids/">https://well.blogs.nytimes.com/2016/05/09/swaddling-may-increase-the-risk-of-sids/</a></td>
<td>The article was about a study published in <em>Pediatrics</em>, finding that swaddling may contribute to SIDS</td>
</tr>
<tr>
<td>New Zealand study</td>
<td>Not provided</td>
<td>Per the mother who shared this source, a study in New Zealand found that toxins in mattresses contribute to SIDS</td>
</tr>
<tr>
<td>NPR</td>
<td>Link: <a href="https://www.npr.org/sections/health-shots/2017/06/05/531582634/babies-sleep-better-in-their-own-rooms-after-4-months-study-finds">https://www.npr.org/sections/health-shots/2017/06/05/531582634/babies-sleep-better-in-their-own-rooms-after-4-months-study-finds</a></td>
<td>The article was about a study published in <em>Pediatrics</em>, finding that babies sleep better in their own rooms after 4 months</td>
</tr>
<tr>
<td>Rhett Sullivan Foundation</td>
<td>Link: <a href="https://rhettsullivan.org">https://rhettsullivan.org</a></td>
<td>From the website: the mission is to help “families who experience unexpected early child loss”</td>
</tr>
</tbody>
</table>
Emotional support was evident in the following discussions among mothers: (1) encouraging each other to “do what’s best for you or your family,” (2) telling each other that “it will get better with time,” (3) stories of infant or child death, (4) expressions of maternal anxiety about SIDS, and (5) general comments that relayed support.

**Do What’s Best**

Mothers offered emotional support by encouraging each other to do what was best for their family when talking about SIDS or safe sleep, regardless of the infant sleep environment or use of baby products. For example, it was common for a mother to comment “I think you need to do whatever you are comfortable with” or “you have to do whatever you feel comfortable with because if not, you’ll never sleep” regarding infant sleep environments. Many mothers supported following a “mother’s instinct” or “mother’s gut.” For example, one mother said “research, educate yourself, and trust your mama gut” when discussing how to help a new mother ease her worries about SIDS. Another mother commented: “whatever you choose to do will be right, because you are the mom. Your instincts will most always be correct.” There was also a focus on doing what was best for each family, despite what the safe sleep recommendations might be. For instance, it was common to see mothers comment “I think every family is different and not everything works for everyone” or “I think whatever you feel is right for you and your baby, just because it’s recommended doesn’t mean you have to follow.” One mother addressed the changing infant sleep recommendations, saying “…info changes all the time and we should all do what works for us and our baby.” However, some mothers did caution about the support and advice being given. For example, one mother said, “do what works best for you but keep in mind you’re asking for opinions and opinions do not change the research or statistics.”

**It Gets Better With Time**

Similar to the emotional support for mothers to do what was best for their family, emotional support was also prevalent in discussions of how worrying about SIDS gets better with time. Mothers reassured each other that the “worry of SIDS” was normal and that it would get better over time. One mother celebrated when her infant turned 4 months old and encouraged another mother that with time, she will realize “wow. I haven’t thought about SIDS in weeks.” Another mother said that her concerns subsided eventually, even though she still found herself standing over the crib at times.

**Stories of Death**

Emotional support was also prevalent in conversations surrounding stories of infant or child death. These conversations included mothers asking how to support mothers who lost an infant or child. For example, when discussing how to support a mother who had recently lost an infant to SIDS, one mother said, “my friend lost her daughter to SUIDS and talking about her daughter makes her happy.” Other mothers shared stories of infant or child death, including infants who died from co-sleeping or from “sleeping in rock and plays.”

**Maternal Anxiety**

Emotional support was evident in conversations surrounding the concept of maternal anxiety related to SIDS. Mothers openly asked if their anxiety about SIDS was normal and how to cope with such feelings. One mother said that postpartum stress is “absolutely awful;” she explained that she cried daily for weeks and felt that this was normal. Many mothers shared stories of watching their baby sleep throughout the night, mentioning they were “terrified of SIDS”. Mothers replied by offering support, by encouraging the use of baby products (Owlet or Snuza), recommending that the mother speak with a health care provider, or normalizing such feelings. For instance, it was common for a mother to say the Owlet was the “only way I [could] sleep…and helped my anxiety.”

---

**Information sources**

<table>
<thead>
<tr>
<th>Information sources</th>
<th>Direct link or sources</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safe Infant Sleep - Evidence-Based Support Group</td>
<td>Facebook group</td>
<td>Not provided</td>
</tr>
<tr>
<td>Safe Sleep and Baby Care - Evidence Based Support</td>
<td>Facebook group</td>
<td>Not provided</td>
</tr>
<tr>
<td>Seattle Times</td>
<td>Link: <a href="https://www.seattletimes.com/seattle-news/health/one-seattle-childrens-doctor-thinks-he-close-to-stopping-sids/">https://www.seattletimes.com/seattle-news/health/one-seattle-childrens-doctor-thinks-he-close-to-stopping-sids/</a></td>
<td>The article is about a doctor linking audiology problems to SIDS</td>
</tr>
<tr>
<td>Book: Sweet Sleep: Nighttime and Naptime Strategies for the Breastfeeding Family, written by La Leche League International and others</td>
<td>Link: <a href="https://books.apple.com/us/book/sweet-sleep/id813166216">https://books.apple.com/us/book/sweet-sleep/id813166216</a></td>
<td>From the website: “Research finds that most breastfeeding mothers do sleep with their babies at some point and preparing for bedsharing is safer than accidentally falling asleep together”</td>
</tr>
<tr>
<td>The Pediatric Insider</td>
<td>Link: <a href="https://pediatricinsider.wordpress.com/2015/05/28/swings-slings-and-car-seats-are-not-for-sleeping/">https://pediatricinsider.wordpress.com/2015/05/28/swings-slings-and-car-seats-are-not-for-sleeping/</a></td>
<td>The article, written by a pediatrician, advises against using swings, slings, and car seats for sleeping. The blog referenced an article published in Pediatrics titled Hazards associated with sitting and carrying devices for children two years and younger</td>
</tr>
</tbody>
</table>

---

bSIDS: sudden infant death syndrome.
cNPR: National Public Radio.

---
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Supportive Comments
Finally, emotional support was embedded within conversations around SIDS or safe sleep when mothers frequently shared supportive or encouraging comments. There were approximately 100 comments demonstrating support, evident in conversations of various topics. It was common to read “Good luck, mama,” “I was right there with you,” or “Hang in there.” Mothers demonstrated unity in feeling anxiety about SIDS, encouraged each other to not worry so much, and to get some sleep. Often, these words of encouragement were accompanied by emojis, such as hearts or kisses.

Information Sources
Of the 20 main posts, 4 included references to an information source. Of those, the following were mentioned: Seattle Times, Time Magazine, Dr Sears, and Baby Safety Academy. It is worth noting that the American Academy of Pediatrics (AAP) was mentioned at least nine times throughout the posts and related comments. Table 3 lists the information sources that were shared in the posts and related conversations, with a brief description or direct link, if provided by the participant.

Parental Practices of Infant Sleep
Of the 20 main posts, 12 involved infant sleeping practices. Of these, 2 were considered safe sleep environments; both of these posts were from mothers inquiring about what to do once their infant began rolling onto their stomach. Of the 12 posts that involved infant sleeping practices, 10 were considered unsafe practices. These included discussions about the following infant sleep practices: co-sleeping (2), sleeping on a nursing pillow (1), prone sleeping (3), crib bumpers (3), and the Rock ‘n Play (1). In analyzing the data, it became apparent that parental practices of infant sleep are best understood on a continuum rather than as a black and white matter. Infant sleep practices are surprisingly complex, and mothers adjust to the baby’s needs as well as their own family’s needs.

Unsafe Sleep
Many mothers changed sleep practices based on the infant and the needs of the family. For instance, many mothers did not bed-share with their first child, but chose to bed-share with their second. One mother encouraged other mothers to “listen to [their] instincts.” Another mother said that it just depends on the “family dynamic.”

Many mothers were aware of safe sleep recommendations but chose to practice unsafe sleep. For example, one mother encouraged others to join an evidenced-based group on safe sleep but mentioned that she bed shared with her first child and might with her second. There was also confusion around safe sleep recommendations and infant sleep practices. For example, one mother bed shared with her children, but only for the first few months before transitioning them to a crib, because “SIDS is less likely if they’re in bed.” Many mothers also allowed infants to sleep prone for nap time, but not at nighttime. One mother had 2 of her children sleep in the Rock ‘n Play and her third in a DockATot; she wanted them next to her, but in their own safe space, because she was “SIDS traumatized.”

Within conversations surrounding such practices, there was also evidence of motivation for unsafe sleep practices. One mother chose to bed-share because she had a cesarean section and it was a “chore” to walk to a crib. Many mothers chose to bed-share because their babies had reflux and they wanted to “be right next to [the baby] if anything happened.” Some mothers simply believed that their baby was safer next to them in bed. Many mothers “didn’t plan to co-sleep” but had a baby that would only sleep in bed with the mother or had choking because of reflux. Another mother allowed her infant to sleep in bed on a pillow because the mother could not rest “without [the baby] being near,” despite knowledge that such practices were not recommended. Mothers also explained that it was not feasible for infants to sleep in their bedrooms for the recommended 6 to 12 months because of personal difficulty sleeping and returning to work.

Among discussions of unsafe sleep practices were elements of confidence in such practices. Mothers felt confident they would “wake up the moment anything [happened]” or mentioned that they would never roll onto their infant when bed sharing. Another mother who was bed sharing explained that she was not worried about suffocation as the blanket did not reach the infant’s head and that she and her husband do not move throughout the night.

Safe Sleep
Although many comments described unsafe sleep environments, some mothers encouraged safe infant sleep environments. For instance, in responding to a mother who asked for advice about her infant who preferred to sleep prone, whereas many mothers endorsed this practice and recommended the Rock ‘n Play, one mother commented “SIDS is most common at 3 months old. Back is best.” Other mothers commented that the mother was taking a significant risk, and some explained why the mother should follow the “AAP safe sleep guidelines.”

Sleeping Devices or Sleep Monitoring Devices
Discussions surrounding infant sleeping devices or monitoring devices permeated many conversations regarding SIDS or safe sleep. Mothers asked specific questions about the use of infant monitoring devices or sleep devices and encouraged other mothers to use devices to cope with their fear of SIDS. Of the 20 main posts, 10 involved the topic of sleeping devices or monitors. The breakdown of the sleeping device or sleep monitoring devices discussed in the original 20 posts are displayed in Table 4. Throughout all of the data analyzed, the device most commonly mentioned was the Owlet monitor, which was mentioned 112 times. The Snuza monitor was mentioned 53 times and the Angelcare monitor, 5 times. The Rock ‘n Play was mentioned 26 times and the DockATot, 4 times.
Mothers frequently mentioned that sleep monitoring devices provided “peace of mind” and used Facebook as a marketplace to buy and sell such devices. It was common for mothers to ask other mothers about their experience with the Owlet; one mother was considering purchasing one to “ease my mind… [and] help me to sleep better at night instead of always getting up to check that they’re still breathing.” Many responses encouraged the use of sleep monitoring devices. For example, many mothers said, “Owlet is my life” or “Owlet helped my SIDS anxiety” and expressed that the Owlet was one of the necessities of being a mom. For instance, one mother said that she could not live without the Owlet, diapers, and clothing. In comparison to many mothers recommending sleep monitoring devices, there were few mothers who advised against the use of sleep monitoring devices. One mother explained that the false alarms caused her more distress and advised against using the Owlet. Another mother said that it would be “one more thing to obsess over.”

There were also frequent conversations about other baby products. The Rock ‘n Play was by far the most frequently discussed device; however, mothers also discussed the HALO SleepSack, Merlin’s Magic Sleepsuit, DockATot, Love To Dream SWADDLE UP, Woombie, Snuggle Nest, etc. These discussions suggested strategies for improving infant sleep and either encouragement for use or for a safer option (vs the Rock ‘n Play) or sometimes encouragement of use despite the known risk of SIDS.

Provider Communication

In the dataset, there were approximately 30 mentions of health care provider communication regarding SIDS. Of the 20 original posts, 2 included health care providers and involved provider communication. These 2 examples include a mother who described how the hospital “freaked” her out when she fell asleep with the baby in the hospital bed and another mother who asked about prone sleeping—as doctors used to recommend this practice. Other conversations included pediatricians recommending safe sleep practices and pediatricians condoning unsafe sleep practices. For example, one pediatrician “had no problem” with a baby sleeping in the Rock ‘n Play, and a self-identified pediatric nurse claimed that she had never heard of some of the safe sleep recommendations. However, when one mother told her pediatrician about her use of the Rock ‘n Play, she was informed of the risks of suffocation.

Discussion

Principal Findings

As suggested by Huo and Turner [12], studies on social media user perspectives are needed to guide the development of social media interventions. However, we believe this analysis guides future SUID prevention interventions beyond social media, providing guidance for health care providers, public health agencies, and health campaigns. Similar to prior social media analyses [22,23], this analysis has revealed new findings regarding maternal perspectives of SIDS and safe sleep that are otherwise not discussed in the literature. This analysis also supports prior findings regarding parental practices of infant sleep and provider communication of SUID prevention.

Themes

Social media has been identified as a supportive environment in prior analyses and studies [15,24-26], which was consistent with the identified theme of support. Understanding the types of support, informational and emotional, provided among mothers and in this format is a new finding. This Facebook mother’s group promoted participant engagement and honesty about very personal health-related concerns, resulting in discussions about maternal anxiety, personal practices of infant sleep, and discussions about infant sleeping devices and sleep monitoring devices. This frankness among social media users has previously been discovered in discussions about health-related topics [23]. One implication of this finding is the potential of emulating this type of supportive environment in other settings. For instance, health care organizations could consider creating more supportive environments in our current health care system to promote open discussions with parents. Additionally, many of the comments and conversations in this analysis provided opportunities for correction of misinformation or discussions regarding options for safer infant sleep. Although mothers receive information via many different routes [13], social media remains incredibly popular [27] and is a platform where patients can receive and communicate health information. Since Facebook mother groups are available 24/7, and most health care providers are not, health care organizations should also rethink how services are structured. For instance, if a nurse or provider were truly accessible 24/7 for advice via a social media format, this could potentially influence and impact parental decisions and decrease the spread of misinformation that is otherwise widespread among social media sites [28].

Table 4. Sleeping device or sleep monitoring device mentioned in main posts.

<table>
<thead>
<tr>
<th>Sleeping devices or sleep monitoring devices</th>
<th>Posts, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crib bumpers</td>
<td>4</td>
</tr>
<tr>
<td>Owlet monitor</td>
<td>2</td>
</tr>
<tr>
<td>In-bed bassinet</td>
<td>1</td>
</tr>
<tr>
<td>Nursing pillow</td>
<td>1</td>
</tr>
<tr>
<td>Rock ‘n Play</td>
<td>1</td>
</tr>
<tr>
<td>Mimo Monitors</td>
<td>1</td>
</tr>
</tbody>
</table>
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Information Sources
The information sources shared among the mothers regarding SIDS or safe sleep demonstrated a variety of sources. We know that mothers obtain information from many different sources [13], and this study supports this. However, this study identified sources specific to SIDS and safe sleep. Consistent again with a Twitter analysis on SIDS and safe sleep [24], there was evidence of news media organizations, such as National Public Radio, being shared. However, a concerning finding was the sharing of informal and potentially inaccurate information sources, such as Dr Sears, other Facebook groups, and controversial books such as Babywise. Thus, shared sources were often inconsistent with the AAP recommendations. This is similar to the findings from a prior study of Google searches that identified information largely contradicting AAP recommendations of infant safe sleep [29]. The commonality of shared links for purchase of baby products was also worrisome given that many of the shared products are not considered safe for infant sleep nor recommended by the AAP [3]. Thus, health care providers may consider asking parents where they obtain health information to openly discuss and potentially correct any misinformation that is shared in that format.

Parental Practices of Infant Sleep
Another finding is that infant sleep practices are not straightforward; safe sleep and unsafe sleep are best described on a continuum. Mothers alter infant sleep practices based on the infant and family’s needs. Many mothers in the group were aware of safe sleep recommendations but chose not to follow them because they were not feasible. This finding supports a prior study’s conclusion that parental motivation to bed-share trumped known risks of unsafe sleep [30]. The discovery of mothers who are practicing unsafe and ever-changing infant sleep practices is also consistent with studies demonstrating parental practice of unsafe sleep [5,6,31,32] and the changing of infant sleep environments throughout the night [33]. In this Facebook group, some mothers endorsed safe sleep and recommended following the AAP guidelines; however, other mothers believed they were following the recommendations and were actually creating dangerous infant sleep environments. Safe sleep is seemingly complex and further complicated by the confusion surrounding definitions of SIDS and safe sleep. For instance, this analysis demonstrated wide confusion and inaccurate use of the terms co-sleeping and bed sharing. These findings imply that simpler terms should be used in public health campaigns and when educating families about SUID prevention. This finding also informs health communication; health communication about safe sleep and SUID prevention should use simple language, be direct, and be clear.

Sleeping Devices or Sleep Monitoring Devices
This study demonstrates the popularity and commonality of infant sleep monitoring devices and baby products; thus, this topic can no longer be ignored. This is similar to the findings from a Twitter analysis on SIDS and safe sleep, where conversations and advertising about such products were widespread [24]. It is worth noting that the literature is sparse regarding infant sleep monitoring products and baby products. Health care providers need to educate themselves on popular products, so they can effectively discuss this topic with parents. For example, it may be helpful for health care providers to directly ask parents “What devices are you using to help your baby sleep?” Public health agencies should also consider addressing such devices in campaigns and in health messaging.

Provider Communication
Furthermore, when discussing the topic of SUID and safe sleep, health care providers and public health agencies need to continue to provide accurate information on a consistent basis. Health care provider advice on safe sleep impacts parental decisions [11], and inconsistency has been demonstrated among safe sleep messaging provided by health care professionals [34,35]. As this study also supports inconsistency in health care provider communication about safe sleep, there is room for improvement. Instead of assuming parental knowledge of safe sleep guidelines and that families are following such guidelines, health care providers should encourage open and honest conversations about infant sleep practices that occur throughout the night and at naptime. Health care providers should also recognize the need to consistently and correctly share safe sleep recommendations with families and caregivers.

Maternal Anxiety
Finally, the prevalence of discussions surrounding the topic of maternal anxiety related to SIDS and how mothers reassured each other that these feelings were normal is concerning. Many mothers coped with these feelings by using baby monitoring devices or baby sleeping devices rather than taking preventative measures to prevent SUID and sleep-related infant death. Persons with mental illness who openly share their stories and feelings offer insight into various illnesses and symptomology [36]; thus, this analysis may have actually identified mothers who have postpartum disorders. According to O’Hara and Wisner [37], the prevalence of major and minor depression in pregnancy and the postpartum period is 20%; early symptoms can be detected through screening, and early treatment is essential for the well-being of the mothers and children. Although some mothers shared that they had sought medical treatment for postpartum disorders, many did not. This topic raises the question of whether our health care system is successfully screening and identifying mothers who may need additional support and treatment for postpartum anxiety and depression.

Limitations
Although this study provides new insights into maternal perspectives regarding SIDS and safe sleep, it is not without limitations. This particular Facebook mother’s group was selected because of the large number of participants; however, the views expressed may not represent potential opinions, concerns, and views of other Facebook mother group participants (or other mothers for that matter). Furthermore, demographic information of the participants was not obtained, limiting the generalizability of the findings. This analysis only included mothers; therefore, other perspectives (such as that of the father or other caregivers) were missed. Although many of the findings were consistent with a different social media
analysis on SIDS and safe sleep [24], an analysis of another social media format may have resulted in contradictory findings. Additionally, social media language can be difficult to analyze; there are often typos, informal writing, or abbreviations that can make the analysis challenging [38]. Although measures were taken to prevent misinterpretation and the research team refrained from interpretation as much as possible, it is possible that some of the original content may have been misunderstood or misinterpreted. Finally, the participants often used safe sleep definitions inaccurately, potentially impacting the analysis. For instance, co-sleeping, bed sharing, and room sharing were often used interchangeably. The research team interpreted the meaning of the terms in the context used; however, it is possible that this was interpreted inaccurately.

Conclusions
Despite such limitations, this analysis provides new information regarding maternal perspectives on SIDS and safe sleep: (1) a wide variety of information sources, (2) widespread utilization of infant sleep products and monitoring devices, and (3) maternal anxiety regarding SIDS. This study demonstrated confusion among the terminology commonly used in the medical community when speaking of SUID and safe sleep, implying that future communication should aim for simpler and clearer terms. Widespread practices of unsafe sleep and inconsistency in provider communication regarding SUID prevention are not new findings but emphasize the need for continued efforts in SUID education and prevention. Health care providers, health care organizations, and public health agencies should incorporate these findings in future research and health campaigns and when directly communicating with families about SIDS prevention and safe sleep. Furthermore, such organizations should consider using social media in their marketing efforts and actively engage in such formats to correct misinformation.
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Abstract

Background: Nutrition science is currently facing issues regarding the public’s perception of its credibility, with social media (SM) influencers increasingly becoming a key source for nutrition-related information with high engagement rates. Source credibility and, to an extent, authenticity have been widely studied in marketing and communications but have not yet been considered in the context of nutrition or health communication. Thus, an investigation into the factors that impact perceived source and message credibility and authenticity is of interest to inform health communication on SM.

Objective: This study aims to explore the factors that impact message and source credibility (which includes trustworthiness and expertise) or authenticity judgments on SM platforms to better inform nutrition science SM communication best practices.

Methods: A total of 6 databases across a variety of disciplines were searched in March 2019. The inclusion criteria were experimental studies, studies focusing on microblogs, studies focusing on healthy adult populations, and studies focusing on either source credibility or authenticity. Exclusion criteria were studies involving participants aged under 18 years and clinical populations, gray literature, blogs, WeChat conversations, web-based reviews, non-English papers, and studies not involving participants’ perceptions.

Results: Overall, 22 eligible papers were included, giving a total of 25 research studies. Among these studies, Facebook and Twitter were the most common SM platforms investigated. The most effective communication style differed depending on the SM platform. Factors reported to impact credibility included language used online, expertise heuristics, and bandwagon heuristics. No papers were found that assessed authenticity.

Conclusions: Credibility and authenticity are important concepts studied extensively in the marketing and communications disciplines; however, further research is required in a health context. Instagram is a less-researched platform in comparison with Facebook and Twitter.

(J Med Internet Res 2020;22(7):e17296) doi:10.2196/17296
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Introduction

Background

Science, particularly the discipline of nutrition science, is currently facing credibility issues in the eyes of the general public [1,2]. Although nutrition science has contributed to countless discoveries and progressions in science, it is more complicated than other scientific disciplines in multiple ways. First, food is an essential part of every human’s life; thus, many people have a vested interest in nutrition and care greatly about their health [3]. Second, the significant research funding provided by the food industry creates conflicts of interest and
often high levels of skepticism from the public [1,4,5]. Researcher Marion Nestle identified 76 industry-funded studies between March and October 2015, of which 70 reported results that were favorable to the sponsor’s interest, highlighting the potential bias in the industry [6]. Finally, there is an ongoing challenge to produce evidence-based science to facilitate recommendations that promote health on a population level, such as dietary guidelines [1].

The advent of the internet and, in particular, social media (SM; see Multimedia Appendix 1 for a glossary of terms) has permanently changed communication worldwide. Similar to traditional media (eg, newspapers, television, and radio), websites initially existed for one-way information dissemination through static web pages, known as Web 1.0 [7]. However, progression to the second generation of the internet, Web 2.0 (which includes SM), has facilitated a two-way interaction between users, creating a platform for collaboration, sharing, and socialization [7].

Currently, the use of SM in health interventions has had limited effectiveness, with participant engagement rates (Multimedia Appendix 1) being highly variable, ranging from 3% to 69% [8,9]. Health promotion organizations have maintained a one-sided communication approach, sharing serious and factual messages across their platforms, often reaching only a limited audience [10,11]. In contrast, product and corporate brands (Multimedia Appendix 1) have effectively adapted their marketing strategies to utilize the features of SM by being more likely to use hashtags to increase the reach of their posts, interact with their followers to create a two-way communication channel, and run promotions such as competitions to encourage user engagement [10]. Many large and well-known corporations such as soft drink companies are faceless and do not have a permanent ambassador and instead utilize celebrity endorsers (Multimedia Appendix 1) periodically to promote their products and improve their image and reputation [12].

Similar to celebrity endorsers, SM influencers (SMIs) or “individuals or groups of individuals who can shape attitudes and behaviours through online channels,” are arguably human brands (Multimedia Appendix 1), which often enable consumers to see them as regular individuals with whom they share common values [11,13]. SMIs are often referred to as microcelebrities (Multimedia Appendix 1) as they provide insight into their private lives and create the perception that they are constantly accessible and intimately invested in their audience [14]. The number of people that connect and engage with posts by SMIs is high, as their audience consists of like-minded people, allowing brands that partner with them to target specific demographic and lifestyle groups [15]. In contrast, nutrition professionals (Multimedia Appendix 1), who typically promote evidence-based science on SM, must maintain a sense of professionalism online and, therefore, cannot create the same type of content without risking their career prospects [16].

In the existing posttruth era (Multimedia Appendix 1), science experts (including nutrition professionals) are often less highly regarded, and emotional appeals are often the most effective methods of communication [2,17]. Consumers are frequently turning to celebrities and SMIs (who hold no formal qualification) for health and lifestyle advice, creating many implications for their health and well-being [18,19]. In particular, health and wellness advice spread on online platforms tends to be misinformation rather than evidence-based information [20]. For example, the A-list celebrity Gwyneth Paltrow has consistently been in the public eye after controversial and dangerous health claims were made by her health and wellness brand, Goop [21,22]. Numerous articles on Goop’s website and Instagram promote detoxifying the body (a process that is naturally performed by the liver) and cutting out essential food groups from the diet (eg, carbohydrates) [23]. These recommendations are based on anecdotal evidence and pseudoscience, perpetuating disordered eating habits and nutritional imbalances [24].

In the marketing literature, underlying factors such as the endorser’s expertise, trustworthiness, attractiveness, and authenticity have been shown to influence people’s behavior in traditional forms of advertising (eg, television commercials, celebrity partnerships) [25,26]. This review was focused on various theories and models from psychology literature that draw on the concepts of expertise, trustworthiness, and authenticity: self-determination theory (SDT; Multimedia Appendix 1), source credibility model (Multimedia Appendix 1), and the elaboration likelihood model (ELM; Multimedia Appendix 1). The following section (Theoretical Framework) summarizes these concepts and their nexus.

**Theoretical Framework**

Authenticity is the concept of “being true to the self in terms of an individual’s thoughts, feelings, and behaviours reflecting their true identity” [27]. SDT encompasses the concept of authenticity with 3 primary components: autonomy, competence, and relatedness [28]. SDT posits that authenticity involves an individual’s engagement in intrinsically motivated behaviors, behaviors that come from a person’s innate desires and passions [28]. In marketing literature, individuals tend to perceive another person (eg, a celebrity) as authentic when the other person’s actions reflect his or her autonomous, self-determining, true self [26]. Celebrities who are perceived as authentic have a higher level of influence over others, both online and offline [29]. Many young people do not verify information found online, leaving them particularly susceptible to celebrity influence [30]. Therefore, exploring the factors that impact authenticity on SM could be useful to inform health communication and behavior change campaigns.

The source credibility model suggests that a credibility judgment is determined based on the source’s (eg, a celebrity’s) expertise, trustworthiness, and attractiveness [31]. The 3 dimensions of source credibility differ: (1) expertise refers to the perceived knowledge and education level of the source, (2) trust refers to the listener’s confidence in and level of acceptance of the speaker or message, and (3) attractiveness refers to the perceived physical attractiveness of the source. As a credible message is influential, many individuals and brands place a high level of importance on creating and maintaining credibility [32]. Typically, SMIs are perceived as credible as they are physically attractive and share aesthetically pleasing photos relevant to
their field of perceived expertise (eg, health) to showcase their desirable lifestyle [33]. Similarly, large corporations utilize attractive and trustworthy celebrity endorsers to be the face of their marketing campaigns to increase the brand’s credibility [25]. More recently, the use of SM platforms for health advice has made it difficult for laypeople to differentiate a credible, evidence-based message from a noncredible message in an environment where everyone appears to have expertise [34].

Message content is assessed through cognitive processing (Multimedia Appendix 1), explained by the ELM (Multimedia Appendix 1). The ELM describes how people manage the information they encounter and the way in which it influences attitude change [35,36]. There are 2 processing routes: central and peripheral [35,36]. This review focuses on the peripheral route of processing, where messages are evaluated using heuristics as there is low motivation to critically evaluate the content of a message [37]. On SM, heuristics are commonly used to assess the credibility of a message, for example, using celebrity endorsers to promote a product triggers familiarity and infers the product’s credibility by association. Before Facebook (Australia only) and Instagram trialed the removal of the number of publicly visible likes on a post, consumers assessed credibility through bandwagon heuristics (Multimedia Appendix 1), triggered by a mass of user opinion (eg, seeing a high number of comments on a SM post) [38]. The herd mentality (Multimedia Appendix 1) of liking what others like arises through the process of status-seeking and the need to be associated with others [39]. Another common way for consumers to make prompt judgments is via the expertise heuristic, cued when a consumer sees an official authority (such as an organization) as the source of information, whether it is an SM post, a news article, or a website [40]. By quickly associating an organization or individual as an expert source, less motivation is required to assess source credibility.

Purpose and Objective

Previous reviews have assessed the credibility of health information online, finding that factors such as clear website layout and professional design increased credibility [41-43]. However, much of this research is not applicable to SM platforms, which are often less curated and focus on fast-paced status updates.

As SM is a relatively new area of research, a scoping review was considered the most appropriate method to explore the topic area. Our research in applying social marketing techniques to the field of nutrition has led us to recognize the importance of using marketing and communication techniques, particularly on SM [9,11,44]. The aim of this scoping review was to understand and explore the factors that affect consumers’ perceptions of message and source credibility (ie, expertise and trustworthiness) and authenticity on SM platforms to better inform nutrition science SM communication best practices. A secondary objective was to examine the fields that are currently undertaking this type of research and the theories used to inform the research.

Methods

Search Strategy and Databases

The Preferred Reporting Items for Systematic Reviews and Meta-Analyses Scoping Review Checklist and the Joanna Briggs Institute Reviewer’s Manual were used throughout the review process [45,46].

Key databases from health, psychology, and business disciplines were used to conduct the final search in conjunction with a university librarian on March 27, 2019. Cumulative Index of Nursing and Allied Health Literature (CINAHL) Plus (422 results), Scopus (2199 results), Excerpta Medica database (EMBASE; 697 results), Ovid Medical Literature Analysis and Retrieval System Online (MEDLINE; 326 results), PsycINFO (1223 results), and Business Source Complete (1375 results) were searched for title, abstract, and keywords to identify the initial 6242 articles (example search strategy provided in Multimedia Appendix 2). All articles were imported into Covidence online software (Veritas Health Innovation) to manage the reviewing process. Manual searches were conducted by checking the reference lists of included studies to identify additional papers that the search may have missed; however, no papers were found.

Inclusion and Exclusion Criteria

The inclusion criteria were experimental studies (ie, stimuli provided), studies focusing on microblogs (eg, Facebook, Twitter; Multimedia Appendix 1), studies focusing on healthy adult populations (as clinical populations often use SM to search for very specific health information), and studies focusing on source credibility or authenticity. No date restrictions were used. Exclusion criteria were studies involving participants aged under 18 years and clinical populations, gray literature, blogs, WeChat conversations, web-based reviews, studies that did not involve participants’ perceptions, and non-English papers (Figure 1).
Overall, 2 investigators (ELJ and AMB) independently screened the title and abstract of the included papers against the inclusion and exclusion criteria. This process was repeated for full-text screening, with any conflicts being discussed until a joint consensus was reached. There were 22 final papers (Figure 1).

## Results

### Key Characteristics

Of the 22 papers that met the inclusion criteria, 3 papers reported on 2 separate studies, giving a total of 25 research studies [47-49]. The number of participants in the included studies ranged from 85 to 3476 [49,50]. Most studies were conducted in the United States (n=16) and had between-subject experimental designs (n=19). All studies used convenience sampling, excluding one that used random sampling [51]. Many studies (n=19) had no inclusion or exclusion criteria for recruitment, whereas only 2 studies specified exclusion criteria that required the participants to have an active SM account [52,53]. Student populations were predominant (n=17), where college students participated in exchange for course credit. Paid online participants were recruited in 5 of the studies via either Mechanical Turk (an Amazon platform) or professional market research companies [50-52,54,55]. Generally, the student population had a lower average age than the paid participants. Demographic data were not reported in 3 studies [56-58].
A total of 4 microblogging platforms were used: Twitter (n=10), Facebook (n=8), Instagram (n=3), and YouTube (n=3; Multimedia Appendix 1). Furthermore, 2 papers focused on both Facebook and Twitter [50,59]. Credibility was the most reported outcome (n=18), followed by trust (n=4); authenticity was not reported in the included studies. The predominant fields of research included communications (n=11), psychology (n=4), and marketing (n=2). The source credibility model (n=13) and the modality, agency, interactivity, and navigability (MAIN) model (n=7) were frequently used to inform research across disciplines. Other theories included social capital theory (n=2) and self-disclosure theory (n=2). The most commonly manipulated variables were the number of likes (n=4), source of the post (n=4), number of followers (n=3), and number of retweets (n=3).

**Scales**

All papers used a scale to assess credibility, with the most common being McCroskey and Teven’s Source Credibility Scale (n=6; α=.94) and Ohanian’s Source Credibility Scale (n=4; α>.8) [31,60]. McCroskey and Teven’s validated scale, used to assess the credibility of political and public figures, includes 3 constructs: goodwill, trustworthiness, and competence [60]. Ohanian’s validated scale, created to assess the credibility of celebrity endorsers, also includes 3 constructs: attractiveness, trustworthiness, and expertise [31]. Other studies created their own scales for data collection, sourcing items from the literature, and were not validated before use [47,51,61,62].

**Main Observations**

Most papers (n=15) involved the manipulation of text (eg, in a SM post) via Facebook or Twitter feeds to assess credibility (n=11), trust (n=4), or both (n=2). Studies primarily explored the tone of voice, bandwagon cues, and expertise [47-49,51,56,58,59,63-66]. Full details of the studies are reported in Multimedia Appendices 3-7.

**Language Use**

Overall, 3 papers included in the review assessed message credibility: how message characteristics impact credibility perceptions (Multimedia Appendix 1). In a study conducted on Facebook with a student sample (mean age 19 years), language usage was found to impact credibility judgments, with a gain-framed post (focusing on the benefits of exercise) eliciting positive emotions and increasing credibility when compared with a loss-framed post (focusing on the risks of not exercising; Tables 1 and 2; Multimedia Appendix 3) [47].

On Twitter, Houston et al [51] found that the tone of voice impacted credibility: nonopinionated tweets (written as a headline), which conveyed no personal opinion, were more credible than opinionated tweets that used humor or sarcasm and conveyed strong personal opinion among consumers aged over 18 years, participating for monetary rewards (Tables 1 and 2; Multimedia Appendix 4).

Similarly, Yilmaz and Johnston [59] compared language framed with personal experiences to depersonalized language (ie, factual and data-based) on Facebook and Twitter in a sample of 257 students (Tables 1 and 2; Multimedia Appendix 5). Differing results were found among the SM platforms; personalized Facebook posts were more competent and trustworthy than personalized tweets [59]. However, depersonalized tweets were more competent and trustworthy than depersonalized Facebook posts [59]. Thus, personalized language was an effective way to increase credibility on Facebook but not on Twitter [59].
<table>
<thead>
<tr>
<th>Outcomes/author (year) [citation]</th>
<th>Population group</th>
<th>Key significant results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of likes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Borah and Xiao (2018) [47]</td>
<td>Students</td>
<td>In the 2 studies conducted, the number of likes did not affect source credibility overall when looking at Facebook posts (study 1: ( P=.93 ); study 2: ( P=.09 ))</td>
</tr>
<tr>
<td>Phua and Ahn (2016) [66]</td>
<td>Students</td>
<td>Brand trust was higher when likes were high on Facebook post ( (P&lt;.005) ) or when friends’ likes were high ( (P&lt;.001) ). Friends’ likes were more important in trust than overall total likes ( (P&lt;.005) ). The number of likes had no direct effect on brand trust when the intensity of Facebook use was controlled for ( (P=.89) )</td>
</tr>
<tr>
<td>Shen et al (2019) [50]</td>
<td>Paid online workers</td>
<td>Bandwagon cues did not impact credibility when looking at images on Twitter and Facebook ( (P=.85) )</td>
</tr>
<tr>
<td><strong>Number of followers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jin and Phua (2014) [48]</td>
<td>Students</td>
<td>A higher number of Twitter followers on the celebrity’s account increased source credibility and intention to build an online friendship with the celebrity endorser for all dimensions of source credibility: physical attraction ( (P&lt;.05) ), trustworthiness ( (P&lt;.05) ), and competence ( (P&lt;.01) )</td>
</tr>
<tr>
<td>Lee (2018) [49]</td>
<td>Students</td>
<td>The number of followers on Facebook made a statistically significant difference on the believability of the answer ( (P&lt;.05) ), with a high number of followers increasing believability. There were no significant results for trustworthiness or accuracy</td>
</tr>
<tr>
<td>Westerman et al (2011) [57]</td>
<td>Students</td>
<td>Trustworthiness indicated an inverted U-shaped relationship with the number of followers on Twitter ( (P=.02) )</td>
</tr>
<tr>
<td><strong>Number of retweets</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lin and Spence (2018) [63]</td>
<td>Students</td>
<td>The highest level of trust (on Twitter) was when participants viewed the post with 400 retweets, followed by 40 retweets, whereas 4000 retweets had the lowest level of trust ( (P=.01) ). Participants perceived the highest levels of source competence when viewing the post with 40 retweets, followed by 400 retweets. The post with 4000 retweets had the lowest perceived competence ( (P=.01) )</td>
</tr>
<tr>
<td>Lin and Spence (2019) [64]</td>
<td>Students</td>
<td>There were significant differences in trust perceptions across varying retweet conditions ( (P=.046) ). People who viewed the FDA’sa Twitter page containing 4000 retweets were more likely to perceive lower organizational trust than the condition of 40 retweets ( (P&lt;.05) )</td>
</tr>
<tr>
<td>Lin and Spence (2016) [65]</td>
<td>Students</td>
<td>Participants perceived lowest competence when viewing a peer’s Twitter page with no retweets ( (P&lt;.001) ). The highest level of perceived source goodwill, trustworthiness, and competence was when participants viewed the CDCb page with no retweets ( (P&lt;.001) )</td>
</tr>
<tr>
<td><strong>Source (expert, peer, or stranger)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Borah and Xiao (2018) [47]</td>
<td>Students</td>
<td>In the 2 studies conducted on Facebook, the CDC and WebMD authors were seen as more credible than unknown authors (study 1: ( P&lt;.01 ); study 2: ( P&lt;.01 ))</td>
</tr>
<tr>
<td>Lin and Spence (2018) [63]</td>
<td>Students</td>
<td>Participants viewing an FDA expert’s Twitter account were more likely to perceive higher trust ( (P=.01) ), competence ( (P&lt;.001) ), and goodwill ( (P&lt;.01) ) than those viewing a peer or stranger’s account</td>
</tr>
<tr>
<td>Lin and Spence (2016) [65]</td>
<td>Students</td>
<td>Higher credibility was assigned to risk information from an expert compared with a peer and a stranger on Twitter ( (P&lt;.001) )</td>
</tr>
<tr>
<td><strong>Language (message credibility)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Borah and Xiao (2018) [47]</td>
<td>Students</td>
<td>In the 2 studies conducted, a gain-framed message was more credible than a loss-framed message on Facebook (study 1: ( P&lt;.001 ); study 2: ( P&lt;.001 ))</td>
</tr>
<tr>
<td>Houston et al (2018) [51]</td>
<td>Paid workers</td>
<td>Nonopinionated tweets were perceived as more credible than opinionated tweets ( (P&lt;.001) )</td>
</tr>
<tr>
<td>Yilmaz and Johnson (2016) [59]</td>
<td>Students</td>
<td>Personalized status updates on Facebook were seen as more competent and trustworthy than personalized tweets ( (P=.007; P=.001 \text{ respectively}) ). Depersonalized tweets were more trustworthy than the source of depersonalized status updates on Facebook</td>
</tr>
</tbody>
</table>

aFDA: Food and Drug Administration.
bCDC: Centers for Disease Control and Prevention.
Table 2. Included papers, main outcomes, and the effect on either brand trust, message credibility, or source credibility (including trustworthiness, believability, and competence) as specified in their results.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Platform</th>
<th>Population</th>
<th>Outcome</th>
<th>Result</th>
<th>Relevant papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Language use(^b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gain-framed language</td>
<td>Facebook</td>
<td>Student</td>
<td>Message credibility(^b,c)</td>
<td>Increase</td>
<td>Borah and Xiao [47]</td>
</tr>
<tr>
<td>Personalized language</td>
<td>Twitter</td>
<td>Student</td>
<td>Competence and trustworthiness</td>
<td>Decrease</td>
<td>Yilmaz and Johnson [59]</td>
</tr>
<tr>
<td></td>
<td>Facebook</td>
<td>Student</td>
<td>Competence and trustworthiness</td>
<td>Increase</td>
<td>Yilmaz and Johnson [59]</td>
</tr>
<tr>
<td>Exposure to civil discussion</td>
<td>Facebook</td>
<td>Student</td>
<td>Trustworthiness</td>
<td>Increase</td>
<td>Antoci et al [67]</td>
</tr>
<tr>
<td>Nonopinionated language</td>
<td>Twitter</td>
<td>Paid worker</td>
<td>Message credibility</td>
<td>Increase</td>
<td>Houston et al [51]</td>
</tr>
<tr>
<td></td>
<td>YouTube</td>
<td>Student</td>
<td>Message credibility</td>
<td>No effect</td>
<td>Zimmermann and Jucks [68]</td>
</tr>
<tr>
<td>Bandwagon heuristics(^b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High number of likes</td>
<td>Facebook</td>
<td>Student</td>
<td>Source credibility and trustworthiness</td>
<td>No effect</td>
<td>Borah and Xiao [47]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Student</td>
<td>Brand trust</td>
<td>Increase</td>
<td>Phua and Ahn [66]</td>
</tr>
<tr>
<td>High number of followers</td>
<td>Facebook</td>
<td>Student</td>
<td>Believability</td>
<td>Increase</td>
<td>Lee [49]</td>
</tr>
<tr>
<td></td>
<td>Twitter</td>
<td>Student</td>
<td>Source credibility</td>
<td>Westerman and Spence: unclear; Phua and Ahn: increase</td>
<td>Westerman and Spence [57]; Phua and Ahn [66]</td>
</tr>
<tr>
<td>Narrow ratio of the number of followers to the number of follows</td>
<td>Twitter</td>
<td>Student</td>
<td>Competency</td>
<td>Increase</td>
<td>Westerman and Spence [57]</td>
</tr>
<tr>
<td>High number of retweets</td>
<td>Twitter</td>
<td>Student</td>
<td>Trustworthiness</td>
<td>Decrease</td>
<td>Lin and Spence [63-65]</td>
</tr>
<tr>
<td>High number of friends</td>
<td>Facebook</td>
<td>Student</td>
<td>Believability and trustworthiness</td>
<td>Increase</td>
<td>Lee [49]</td>
</tr>
<tr>
<td>Expertise heuristic(^b)</td>
<td>Facebook and Twitter</td>
<td>Student</td>
<td>Source credibility</td>
<td>Increase</td>
<td>Borah and Xiao [47]; Lin and Spence [63,65]</td>
</tr>
<tr>
<td>Other(^b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interaction with followers</td>
<td>Twitter</td>
<td>Student</td>
<td>Source credibility</td>
<td>Increase</td>
<td>Jahng and Littau [62]</td>
</tr>
<tr>
<td>High perceived privacy control</td>
<td>Facebook</td>
<td>Student</td>
<td>Trust</td>
<td>Increase</td>
<td>Antoci et al [67]</td>
</tr>
<tr>
<td>Positive brand attitude</td>
<td>Instagram</td>
<td>Paid worker</td>
<td>Brand credibility</td>
<td>Increase</td>
<td>De Veirman and Hudders [52]; Jin and Muqaddam [55]</td>
</tr>
<tr>
<td>Prosocial attitude online</td>
<td>Twitter</td>
<td>Student</td>
<td>Source credibility</td>
<td>Increase</td>
<td>Jin and Phua [48]</td>
</tr>
<tr>
<td>Recency of updates (frequent)</td>
<td>Twitter</td>
<td>Student</td>
<td>Source credibility</td>
<td>Increase</td>
<td>Westerman and Spence [56]</td>
</tr>
</tbody>
</table>
credibility in 3 studies [63-65]. When using an organization’s numbers of retweets (from other Twitter profiles) reduced compared with follows; Multimedia Appendix 4) [57]. High as more competent than a wide gap (ie, more Twitter followers similar ratio of Twitter followers to follows) being perceived for participants to assess credibility, with a narrow gap (ie, followers to the number of follows on Twitter provided a cue 1 and 2; Multimedia Appendix 4). The ratio of the number of followers (n=14,677,050) increased source credibility (Tables 1 and 2; Multimedia Appendix 3). However, this relationship was not observed for the accuracy or trustworthiness dimensions of source credibility. Lee’s second experiment assessed the credibility of a source with a high number of friends compared with a low number, finding that the source with more friends was seen as more believable and trustworthy (Multimedia Appendix 3). Similarly, Lee’s experiment [49], which involved a question-and-answer format on a Facebook post, found that when the source had a higher number of followers, the answer posted was rated as more believable than an answer posted by a source with a lower number of followers (Multimedia Appendix 3). However, this relationship was not observed for the accuracy or trustworthiness dimensions of source credibility. Lee’s second experiment assessed the credibility of a source with a high number of friends compared with a low number, finding that the source with more friends was seen as more believable and trustworthy (Multimedia Appendix 3) [49].

On Twitter, Westerman et al [57] found no linear relationship between the number of followers and credibility. In fact, too many followers (n=70,000) or too few followers (n=70) reduced the level of trust compared to those with 7000 followers, who had the greatest level of trust (Multimedia Appendix 4) [57]. However, Jin and Phua [48] reported that a higher number of followers (n=14,677,050) increased source credibility (Tables 1 and 2; Multimedia Appendix 4). The ratio of the number of followers to the number of follows on Twitter provided a cue for participants to assess credibility, with a narrow gap (ie, similar ratio of Twitter followers to follows) being perceived as more competent than a wide gap (ie, more Twitter followers compared with follows; Multimedia Appendix 4) [57]. High numbers of retweets (from other Twitter profiles) reduced credibility in 3 studies [63-65]. When using an organization’s Twitter page (Centers for Disease Control and Prevention [CDC] or Food and Drug Administration [FDA]), a post with 4000 retweets was found to be less trustworthy and competent than posts with 40 or 400 retweets (Table 1; Multimedia Appendix 4) [63-65].

**Expertise Heuristics**

Manipulating the source of the Facebook or Twitter posts was found to impact source credibility in 3 studies with student participants [47,63,65]. Expert sources, such as the CDC, were perceived as more credible than strangers when disseminating health information in Facebook status updates (Multimedia Appendix 3) [47].

Similarly, expert sources (eg, FDA) were considered more trustworthy and competent and, thus, overall more credible than strangers or peers on Twitter (Tables 1 and 2; Multimedia Appendix 4) [63,65]. Jin and Phua [48] assessed celebrity source credibility by manipulating a news story of the celebrity (shared on Twitter) to be either prosocial (donating to a charity) or antisocial (drug abuse; Multimedia Appendix 4). Consumers were more likely to identify with prosocial celebrity and perceive them as more credible, suggesting that reputation can affect credibility perceptions [48].

**Discussion**

**Principal Findings**

Surprisingly, there were no studies in the field of health and nutrition research included in this scoping review; however, there are some important learnings that could be utilized for nutrition and health communication. There were many different factors that affected the perceived credibility of a message and source on SM, such as language usage, expertise heuristics, and bandwagon heuristics. However, no information was found on the factors affecting perceived authenticity in this context. The scales used as well as the different models and theories to inform various fields of research are reported.
Language Usage

The results of the included studies indicated that the language used in tweets affected message credibility. Personalization was more effective on Facebook, whereas depersonalization was more effective on Twitter [59]. This can be explained by the differing functions of these platforms. The audience of a tweet is largely unknown as the public nature of Twitter allows anyone with or without an account to view a profile (provided the profile is not locked) [70]. Having a large and primarily unknown audience creates a challenge to balance self-expression and impression management; users want to share information but do not want to be negatively judged [70]. The fear of other people’s negative opinions and judgment makes it easier to post factual, depersonalized tweets with no personal opinion involved [70]. Furthermore, the linguistic style of Twitter differs from other SM platforms because of the 280-character (previously 140) limit for tweets [59]. When users share long personal stories, it differs from the concise updates that are typically shared on Twitter, reducing the contextual appropriateness of the information [59]. This differs from Facebook, which has an extremely high character limit for status updates (63,206 characters) and requires both parties to accept a friend request before viewing each other’s content (provided the privacy of the page is not set to public) [59]. Thus, when a personal status update is made on Facebook, the recipients are generally people who have an existing relationship with the user and an established level of trust, instantly increasing the credibility of the post [59]. Therefore, message characteristics such as language style and the platform being used should be considered by health professionals when creating SM posts.

Expertise Heuristics

Each study in the review that compared an expert to a stranger or peer found that the expert was more credible [47,63,65]. This is explained by the expertise heuristic, which is triggered when a consumer sees an official authority as a source [71]. For example, when tweets were posted from the CDC’s Twitter account, they were seen as more credible than when an unknown person tweeted [65]. These findings are consistent with the existing literature on website credibility, whereby listing an author’s affiliations, credentials, or qualifications triggers the expertise heuristic and increases the credibility of the information or message presented [72,73]. In addition, a recent review found that websites run by health institutions (such as the CDC) were considered more trustworthy than private websites [42]. Health practitioners should include their credentials (relevant to their field of research) on their SM page, so that their expertise is clear to the audience and credibility can be established.

Bandwagon Heuristics

A key focus of the included papers was bandwagon heuristics, which relate to the number of likes, followers, or retweets assigned to information on SM [71]. It is known that people base their own decisions on other people’s endorsements and opinions, particularly when purchasing products [74]. Typically, a bigger bandwagon (ie, a high number of likes, comments, or shares) will result in a greater perception of source credibility [40,75]. However, the reviewed papers that manipulated bandwagon cues provided differing results than expected; a high number of retweets (n=4000) had the lowest perceived trustworthiness of the conditions, and two papers found no difference in credibility between the low and high like manipulations (Multimedia Appendices 3 and 4) [47,50,63,64]. Some consumers perceived popular content as having lower credibility, described as a reverse bandwagon heuristic (Multimedia Appendix 1) or the snob effect (Multimedia Appendix 1) [39,76]. This arises from the consumer’s need to identify as an individual in society, without conforming to social norms [39,76]. Some people do not follow trends and are not willing to follow others without independently thinking and making their own judgments. The snob effect causes a deviation from the norm (ie, liking the post) and, thus, when a consumer sees a high amount of engagement on SM, it can result in negative opinions of the source and information presented, reducing the perceived credibility [63]. However, in 2019, attempting to reduce the pressure people feel when they post online, Instagram (globally) and Facebook (in Australia) trialed removing the number of likes on posts so that likes are no longer publicly visible to others [77]. Rather than displaying the number of people who have liked the post, the display now shows one user who has liked the post followed by the phrase “and others” [77,78]. Therefore, in the future, the use of bandwagon cues to judge credibility may be less prevalent as the engagement of a post can no longer be viewed publicly in a numerical format [77].

Scales

The most commonly used scale in the research papers was McCroskey and Teven’s Source Credibility Scale (n=6), used to assess the credibility of a source of information (ie, a person). In contrast, message credibility was assessed by examining the characteristics of a message such as the structure, perceived accuracy, and language used [79]. Flanagin and Metzger’s Scale of Message Credibility Online (2013) assesses 5 dimensions of credibility—believability, accuracy, trustworthiness, bias, and completeness—and was utilized in 2 papers [49,50]. Other papers that assessed message credibility adapted their own scale from multiple sources in the literature to evaluate the language used in Facebook posts, tweets, or message appeals in YouTube videos [47,51,61]. Internal reliability was assessed with Cronbach alpha values at an acceptable level (α>0.7) in all three papers that adapted their own scale. However, there was no exploratory or confirmatory factor analysis conducted, creating implications for the validity and generalizability of the research.

Fields of Research

Communications and psychology were the predominant fields of research within the included papers. The theories and models used to underpin research overlapped among disciplines, with the source credibility model being the most common within communications, information research, psychology, and business. The MAIN model (a digital extension of source credibility model) was also used frequently in communications, information research, computer science, and psychology. Previously, source credibility and its impact have been investigated more broadly in the health discipline to assess consumers’ perceptions of health information online, but this
was limited to websites and did not include SM [80]. To our knowledge, health communication research has not utilized the MAIN model or source credibility model. Using these models to inform research in different fields resulted in the perception of credible spokespeople on SM. Thus, these models should be utilized to increase the effectiveness of health communication within nutrition research.

**Gaps in Knowledge**

On the basis of the search strategy and the inclusion and exclusion criteria, the concept of authenticity has not been explored in this specific context. In addition, there was a lack of research regarding SMIs or nutrition professionals as the source of SM posts. Most studies focused on organizations or an unknown fictional author as the source. As SMIs are key to digital marketing and health communication, research into consumer perceptions of the source credibility and authenticity of SMIs would be beneficial to further understand how they communicate effectively with their followers. Results from these future studies would be beneficial for informing the delivery of health communication in various digital formats.

**Strengths**

The strength of the papers included in the scoping review was the large sample size that was achieved (range of the number of participants from included studies was 85-3476). As most papers had a student cohort participating for university credit, large numbers of participants were recruited. In addition, many of the papers completed a manipulation check during the pilot of the survey to ensure that the mock scenario they were creating was robust, for example, testing if the high retweet condition of 4000 retweets was actually considered high by the participants, limiting the confounding factors that could arise if the manipulations were perceived differently than intended [63].

**Limitations**

As most papers (n=21) used convenience sampling, selection biases were inherent. Furthermore, generalizability was limited to the geographical area in which the research was conducted, making it difficult to draw conclusions without conducting further research. Student samples were predominant (n=17), further limiting the variability and generalizability of results as student samples (referred to as western, educated, industrialized, rich, and democratic [WEIRD]) [81] are seen as more homogenous in terms of education level and socioeconomic status than the general public [81,82]. Furthermore, cross-sectional questionnaires were used as the method of data collection, which is self-reported, adding a level of bias to the results as participants can be deceiving intentionally or unintentionally [83]. A methodological limitation of undertaking a scoping review is the omission of quality appraisal of studies, usually conducted during data extraction in a systematic literature review.

**Conclusions and Recommendations**

Fostering credibility online should be considered by corporate and human health brands to create a stronger relationship with their audience. This scoping review highlighted that message and source credibility can be affected by language usage, expertise heuristics, and bandwagon cues. Gaps in the literature were identified, highlighting the need for further research on SM platforms, as Instagram and YouTube were studied less than Facebook and Twitter. The main field of research identified from the included papers was communications, with no papers from health or nutrition science. Currently, there is a limited understanding of the use of SMIs and science experts to relay health messages. Further research needs to be undertaken to apply information from communications (on source and message credibility and authenticity) in a health context and in populations other than students.
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Abstract

Background: Sexualized drug use (SDU; the use of any psychoactive substance before or during sexual intercourse) is prevalent among men who have sex with men (MSM) and may aggravate the worsening HIV epidemic in this key population.

Objective: This observational prospective cohort study investigated factors predicting the occurrence of SDU within a 6-month follow-up period among a sample of MSM in Hong Kong. We hypothesized that perceptions related to SDU would mediate the association between the influence of social media/gay social networking apps and SDU during the follow-up period.

Methods: Participants were Chinese-speaking men in Hong Kong, China who had anal intercourse with at least one man in the past year. Among 600 participants who completed the baseline telephone survey, 407 (67.8%) completed another telephone survey 6 months later. Logistic regression models and path analysis were fitted.

Results: At Month 6, 6.9% (28/407) and 4.4% (18/407) of participants reported SDU and chemsex during the follow-up period. After adjustment for significant baseline background variables (use of pre-exposure prophylaxis; history of HIV and other sexually transmitted infections; anal intercourse with nonregular male sex partners, condomless anal intercourse with men, multiple male sex partnerships, and SDU at baseline), three constructs of the Theory of Planned Behavior (TPB) were significantly associated with SDU during the follow-up period: (1) positive attitudes toward SDU (adjusted odds ratio [AOR] 1.19, 95% CI 1.05-1.36), (2) perceived support for SDU from significant others (AOR 1.15, 95% CI 1.01-1.30), and (3) perceived behavioral control of refraining from SDU (AOR 0.76, 95% CI 0.59-0.98). Exposure to information supporting SDU on social media and gay social networking apps was also significantly associated with SDU (AOR 1.11, 95% CI 1.01-1.22). Bootstrapping analyses indicated that social media influence was indirectly associated with SDU through TPB-related perceptions of SDU (β=.04; B=.002, 95% CI 0.001-0.01).

Conclusions: Social media and gay social networking apps may be a major source of influence on MSM’s perceptions and actual behaviors related to SDU.

(J Med Internet Res 2020;22(7):e17894) doi:10.2196/17894)
Psychoactive substance use and HIV are intertwined epidemics among MSM [1]. Sexualized drug use (SDU) refers to the use of any psychoactive substance before or during sexual intercourse [2]. Chemsex is defined as a subset of SDU, which commonly includes the use of specific drugs (mephedrone, γ-hydroxybutyrate [GHB/GBL], ketamine and cocaine) before or during sexual intercourse [3-5]. Two published systematic reviews addressed SDU and chemsex among MSM and found these practices prevalent across settings [3,6]. A recent study found that 54% of MSM visiting sexually transmitted infection (STI) clinics in the Netherlands reported SDU [4]. The prevalence of using alcohol or illicit psychoactive substances before or during sexual intercourse was 41% among an online sample of MSM in the United Kingdom [5]. In Hong Kong, China, 12.0% of MSM reported SDU in 2017 [7]. The prevalence of chemsex among MSM ranged from 3% to 35% across countries [3,8-10]. Psychoactive substances such as those used for SDU/chemsex adversely affect users’ capacity to perceive and respond to risks during sexual encounters, and may prompt them to engage in high-risk sexual practices [11]. Studies have consistently shown that SDU and chemsex were associated with a higher risk of condomless anal intercourse (CAI), group sex, and fistng, resulting in a higher risk of HIV and other STIs [3,8,12]. SDU/chemsex among MSM in Hong Kong may aggravate the worsening HIV epidemic in this group (6.54% of MSM were HIV-positive in 2017) [13]. However, there is a lack of effective behavioral interventions targeting SDU/chemsex [14-17].

Factors associated with SDU/chemsex among MSM included those related to sociodemographics (eg, age, ethnicity, income, education level, and employment status), sexual orientation, and utilization of HIV testing and other HIV/STI prevention services [3,5,9]. Studies also showed that MSM with SDU/chemsex experience were more likely to access pre-exposure prophylaxis (PrEP) [10,12]. These factors were considered in this study. Perceptions related to SDU also play important roles, and are important for theory-based interventions to address. Qualitative studies found that a key reason MSM engaged in SDU/chemsex was the belief that psychoactive substances could increase stamina and arousal levels, so that an individual could engage in sex for a sustained period [3]. Other reasons given included the following: overcoming underconfidence, enhancing the emotional connection with sex partners, and coping with stress [3]. Although a qualitative study suggested that MSM are under peer pressure to have SDU and chemsex [18], other social network–related factors (such as fear of loss of partners or friends) deterred MSM from using psychoactive substances before or during sexual intercourse [3]. Only one quantitative study showed that a perceived lower confidence of practicing safe sex consistently was associated with a higher likelihood of chemsex among MSM in the United Kingdom [5]. In this study, we chose the Theory of Planned Behavior (TPB) as the framework to guide our examination of
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Introduction
Psychoactive substance use and HIV are intertwined epidemics among MSM [1]. Sexualized drug use (SDU) refers to the use of any psychoactive substance before or during sexual intercourse [2]. Chemsex is considered a subset of SDU, which is commonly defined as the use of specific drugs (mephedrone, γ-hydroxybutyrate [GHB/GBL], ketamine and cocaine) before or during sexual intercourse [3-5]. Two published systematic reviews addressed SDU and chemsex among MSM and found these practices prevalent across settings [3,6]. A recent study found that 54% of MSM visiting sexually transmitted infection (STI) clinics in the Netherlands reported SDU [4]. The prevalence of using alcohol or illicit psychoactive substances before or during sexual intercourse was 41% among an online sample of MSM in the United Kingdom [5]. In Hong Kong, China, 12.0% of MSM reported SDU in 2017 [7]. The prevalence of chemsex among MSM ranged from 3% to 35% across countries [3,8-10]. Psychoactive substances such as those used for SDU/chemsex adversely affect users’ capacity to perceive and respond to risks during sexual encounters, and may prompt them to engage in high-risk sexual practices [11]. Studies have consistently shown that SDU and chemsex were associated with a higher risk of condomless anal intercourse (CAI), group sex, and fistng, resulting in a higher risk of HIV and other STIs [3,8,12]. SDU/chemsex among MSM in Hong Kong may aggravate the worsening HIV epidemic in this group (6.54% of MSM were HIV-positive in 2017) [13]. However, there is a lack of effective behavioral interventions targeting SDU/chemsex [14-17].

Factors associated with SDU/chemsex among MSM included those related to sociodemographics (eg, age, ethnicity, income, education level, and employment status), sexual orientation, and utilization of HIV testing and other HIV/STI prevention services [3,5,9]. Studies also showed that MSM with SDU/chemsex experience were more likely to access pre-exposure prophylaxis (PrEP) [10,12]. These factors were considered in this study. Perceptions related to SDU also play important roles, and are important for theory-based interventions to address. Qualitative studies found that a key reason MSM engaged in SDU/chemsex was the belief that psychoactive substances could increase stamina and arousal levels, so that an individual could engage in sex for a sustained period [3]. Other reasons given included the following: overcoming underconfidence, enhancing the emotional connection with sex partners, and coping with stress [3]. Although a qualitative study suggested that MSM are under peer pressure to have SDU and chemsex [18], other social network–related factors (such as fear of loss of partners or friends) deterred MSM from using psychoactive substances before or during sexual intercourse [3]. Only one quantitative study showed that a perceived lower confidence of practicing safe sex consistently was associated with a higher likelihood of chemsex among MSM in the United Kingdom [5]. In this study, we chose the Theory of Planned Behavior (TPB) as the framework to guide our examination of

perceptions related to SDU [19]. The TPB has commonly been applied to explain various types of risk behaviors [20] and design various health-related interventions [21]. The TPB specifies that attitudes, subjective norms (ie, whether others approve of certain behaviors), and perceived behavioral control (perceived availability of resources and opportunities that enable a person to perform behaviors) determine health behaviors [19]. This framework is potentially applicable for understanding the factors related to SDU/chemsex among MSM, given findings from previous studies that noted the importance of attitudes, norms, and perceived control on this behavior.

Constructs from the TPB and subsequent behaviors may be shaped by social media–related factors as well as the use of social media and gay social networking apps. In Hong Kong, 96% of residents have access to a smartphone [22]; 85% and 57% use Facebook and Instagram, respectively [23]; and about 70% of local MSM use gay social networking apps to seek sex partners [24]. Social media (eg, Facebook, Twitter, Instagram, Weibo) and location-aware gay social networking apps (eg, Grindr, Jack’d, Blued) have facilitated drug purchasing and seeking SDU and chemsex in one’s geographical location [18,25,26]. Across countries, MSM reported that it was common to encounter information related to SDU/chemsex when browsing these social media and apps [18,25,26]. Many MSM openly solicit chemsex in their online profiles [18,25,26], while others reported being asked to use psychoactive substances or engage in SDU/chemsex by other MSM through these apps [18,25-28]. In addition, posts on social media such as Facebook or Twitter usually portray psychoactive substance use as normative, which may increase intentions to practice SDU or chemsex [29,30]. Despite the potential for social media and apps to increase SDU and chemsex among MSM in Hong Kong, no quantitative studies have investigated the influence of these factors.

In addition to social media and gay social networking apps, peer behaviors may also influence SDU and chemsex practices among MSM. Compared to other HIV key populations, MSM tend to have large and dense social networks [31]. Most Chinese MSM are heavily involved in the MSM community, and have strong ties to each other [32]. As MSM are a highly marginalized community in Hong Kong, individuals within it may perceive a high level of similarity to their MSM peers and may consequently find their peers’ experiences particularly valuable and influential. Prior studies have found that peers within an individual’s social network are the most common source for obtaining psychoactive substances [33,34]. Qualitative studies have suggested that MSM often introduce SDU and chemsex to their peers. Previous studies suggested that a higher number of psychoactive substance users in one’s social network was positively associated with substance use in various populations [35-37], including MSM [36].

The Social Learning Theory posits that people learn by both direct experience and observation [38]. Observation of peers is a major source of influence on people’s health attitudes and
behaviors [39]. Given the close relationships and high level of perceived similarity among MSM, observing peer behaviors plays an important role in influencing MSM’s attitudes and behaviors related to SDU/chemsex. Such interactions and observations may occur online and offline. In this study, we hypothesized that being exposed to information supporting SDU on social media gay apps and observing SDU among peers would influence MSM’s perceptions related to SDU, which would influence the occurrence of SDU.

To address these gaps, this study investigated predictors of SDU within a 6-month follow-up period among a sample of MSM in Hong Kong. Potential predictors measured at baseline included sociodemographics and behavioral characteristics of the participants, perceptions related to SDU based on the TPB, and the influence of social media/gay social networking apps and peers. We further tested the hypothesis that perceptions of SDU would mediate the associations between the influence of social media/gay social networking apps and peers on SDU.

**Methods**

**Participants and Data Collection**

We conducted an observational prospective cohort study among MSM in Hong Kong, China from April 2018 to July 2019. Inclusion criteria for participants of the cohort study were the following: (1) Chinese-speaking men in Hong Kong, (2) aged 18 years or above, and (3) had anal intercourse with at least one man in the last 12 months. Participants were recruited through multiple sources. A recent mapping exercise was conducted by the government, which identified 12 gay bars and 16 gay saunas in Hong Kong. Upon obtaining the approval of the owners, trained and experienced fieldworkers approached prospective MSM participants in these venues at different time slots during weekdays and weekends. They briefed prospective participants about the study details and gave them an information sheet. The research team also conducted online outreach by posting information about the study periodically as discussion topics on the two gay websites with the highest traffic in Hong Kong. If prospective participants were interested in this study, they could contact the interviewers through private messaging or other means (eg, WhatsApp, telephone, email). Recruitment was supplemented by peer referrals. Participants were guaranteed anonymity during the study, and had the right to end participation in the study at any time. Their refusal or withdrawal from the study would not affect their access to any future services. Verbal consent was obtained instead of written consent to allow participants to maintain anonymity, and the fieldworkers signed a form pledging that the participants had been fully informed about the study. Multiple forms of contact information were obtained to make an appointment to conduct a baseline telephone interview. Trained telephone interviewers confirmed participants’ eligibility and consent to participate in the study, and conducted telephone interviews that took approximately 30 minutes to complete. Another telephone survey was conducted 6 months later. At least 5 follow-up calls were made during different time slots during weekdays and weekends before considering the participant lost to follow-up. Upon completion of both surveys, a HK $50 (US $6.45) supermarket or café coupon was mailed to participants as compensation for their time. Telephone numbers and addresses were cross-checked to avoid repetition. Of the 1131 prospective participants approached through outreach in gay venues (n=211), online recruitment (n=607), and peer referral (n=313), 711 were eligible for participation after screening (venues: n=117; online: n=401; referral: n=193). Of these, 600 provided verbal informed consent and completed the baseline telephone interview (venues: n=85; online: n=345; referral: n=170). The response rate was 84.3%. At Month 6, 407 (67.8%) participants completed the follow-up survey. The Survey and Behavioral Research Ethics Committee of the Chinese University of Hong Kong approved this study (reference number 160051).

**Measures**

**Design of the Questionnaires**

A panel consisting of a public health researcher, an epidemiologist, a psychologist, an MSM community member, and a community-based organization worker was formed to develop the questionnaires. The questionnaires were tested by 10 local MSM. Based on their feedback, the questionnaires were then finalized by the panel.

**Baseline Background Characteristics**

Information collected included sociodemographics (age, highest education level attained, current marital status, monthly personal income, and current employment status), sexual orientation; utilization of HIV prevention services and PrEP; history of HIV and other STIs; and sexual behaviors with regular and nonregular male sex partners in the last year. A regular male sex partner (RP) was defined as a stable boyfriend, while a nonregular male sex partner (NRP) was defined as a casual sex partner or a male sex worker.

**Patterns of SDU/Chemsex**

In this study, SDU is defined as the use of any of the following psychoactive substances before or during sexual intercourse: ketamine, methamphetamine, cocaine, cannabis, ecstasy, Dormicum/Halcion/Erimin 5/nonprescription hypnotic drugs, heroin, cough suppressant (not for curing cough), amyl nitrite (popper), GHB/GBL, 5-methoxy-N, N-dimethoxytryptamine (Foxy), and mephedrone. We defined chemsex as the use of ketamine, methamphetamine, cocaine, GHB/GBL, or mephedrone before or during sexual intercourse. Such definitions have been used in a number of studies [3-5]. Participants were asked whether they had used any of the aforementioned psychoactive substances at baseline and Month 6 during different reference periods (baseline: lifetime and past year; Month 6: in the past 6 months).

Participants with SDU experience were asked about behavioral details, including the following: (1) types of psychoactive substance used during sexual intercourse, (2) poly-use of psychoactive substances during sexual intercourse, (3) time since the first episode of SDU, (4) frequency of SDU, (5) CAI during SDU, and (6) sexual risk behaviors during their most recent episode of SDU (ie, the number of participants; the use of alcohol and erectile dysfunction drugs; and the occurrence of CAI or group sex).
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Participants were asked to report the frequency of their exposure to the following information related to SDU on social media (eg, Facebook, Twitter, Instagram, Weibo) or gay social networking apps (eg, Grindr, Jack’d, Blued) in the last 12 months (eg, “Frequency of exposure to others’ personal experiences supporting psychoactive substance use”) with the following response categories: 1=Never, 2=Seldom, 3=Sometimes, and 4=Always. The Influence of Social Media Scale was formed by summing up individual item scores, with higher scores indicating higher levels of exposure to information supporting SDU from social media and gay social networking apps. The Cronbach α for this scale was .70, and a single factor was identified by exploratory factor analysis, explaining 70.1% of total variance. Additionally, the questionnaire also measured the number of peers in one’s social network who had experience with SDU (response categories: None, 1-2, 3-5, 6-10, and >10).

Perceptions Related to SDU Based on the TPB

Five scales derived from the TPB were constructed [40]. Positive attitudes toward SDU were measured by four items (eg, “It is easier for you to find sex partners when using psychoactive substances before/during sexual intercourse”). The Positive Attitude Scale was formed by summing up individual item scores (from 1=Strongly disagree to 5=Strongly agree). Higher scores on the scale indicated more positive attitudes toward SDU. The Cronbach α of the Positive Attitude Scale was .82; one factor was identified by exploratory factor analysis, explaining 65.1% of total variance.

Four items (with response options ranging from 1=Strongly disagree to 5=Strongly agree) were used to measure negative attitudes toward SDU (eg, “Using psychoactive substances before/during sexual intercourse would increase your risk of having CAI”). The Negative Attitude Scale was formed by summing up individual item scores. Higher scores on the scale indicated more negative attitudes toward SDU. The Cronbach α of the Negative Attitude Scale was .62; one factor was identified by exploratory factor analysis, explaining 63.0% of total variance.

Four items were used to measure participants’ perceived support from their significant others (referring to regular and nonregular male sex partners and MSM friends) for SDU. Items were measured on a 5-point Likert Scale from 1=Strongly disagree to 5=Strongly agree. The Perceived Subjective Norms for SDU among MSM Scale was constructed by summing up individual item scores. Higher scores indicated perceived subjective norms that were more supportive of SDU. The Cronbach α of the Perceived Subjective Norm Scale was .90; one factor was identified by exploratory factor analysis, explaining 76.8% of total variance.

Perceived behavioral control in refusing SDU and perceived behavioral control in refraining from SDU were measured by two items each. The Perceived Behavioral Control of Refusing SDU Scale and the Perceived Behavioral Control of Refraining from SDU Scale were formed by summing up individual item scores (from 1=Strongly disagree to 5=Strongly agree). Higher scores of the Perceived Behavioral Control of Refusing SDU Scale indicated lower levels of control of refusing SDU, while higher scores in the Perceived Behavioral Control of Refraining from SDU indicated higher levels of control of refraining from SDU. The Cronbach α of the Perceived Behavioral Control of Refusing SDU Scale and the Perceived Behavioral Control of Refraining from SDU Scale were .93 and .95, respectively; single factors were identified by exploratory factor analysis, explaining 93.5% and 95.6% of total variance, respectively.

Data Analyses

Baseline background characteristics of participants who were followed up at Month 6 and those who were lost to follow-up were compared using chi-square tests (for categorical variables) or independent sample t tests (for continuous variables). The subsequent analysis was performed among those who had completed both surveys. Using SDU during the follow-up period as the dependent variable, and background characteristics measured at baseline as independent variables, univariate odds ratios (OR) predicting the dependent variable were obtained using logistic regression models. After adjusting for variables with P<.05 in the univariate analysis, associations between independent variables of interest (ie, perceptions, the influence of social media and gay social networking apps and peers) and the dependent variable were then assessed by adjusted OR (AOR). Each AOR was obtained by fitting a single logistic regression model, which involved one of the independent variables of interest and the significant background variables.

Path analysis was conducted to test the mediation model. The means for social media influence and peer influence were used as independent variables, while SDU during the follow-up period was used as the dependent variable. The means of the Positive Attitude Scale, the Negative Attitude Scale, the Perceived Subjective Norm Scale, the Perceived Behavioral Control for Refusing SDU Scale, and the Perceived Behavioral Control for Refraining from SDU Scale were used as indicators to represent the latent variable of perceptions related to SDU based on the TPB; confirmatory factor analysis was then conducted to test the goodness of fit of this construct. All significant background variables were controlled for in the model. Goodness of fit was tested by using the chi-square test, the Comparative Fit Index (CFI), the Non-Normed Fit Index (NNFI), and the root mean square error of approximation (RMSEA). A CFI and NNFI greater than .90 and RMSEA lower than .08 indicated acceptable goodness of fit [41]. Standardized path coefficients (β) and unstandardized path coefficients (B) were reported. We tested the mediation analyses using bootstrapping. The 95% CI of the indirect effects were obtained from 5000 bootstrap samples. A statistically significant mediation effect was observed when the CI did not include zero. The level of statistical significance was .05. SPSS (Version 18.0, IBM Corp) and AMOS were used.

Results

Baseline Background Characteristics

Most of the 600 participants were 18 to 30 years old (n=342, 57.0%), currently single (n=504, 84.0%), employed full-time (n=498, 83.0%), with a monthly personal income of HK $20,000 (US $2580) or higher (n=336, 56.0%), and had attained at least
a college education (n=505, 84.2%). Over half had received HIV antibody testing (n=430, 71.7%) and utilized other HIV prevention services (n=335, 55.8%) in the last year; 3.8% (n=23) were using PrEP at the time of the baseline survey. Among the participants, 3.3% (n=20) self-reported as living with HIV and 20.5% (n=123) had a history of other STIs. In the last year, 85.0% (n=510) and 60.5% (n=363) had had anal intercourse with RP and NRP, respectively. Furthermore, 40.2% (n=241) and 69.0% (n=414) reported CAI with men and multiple sex partnerships, respectively. The lifetime prevalence of SDU and chemsex were 19.3% (n=116) and 8.7% (n=52), respectively.

Means and standard deviation of items/scales related to the influence of social media/gay apps, the influence of peers, and perceptions related to SDU based on the TPB were described in Table 1. No significant difference was found in baseline characteristics between those with follow-up data available (n=407) and those who were lost to follow-up at Month 6 (n=193), with the exception of self-reported HIV status (P=.04), the frequency of exposure to commentary/discussion about psychoactive substance use on social media/gay apps (P=.001), and the score on the Perceived Behavioral Control of Refraining from SDU Scale (P=.04).
Table 1. Baseline characteristics of the participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All participants (n=600)</th>
<th>Follow-up at Month 6 (n=407)</th>
<th>Loss to follow-up (n=193)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age group (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.29</td>
</tr>
<tr>
<td>18-24</td>
<td>124 (20.7)</td>
<td>80 (19.7)</td>
<td>44 (22.8)</td>
<td></td>
</tr>
<tr>
<td>25-30</td>
<td>218 (36.3)</td>
<td>146 (35.9)</td>
<td>72 (37.3)</td>
<td></td>
</tr>
<tr>
<td>31-40</td>
<td>187 (31.2)</td>
<td>126 (31.0)</td>
<td>61 (31.6)</td>
<td></td>
</tr>
<tr>
<td>&gt;40</td>
<td>71 (11.8)</td>
<td>55 (13.5)</td>
<td>16 (8.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Highest educational level attained, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.73</td>
</tr>
<tr>
<td>Senior high school or below</td>
<td>95 (15.8)</td>
<td>63 (15.5)</td>
<td>32 (16.6)</td>
<td></td>
</tr>
<tr>
<td>College or above</td>
<td>505 (84.2)</td>
<td>344 (84.5)</td>
<td>161 (83.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Current marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.38</td>
</tr>
<tr>
<td>Currently single</td>
<td>504 (84.0)</td>
<td>344 (84.5)</td>
<td>160 (82.9)</td>
<td></td>
</tr>
<tr>
<td>Married/cohabiting with a man</td>
<td>93 (15.5)</td>
<td>60 (14.7)</td>
<td>33 (17.1)</td>
<td></td>
</tr>
<tr>
<td>Married/cohabiting with a woman</td>
<td>3 (0.5)</td>
<td>3 (0.7)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Monthly personal income (HK $), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>&lt;10,000 (&lt;US $1290)</td>
<td>84 (14.0)</td>
<td>57 (14.0)</td>
<td>27 (14.0)</td>
<td></td>
</tr>
<tr>
<td>10,000-19,999 (US $1290-2580)</td>
<td>174 (29.0)</td>
<td>120 (29.5)</td>
<td>54 (28.0)</td>
<td></td>
</tr>
<tr>
<td>20,000-39,999 (US $2580-3870)</td>
<td>220 (36.7)</td>
<td>148 (36.4)</td>
<td>72 (37.3)</td>
<td></td>
</tr>
<tr>
<td>&gt;40,000 (&gt;US $5161)</td>
<td>116 (19.3)</td>
<td>78 (19.2)</td>
<td>38 (19.7)</td>
<td></td>
</tr>
<tr>
<td>Refuse to disclose</td>
<td>6 (1.0)</td>
<td>4 (1.0)</td>
<td>2 (1.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Current employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.61</td>
</tr>
<tr>
<td>Full-time</td>
<td>498 (83.0)</td>
<td>340 (83.5)</td>
<td>158 (81.9)</td>
<td></td>
</tr>
<tr>
<td>Part-time/unemployed/retired/students</td>
<td>102 (17.0)</td>
<td>67 (16.5)</td>
<td>35 (18.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Sexual orientation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.35</td>
</tr>
<tr>
<td>Homosexual</td>
<td>546 (91.0)</td>
<td>375 (92.1)</td>
<td>171 (88.6)</td>
<td></td>
</tr>
<tr>
<td>Bisexual</td>
<td>52 (8.7)</td>
<td>31 (7.6)</td>
<td>21 (10.9)</td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>2 (0.3)</td>
<td>1 (0.3)</td>
<td>1 (0.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Service utilization, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV testing in the last 12 months</td>
<td></td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>No</td>
<td>170 (28.3)</td>
<td>108 (26.5)</td>
<td>62 (32.1)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>430 (71.7)</td>
<td>299 (73.5)</td>
<td>131 (67.9)</td>
<td></td>
</tr>
<tr>
<td>Other HIV prevention services in the last 12 months (eg, condom distribution, peer education, pamphlet and lectures)</td>
<td></td>
<td></td>
<td></td>
<td>.46</td>
</tr>
<tr>
<td>No</td>
<td>265 (44.2)</td>
<td>184 (45.2)</td>
<td>81 (42.0)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>335 (55.8)</td>
<td>223 (54.8)</td>
<td>112 (58.0)</td>
<td></td>
</tr>
<tr>
<td>Currently on PrEP (pre-exposure prophylaxis)</td>
<td></td>
<td></td>
<td></td>
<td>.78</td>
</tr>
<tr>
<td>No</td>
<td>577 (96.2)</td>
<td>392 (96.3)</td>
<td>185 (95.9)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>23 (3.8)</td>
<td>15 (3.7)</td>
<td>8 (4.1)</td>
<td></td>
</tr>
<tr>
<td><strong>History of HIV/sexually transmitted infections, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Never tested for HIV</td>
<td>26 (4.3)</td>
<td>11 (2.7)</td>
<td>15 (7.8)</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>549 (91.5)</td>
<td>380 (93.4)</td>
<td>169 (87.6)</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>20 (3.3)</td>
<td>13 (3.2)</td>
<td>7 (3.6)</td>
<td></td>
</tr>
<tr>
<td>Characteristics</td>
<td>All participants (n=600)</td>
<td>Follow-up at Month 6 (n=407)</td>
<td>Loss to follow-up (n=193)</td>
<td>P value</td>
</tr>
<tr>
<td>---------------------------------------------------------------------------------</td>
<td>--------------------------</td>
<td>-----------------------------</td>
<td>--------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>Refuse to disclose</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>History of other sexually transmitted infections</td>
<td></td>
<td></td>
<td></td>
<td>.76</td>
</tr>
<tr>
<td>No</td>
<td>477 (79.5)</td>
<td>325 (79.9)</td>
<td>152 (78.8)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>123 (20.5)</td>
<td>82 (20.1)</td>
<td>41 (21.2)</td>
<td></td>
</tr>
<tr>
<td>Sexual behaviors in the last 12 months, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has had anal intercourse with regular male sex partners</td>
<td></td>
<td></td>
<td></td>
<td>.14</td>
</tr>
<tr>
<td>No</td>
<td>90 (15.0)</td>
<td>55 (13.5)</td>
<td>35 (18.1)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>510 (85.0)</td>
<td>352 (86.5)</td>
<td>158 (81.9)</td>
<td></td>
</tr>
<tr>
<td>Has had anal intercourse with nonregular male sex partners</td>
<td></td>
<td></td>
<td></td>
<td>.69</td>
</tr>
<tr>
<td>No</td>
<td>237 (39.5)</td>
<td>163 (40.0)</td>
<td>74 (38.3)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>363 (60.5)</td>
<td>244 (60.0)</td>
<td>119 (61.7)</td>
<td></td>
</tr>
<tr>
<td>Condomless anal intercourse with men</td>
<td></td>
<td></td>
<td></td>
<td>.33</td>
</tr>
<tr>
<td>No</td>
<td>359 (59.8)</td>
<td>249 (61.2)</td>
<td>110 (57.0)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>241 (40.2)</td>
<td>158 (38.8)</td>
<td>83 (43.0)</td>
<td></td>
</tr>
<tr>
<td>Multiple male sex partnerships</td>
<td></td>
<td></td>
<td></td>
<td>.88</td>
</tr>
<tr>
<td>No</td>
<td>186 (31.0)</td>
<td>127 (31.2)</td>
<td>59 (30.6)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>414 (69.0)</td>
<td>280 (68.8)</td>
<td>134 (69.4)</td>
<td></td>
</tr>
<tr>
<td>Experience of sexualized drug use (SDU)², n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.61</td>
</tr>
<tr>
<td>SDU in lifetime</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>484 (80.7)</td>
<td>326 (80.1)</td>
<td>158 (81.9)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>116 (19.3)</td>
<td>81 (19.9)</td>
<td>35 (18.1)</td>
<td></td>
</tr>
<tr>
<td>SDU in the past year</td>
<td></td>
<td></td>
<td></td>
<td>.68</td>
</tr>
<tr>
<td>No</td>
<td>512 (85.3)</td>
<td>349 (85.7)</td>
<td>163 (84.5)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>88 (14.7)</td>
<td>58 (14.3)</td>
<td>30 (15.5)</td>
<td></td>
</tr>
<tr>
<td>Influence of social media related to SDU</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency of exposure to information supporting SDU on social media/gay social networking apps in the past year, % Sometimes/Always</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sharing of personal experiences to support MSM using psychoactive substances</td>
<td>253 (42.2)</td>
<td>168 (41.3)</td>
<td>85 (44.0)</td>
<td>.52</td>
</tr>
<tr>
<td>Sharing of personal experiences against MSM using psychoactive substances (reverse coded)</td>
<td>180 (30.0)</td>
<td>131 (32.2)</td>
<td>49 (25.4)</td>
<td>.09</td>
</tr>
<tr>
<td>Receiving personal invitations to use psychoactive substances from MSM friends</td>
<td>93 (15.5)</td>
<td>58 (14.3)</td>
<td>35 (18.1)</td>
<td>.22</td>
</tr>
<tr>
<td>Receiving personal invitations to have SDU/chemsex from MSM friends</td>
<td>90 (15.0)</td>
<td>55 (13.5)</td>
<td>35 (18.1)</td>
<td>.14</td>
</tr>
<tr>
<td>Receiving personal invitations to use psychoactive substances from strangers</td>
<td>212 (35.3)</td>
<td>145 (35.6)</td>
<td>67 (34.7)</td>
<td>.83</td>
</tr>
<tr>
<td>Receiving personal invitations to have SDU/chemsex from strangers</td>
<td>218 (36.3)</td>
<td>150 (36.9)</td>
<td>68 (35.2)</td>
<td>.70</td>
</tr>
<tr>
<td>Commentary/discussion about psychoactive substance use</td>
<td>168 (28.0)</td>
<td>97 (23.8)</td>
<td>71 (36.8)</td>
<td>.001</td>
</tr>
<tr>
<td>The Influence of Social Media Scale, mean (SD)</td>
<td>7.7 (4.4)</td>
<td>7.5 (4.3)</td>
<td>8.1 (4.4)</td>
<td>.13</td>
</tr>
<tr>
<td>Influence of peers related to SDU</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regular male sex partners had experience of SDU/chemsex, % Yes</td>
<td>48 (8.0)</td>
<td>39 (9.6)</td>
<td>9 (4.7)</td>
<td>.04</td>
</tr>
<tr>
<td>Characteristics</td>
<td>All participants (n=600)</td>
<td>Follow-up at Month 6 (n=407)</td>
<td>Loss to follow-up (n=193)</td>
<td>P value</td>
</tr>
<tr>
<td>--------------------------------------------------------------------------------</td>
<td>--------------------------</td>
<td>-------------------------------</td>
<td>---------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>Nonregular male sex partners had experience of SDU/chemsex, % Yes</td>
<td>109 (18.2)</td>
<td>72 (17.7)</td>
<td>37 (19.2)</td>
<td>.66</td>
</tr>
<tr>
<td>Close friends had experience of SDU/chemsex, % Yes</td>
<td>129 (21.5)</td>
<td>94 (23.1)</td>
<td>35 (18.1)</td>
<td>.17</td>
</tr>
<tr>
<td>Other friends had experience of SDU/chemsex, % Yes</td>
<td>229 (38.2)</td>
<td>151 (37.1)</td>
<td>78 (40.4)</td>
<td>.44</td>
</tr>
<tr>
<td><strong>Number of peers in one's social network who had ever engaged in SDU/chemsex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.62</td>
</tr>
<tr>
<td>0</td>
<td>178 (29.7)</td>
<td>121 (29.7)</td>
<td>57 (29.5)</td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>148 (24.7)</td>
<td>104 (25.6)</td>
<td>44 (22.8)</td>
<td></td>
</tr>
<tr>
<td>3-5</td>
<td>143 (23.8)</td>
<td>92 (22.6)</td>
<td>51 (26.4)</td>
<td></td>
</tr>
<tr>
<td>6-10</td>
<td>48 (8.0)</td>
<td>36 (8.8)</td>
<td>16 (8.2)</td>
<td></td>
</tr>
<tr>
<td>&gt;10</td>
<td>83 (13.8)</td>
<td>54 (13.3)</td>
<td>29 (15.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Perceptions related to SDU based on the Theory of Planned Behavior</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Positive attitudes toward SDU, % Agree/Strongly agree</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDU allows you temporary escape from reality</td>
<td>106 (17.7)</td>
<td>70 (17.2)</td>
<td>36 (18.7)</td>
<td>.66</td>
</tr>
<tr>
<td>SDU increases your sexual pleasure</td>
<td>139 (23.2)</td>
<td>99 (24.3)</td>
<td>40 (20.7)</td>
<td>.33</td>
</tr>
<tr>
<td>It is easier to find sex partners during SDU</td>
<td>74 (12.3)</td>
<td>47 (11.5)</td>
<td>27 (14.0)</td>
<td>.40</td>
</tr>
<tr>
<td>SDU would heighten euphoria</td>
<td>131 (21.8)</td>
<td>93 (22.9)</td>
<td>38 (19.7)</td>
<td>.38</td>
</tr>
<tr>
<td><strong>Positive Attitude Scale, mean (SD)</strong></td>
<td>8.0 (4.2)</td>
<td>8.8 (4.1)</td>
<td>8.8 (4.3)</td>
<td>.93</td>
</tr>
<tr>
<td><strong>Negative attitudes toward SDU, % Agree/Strongly agree</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDU would harm your cognitive function</td>
<td>558 (94.0)</td>
<td>379 (93.1)</td>
<td>185 (95.9)</td>
<td>.19</td>
</tr>
<tr>
<td>SDU would have negative impact on your relationship with sex partners</td>
<td>384 (64.0)</td>
<td>265 (65.1)</td>
<td>119 (61.7)</td>
<td>.41</td>
</tr>
<tr>
<td>SDU would increase your risk of having condom-less anal intercourse</td>
<td>381 (63.5)</td>
<td>258 (63.4)</td>
<td>123 (63.7)</td>
<td>.94</td>
</tr>
<tr>
<td>SDU would increase your risk of HIV infection</td>
<td>511 (85.2)</td>
<td>341 (83.8)</td>
<td>170 (88.1)</td>
<td>.17</td>
</tr>
<tr>
<td><strong>Negative Attitude Scale, mean (SD)</strong></td>
<td>16.8 (2.9)</td>
<td>16.7 (2.9)</td>
<td>16.8 (2.8)</td>
<td>.72</td>
</tr>
<tr>
<td><strong>Perceived subjective norms related to SDU, % Agree/Strongly agree</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Your male sex partners support you using psychoactive substances</td>
<td>29 (4.8)</td>
<td>19 (4.7)</td>
<td>10 (5.2)</td>
<td>.78</td>
</tr>
<tr>
<td>Your other MSM friends support you using psychoactive substances</td>
<td>17 (2.8)</td>
<td>12 (2.9)</td>
<td>5 (2.6)</td>
<td>.81</td>
</tr>
<tr>
<td>Your male sex partners support you having SDU</td>
<td>21 (3.5)</td>
<td>14 (3.4)</td>
<td>7 (3.6)</td>
<td>.91</td>
</tr>
<tr>
<td>Your other MSM friends support you having SDU</td>
<td>11 (1.8)</td>
<td>8 (2.0)</td>
<td>3 (1.6)</td>
<td>.73</td>
</tr>
<tr>
<td><strong>Perceived Subjective Norms Scale, mean (SD)</strong></td>
<td>5.9 (3.1)</td>
<td>5.8 (3.1)</td>
<td>6.0 (3.0)</td>
<td>.40</td>
</tr>
<tr>
<td><strong>Perceived behavioral control of refusing SDU, % Agree/Strongly agree</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>If your sex partner asks you to use psychoactive substances, it is difficult for you to refuse</td>
<td>60 (10.0)</td>
<td>36 (8.8)</td>
<td>24 (12.4)</td>
<td>.17</td>
</tr>
<tr>
<td>If your sex partner asks you to have SDU, it is difficult for you to refuse</td>
<td>55 (9.2)</td>
<td>31 (7.6)</td>
<td>24 (12.4)</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Perceived Behavioral Control of Refusing SDU Scale, mean (SD)</strong></td>
<td>3.5 (2.2)</td>
<td>3.4 (2.1)</td>
<td>3.7 (2.3)</td>
<td>.10</td>
</tr>
<tr>
<td><strong>Perceived behavioral control of refraining from SDU, % Agree/Strongly agree</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>You can exercise self-control to stop using psychoactive substance</td>
<td>541 (90.2)</td>
<td>371 (91.2)</td>
<td>170 (88.1)</td>
<td>.24</td>
</tr>
<tr>
<td>You can exercise self-control to stop having SDU</td>
<td>550 (91.7)</td>
<td>378 (92.9)</td>
<td>172 (89.1)</td>
<td>.12</td>
</tr>
</tbody>
</table>
Patterns of SDU and Chemsex at Baseline and Month 6

At baseline, 14.7% (88/600) and 6.7% (40/600) of the participants reported SDU and chemsex in the past year, respectively. During the 6-month follow-up period, their prevalence was 6.9% (28/407) and 4.4% (18/407), respectively. Among 58 participants with experience of SDU who completed the Month 6 follow-up survey, 36% (n=21) reported SDU during the follow-up period. Among 26 MSM who had chemsex at baseline and completed the Month 6 follow-up survey, 14 (54%) reported chemsex during the follow-up period.

Patterns of SDU one year prior to the baseline and during the 6-month follow-up period were similar. Amyl nitrite, methamphetamine, and GHB/GBL were the most commonly used psychoactive substances during sexual intercourse. About half of MSM who reported SDU reported poly-use of psychoactive substances and CAI. SDU commonly involved more than two people, the use of erectile dysfunction drugs, and group sex (Table 2).

---

Table 2: Perceived Behavioral Control of Refraining from SDU Scale, mean (SD)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All participants (n=600)</th>
<th>Follow-up at Month 6 (n=407)</th>
<th>Loss to follow-up (n=193)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived Behavioral Control of Refraining from SDU Scale, mean (SD)</td>
<td>9.2 (1.7)</td>
<td>9.3 (1.5)</td>
<td>9.0 (2.0)</td>
<td>.04</td>
</tr>
</tbody>
</table>

SDU: sexualized drug use. Sexualized drug use is defined as the use of any of the following psychoactive substances before/during anal intercourse: ketamine, methamphetamine, cocaine, cannabis, ecstasy, Dormicum/Halcion/Erimin 5/nonprescription hypnotic drugs, heroin, cough suppressant (not for curing cough), amyl nitrite (popper), GHB/GBL (γ-hydroxybutyrate), 5-methoxy-N,N-diisopropyltryptamine (Foxy), and mephedrone.
Table 2. Patterns of sexualized drug use in different reference periods.

<table>
<thead>
<tr>
<th>Variables</th>
<th>One year prior to baseline survey (among MSM who reported sexualized drug use in the past year at baseline, n=88), n (%)</th>
<th>During the 6-month follow-up period (among MSM who reported sexualized drug use during the follow-up, n=28), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Types of psychoactive substance used during chemsex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ketamine</td>
<td>2 (2.3)</td>
<td>2 (7.1)</td>
</tr>
<tr>
<td>Methamphetamine</td>
<td>32 (36.4)</td>
<td>11 (39.3)</td>
</tr>
<tr>
<td>Cocaine</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Cannabis</td>
<td>7 (8.0)</td>
<td>1 (3.6)</td>
</tr>
<tr>
<td>Ecstasy</td>
<td>2 (2.3)</td>
<td>2 (7.1)</td>
</tr>
<tr>
<td>Dormicum/Halcion/Erimin 5/Hypnotic drugs (nonprescription)</td>
<td>0 (0.0)</td>
<td>1 (3.6)</td>
</tr>
<tr>
<td>Heroin</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Cough suppressant (not for curing cough)</td>
<td>1 (1.1)</td>
<td>2 (7.1)</td>
</tr>
<tr>
<td>Amyl nitrite</td>
<td>69 (78.4)</td>
<td>20 (71.4)</td>
</tr>
<tr>
<td>γ-hydroxybutyrate (GHB/GBL)</td>
<td>29 (33.0)</td>
<td>10 (35.7)</td>
</tr>
<tr>
<td>5-methoxy-N,N-diisopropyltryptamine</td>
<td>5 (5.7)</td>
<td>1 (3.6)</td>
</tr>
<tr>
<td>Mephedrone</td>
<td>0 (0.0)</td>
<td>1 (3.6)</td>
</tr>
<tr>
<td>Poly-use of psychoactive substances</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>57 (64.8)</td>
<td>14 (50.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>31 (35.2)</td>
<td>14 (50.0)</td>
</tr>
<tr>
<td>Frequency of sexualized drug use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1 episode/month</td>
<td>0 (0.0)</td>
<td>13 (46.4)</td>
</tr>
<tr>
<td>1 episode/month</td>
<td>35 (39.8)</td>
<td>11 (39.3)</td>
</tr>
<tr>
<td>1-2 episodes/month</td>
<td>24 (27.3)</td>
<td>2 (7.1)</td>
</tr>
<tr>
<td>≥3 episodes/month</td>
<td>29 (33.0)</td>
<td>2 (7.1)</td>
</tr>
<tr>
<td>Condomless anal intercourse during sexualized drug use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>41 (46.6)</td>
<td>10 (35.7)</td>
</tr>
<tr>
<td>Yes</td>
<td>47 (53.4)</td>
<td>18 (64.3)</td>
</tr>
<tr>
<td>Characteristics of most recent episode of sexualized drug use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of participants</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>67 (76.1)</td>
<td>19 (67.9)</td>
</tr>
<tr>
<td>≥3</td>
<td>21 (23.9)</td>
<td>9 (32.1)</td>
</tr>
<tr>
<td>Alcohol consumption</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>77 (87.5)</td>
<td>28 (100.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>11 (12.5)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Use of erectile dysfunction drugs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>62 (70.5)</td>
<td>16 (57.9)</td>
</tr>
<tr>
<td>Yes</td>
<td>26 (29.5)</td>
<td>12 (42.1)</td>
</tr>
<tr>
<td>Group sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>18 (20.5)</td>
<td>11 (39.3)</td>
</tr>
<tr>
<td>Yes</td>
<td>70 (79.5)</td>
<td>17 (60.7)</td>
</tr>
<tr>
<td>Condomless anal intercourse</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>45 (51.1)</td>
<td>15 (53.6)</td>
</tr>
<tr>
<td>Yes</td>
<td>43 (48.9)</td>
<td>13 (46.4)</td>
</tr>
</tbody>
</table>
Baseline Factors Predicting SDU During the Follow-Up Period

Baseline background variables that were significantly associated with SDU during the follow-up period included the following: (1) currently on PrEP, (2) self-reported living with HIV, (3) history of other STI, (4) any anal intercourse with NRP, (5) CAI with any male sexual partners, (6) multiple male sex partnerships, and (7) SDU in the past year (Table 3).

After adjusting for significant variables, three constructs of the TPB measured at baseline were significantly associated with SDU during the follow-up period. These constructs included: (1) positive attitudes toward SDU (AOR 1.19, 95% CI 1.05-1.36), (2) perceived support for SDU from significant others (AOR 1.15, 95% CI 1.01-1.30), and (3) perceived behavioral control of refraining from SDU (AOR 0.76, 95% CI 0.59-0.98). A higher level of exposure to information supporting SDU on social media/gay apps as measured at baseline was associated with a higher likelihood of SDU during the follow-up period (AOR 1.11, 95% CI 1.01-1.22). The association between the number of peers in one’s social network who had ever engaged in SDU and the dependent variable was of marginal statistical significance (AOR 1.43, 95% CI 0.95-2.16, P=.06; Table 4.).
Table 3. Baseline background variables associated with sexualized drug use during the follow-up period for MSM in Hong Kong (among those being followed up at Month 6, n=407).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants, n (%)</th>
<th>OR^a (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographics measured at baseline</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>4 (5.0)</td>
<td>1.0</td>
</tr>
<tr>
<td>25-30</td>
<td>10 (6.8)</td>
<td>1.40 (0.42-4.61)</td>
</tr>
<tr>
<td>31-40</td>
<td>11 (8.7)</td>
<td>1.82 (0.56-5.92)</td>
</tr>
<tr>
<td>&gt;40</td>
<td>3 (5.5)</td>
<td>1.10 (0.24-5.10)</td>
</tr>
<tr>
<td><strong>Highest educational level attained</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Senior high school or below</td>
<td>7 (11.1)</td>
<td>1.0</td>
</tr>
<tr>
<td>College or above</td>
<td>21 (6.1)</td>
<td>0.52 (0.21-1.28)</td>
</tr>
<tr>
<td><strong>Current marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Currently single</td>
<td>24 (7.0)</td>
<td>1.0</td>
</tr>
<tr>
<td>Married/cohabiting with a man</td>
<td>3 (5.0)</td>
<td>0.70 (0.21-2.41)</td>
</tr>
<tr>
<td>Married/cohabiting with a woman</td>
<td>1 (3.3)</td>
<td>6.67 (0.58-76.18)</td>
</tr>
<tr>
<td><strong>Monthly personal income (HK $)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10,000 (&lt;US $1290)</td>
<td>5 (8.8)</td>
<td>1.0</td>
</tr>
<tr>
<td>10,000-19,999 (US $1290-2580)</td>
<td>6 (5.0)</td>
<td>0.55 (0.16-1.88)</td>
</tr>
<tr>
<td>20,000-39,999 (US $2580-3870)</td>
<td>12 (8.1)</td>
<td>0.92 (0.31-2.73)</td>
</tr>
<tr>
<td>&gt;40,000 (&gt;US $5161)</td>
<td>5 (6.4)</td>
<td>0.71 (0.20-2.59)</td>
</tr>
<tr>
<td>Refuse to disclose</td>
<td>0 (0.0)</td>
<td>N/A^b</td>
</tr>
<tr>
<td><strong>Current employment status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>21 (6.2)</td>
<td>1.0</td>
</tr>
<tr>
<td>Part-time/unemployed/retired/student</td>
<td>7 (10.4)</td>
<td>1.77 (0.72-4.35)</td>
</tr>
<tr>
<td><strong>Sexual orientation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Homosexual</td>
<td>27 (7.2)</td>
<td>1.0</td>
</tr>
<tr>
<td>Bisexual</td>
<td>1 (3.2)</td>
<td>0.43 (0.05-3.27)</td>
</tr>
<tr>
<td>Heterosexual</td>
<td>0 (0.0)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Service utilization measured at baseline</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>HIV testing in the last 12 months</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>4 (3.7)</td>
<td>1.0</td>
</tr>
<tr>
<td>Yes</td>
<td>24 (8.0)</td>
<td>2.27 (0.77-6.70)</td>
</tr>
<tr>
<td><strong>Other HIV prevention services in the last 12 months (eg, condom distribution, peer education, pamphlets, lectures)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>12 (6.5)</td>
<td>1.0</td>
</tr>
<tr>
<td>Yes</td>
<td>16 (7.2)</td>
<td>1.11 (0.51-2.41)</td>
</tr>
<tr>
<td><strong>Currently on PrEP (pre-exposure prophylaxis)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>23 (5.9)</td>
<td>1.0</td>
</tr>
<tr>
<td>Yes</td>
<td>5 (3.3)</td>
<td>8.02 (2.53-25.42)c</td>
</tr>
<tr>
<td><strong>History of HIV/sexual transmitted infections</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Self-reported HIV status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative/never tested for HIV/refuse to disclose</td>
<td>24 (6.1)</td>
<td>1.0</td>
</tr>
<tr>
<td>Positive</td>
<td>4 (3.0)</td>
<td>6.85 (1.97-23.87)d</td>
</tr>
<tr>
<td>Variables</td>
<td>Participants, n (%)</td>
<td>OR(^a) (95% CI)</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------</td>
<td>---------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td><strong>History of other sexually transmitted infections</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>16 (4.9)</td>
<td>1.0</td>
</tr>
<tr>
<td>Yes</td>
<td>12 (14.6)</td>
<td>3.31 (1.50-7.31)(^d)</td>
</tr>
<tr>
<td><strong>Sexual behaviors in the last 12 months as measured at baseline</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Anal intercourse with regular male sex partners</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2 (3.6)</td>
<td>1.0</td>
</tr>
<tr>
<td>Yes</td>
<td>26 (7.4)</td>
<td>2.11 (.49-9.17)</td>
</tr>
<tr>
<td><strong>Anal intercourse with nonregular male sex partners</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1 (.6)</td>
<td>1.0</td>
</tr>
<tr>
<td>Yes</td>
<td>27 (11.1)</td>
<td>20.16 (2.71-149.88)(^d)</td>
</tr>
<tr>
<td><strong>Condomless anal intercourse with men</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>8 (3.2)</td>
<td>1.0</td>
</tr>
<tr>
<td>Yes</td>
<td>20 (12.7)</td>
<td>4.37 (1.87-10.18)(^d)</td>
</tr>
<tr>
<td><strong>Multiple male sex partnerships</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>28 (10.0)</td>
<td>N/A(^e)</td>
</tr>
<tr>
<td><strong>Experience of sexualized drug use as measured at baseline</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sexualized drug use in the past year</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>7 (2.0)</td>
<td>1.0</td>
</tr>
<tr>
<td>Yes</td>
<td>21 (36.2)</td>
<td>27.73 (11.05-69.60)(^c)</td>
</tr>
</tbody>
</table>

\(^a\)OR: univariate odds ratio.
\(^b\)N/A: not applicable.
\(^c\)P<.001.
\(^d\)P<.01.
\(^e\)P<.05.
Table 4. Factors associated with sexualized drug use during the follow-up period (among those being followed up at Month 6, n=407)a.

<table>
<thead>
<tr>
<th>Factors</th>
<th>ORb (95% CI)</th>
<th>AORc (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Influence of social media/gay apps related to sexualized drug use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Influence of Social Media Scale</td>
<td>1.23 (1.13, 1.34)d</td>
<td>1.11 (1.01, 1.22)e</td>
</tr>
<tr>
<td><strong>Influence of peers related to sexualized drug use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of peers in one’s social network who had ever engaged in</td>
<td>2.29 (1.67, 3.14)d</td>
<td>1.43 (0.95, 2.16)f</td>
</tr>
<tr>
<td>SDU/chemsex</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Perceptions related to sexualized drug use based on the Theory of Planned Behavior</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive Attitude Scale</td>
<td>1.33 (1.19, 1.47)d</td>
<td>1.19 (1.05, 1.36)g</td>
</tr>
<tr>
<td>Negative Attitude Scale</td>
<td>0.86 (0.76, 0.97)g</td>
<td>0.99 (0.84, 1.16)</td>
</tr>
<tr>
<td>Perceived Subjective Norm Scale</td>
<td>1.29 (1.18, 1.42)d</td>
<td>1.15 (1.01, 1.30)e</td>
</tr>
<tr>
<td>Perceived Behavioral Control of Refusing Sexualized Drug Use Scale</td>
<td>1.33 (1.15, 1.55)d</td>
<td>1.08 (0.89, 1.33)</td>
</tr>
<tr>
<td>Perceived Behavioral Control of Refraining from Sexualized Drug Use Scale</td>
<td>0.76 (0.64, 0.91)e</td>
<td>0.76 (0.59, 0.98)g</td>
</tr>
</tbody>
</table>

a6.9% of participants reported sexualized drug use during the follow-up period.
bOR: univariate odds ratio. The OR represents the increase in the odds of sexualized drug use caused by a one-unit increase in the item/scale score.
cAOR: adjusted odds ratio. The AOR is adjusted for the significant background variables listed in Table 3 and multiple sex partnerships in the past year.
dP<.01.
eP<.05.
fp<.10.
gP<.01.

Testing the Mediation Effects of TPB Constructs in the Association Between Social Media/Peers Influences and SDU

**Model Testing**

The results of the confirmatory factor analysis found that perceptions related to SDU based on the TPB did not show adequate model fit to the data ($\chi^2=19.01, P<.01; \text{CFI}=.94; \text{NNFI}=.89; \text{RMSEA}=.08$). Modification indices suggested adding a covariance between the Perceived Behavioral Control of Refusing SDU Scale’s error and the Perceived Behavioral Control of Refraining from SDU Scale’s error ($B=-0.58, P<.001$). Since the two scales are related constructs [19], we added the covariance accordingly. The modified model showed excellent fit ($\chi^2=3.81, P=.43; \text{CFI}=.99; \text{NNFI}=.99; \text{RMSEA}=.01$). The chi-square test showed that the model fit change was significant ($\chi^2\text{ change}=15.20, \text{degrees of freedom change}=1, P<.05$). All factor loadings were significant at $P<.001$, with absolute values of standardized coefficients greater than .25. The mediation model fit the data well ($\chi^2_{147}=188.71, P<.05; \text{CFI}=.92; \text{NNFI}=.91; \text{RMSEA}=.06$; Figure 1).
Path Coefficients

The influence of social media-gay apps was positively associated with perceptions related to SDU based on the TPB ($\beta=.20$, $B=.11$, $P=.001$), while it was not significantly associated with SDU ($\beta=.08$, $B=.004$, $P=.11$). Peer influence was positively associated with perceptions related to SDU based on the TPB ($\beta=.38$, $B=.68$, $P<.001$), while it was not significantly associated with SDU ($\beta=.04$, $B=.01$, $P=.50$). Perceptions related to SDU based on the TPB was positively associated with SDU ($\beta=.21$, $B=.02$, $P=.02$).

Mediation Effects

Bootstrapping analyses indicated that social media influence had a significant indirect effect on SDU through perceptions of SDU in the hypothesized direction ($\beta=.04$, $B=.002$, 95% CI 0.001-0.001). However, peer influence was not significantly associated with SDU through perceptions of SDU ($\beta=.08$, $B=.01$, 95% CI –0.002 to 0.04).

Discussion

We found that 6.9% and 4.4% of MSM in Hong Kong practiced SDU and chemsex at the end of the 6-month follow-up period. Such prevalence was lower than that reported among MSM in Western Europe. At Month 6, about half of participants having SDU or chemsex at baseline refrained from these behaviors, while very few initiated these behaviors. Studies with longer follow-up periods are needed in the future to understand trends in SDU and chemsex among MSM in Hong Kong. Such studies are useful to understand the effectiveness of SDU/chemsex interventions conducted by local community-based organizations.

Similar to studies conducted in Western countries, amyl nitrite, methamphetamine, and GHB/GBL were the most commonly used psychoactive substances during SDU at both baseline and Month 6 [7]. The prevalence of risky practices during SDU (ie, poly-use of psychoactive substance, CAI, and group sex) was high at both time points. Effective risk reduction strategies should be explored to address these risky practices.

According to social marketing approaches, careful segmentation improves the effectiveness of health promotion programs [42]. First, health care workers and interventions should tailor SDU and chemsex reduction measures to MSM living with HIV. Similar to findings conducted in mainland China [43] and other countries [3], MSM living with HIV were more likely to practice SDU compared to HIV-negative or status unknown MSM. They have a high risk of HIV transmission through SDU. For MSM living with HIV, SDU may be a potential maladaptive coping method for stressful situations caused by perceived stigma and experiences of violence and prejudice [44]. Reducing substance use during sex should be an essential part of care for MSM living with HIV. Second, health care workers and interventionists should focus on MSM with multiple risk behaviors (eg, anal intercourse with NRP, CAI, and multiple male sex partnerships), as these participants were more likely to practice SDU. Those with experience of SDU at baseline also had a much higher risk of practicing SDU during the 6-month follow-up period compared to those who had never practiced SDU. Moreover, MSM who were on PrEP reported higher likelihood of SDU than those not on PrEP. Studies conducted both locally and internationally consistently demonstrated the significant association between SDU and PrEP use [3,24]. This association may be due to the fact that some MSM may continue or initiate SDU as PrEP has minimized their risk of HIV infection. Health care providers supervising MSM on PrEP should continue to provide education about other sexual risks of SDU, such as acquiring STIs, or reduced adherence to PrEP.

Our results showed that MSM in Hong Kong are frequently exposed to information about psychoactive substances and received invitations to use such substances or engage in SDU/chemsex on social media and gay social networking apps. This exposure was associated with a higher prevalence of SDU during the follow-up period. Previous studies consistently showed that social media and gay social networking apps have
facilitated access to psychoactive substances, SDU, and chemsex for MSM [18,25,26]. One of the important contributions of this study is that it examined the potential mechanism of the associations between social media and peer influences and SDU. Our results suggest that social media exposure may enhance positive perceptions of SDU, which in turn increase the risk of SDU. The significant mediation effect supports mechanisms proposed by the Social Learning Theory [38] to understand how social media may influence one’s behavior related to SDU. Most social media sites allow users to leave comments, and express approval or disapproval of the contents. Therefore, users can see how many others (and sometimes exactly who) expressed approval when they view social media. This may explain why MSM find social media content to be a believable and influential source of information. Gay social networking apps provide a quick and convenient way to locate and connect with other MSM nearby, and MSM commonly use these apps to seek SDU or chemsex [18,25-28]. Gay social networking app users may perceive SDU as normative as many users may openly solicit SDU orchemsex in their online profiles [18,25,26]. Additionally, receiving a personal invitation of SDU through these apps may make MSM less likely to refuse. Interventions should consider disseminating messages on reducing harm associated with SDU and chemsex on gay apps platforms to reduce perceptions of SDU as normative.

The association between the number of peers in their social network who had experience with SDU/chemsex and SDU was of marginal statistical significance. Previous studies suggested that peers are common sources of obtaining psychoactive substances among MSM [33,34]. It is also common for MSM to introduce and invite peers to have SDU or chemsex [33,34]. However, the TPB perceptions of SDU were not a significant mediator between peer influence and SDU. Other potential theory-based mediators should be explored in future work. We found significant correlations between peer influence and social media influence, and between peer influence and TPB constructs. MSM in Hong Kong contact each other mainly through social media and gay apps. Some of these peers may be online friends that they have never physically met. Since MSM have very close connections to each other, they may find their peers’ experiences particularly valuable [32]. Furthermore, knowing more peers who practice SDU may make MSM perceive such behavior as normative.

These results highlight the importance of modifying perceptions related to SDU based on the TPB. About 20% of the participants held positive attitudes toward SDU. They perceived that SDU would allow them escape from reality, increase their sexual pleasure, and facilitate finding sex partners. Given our findings about the indirect effect of social media influence on SDU behavior, interventions should use social media to shape these attitudes. Health communication messages about reducing substance use during sex and increasing MSM’s awareness of the harms associated with SDU and chemsex can be disseminated using the same keywords used to promote SDU and chemsex, allowing the messages to reach MSM at high risk of SDU and chemsex. Gay social networking apps are also useful for delivering such health communication messages. Some apps widely used in Hong Kong (eg, Blued) have incorporated HIV prevention information and referral to HIV testing services [45]. Although less than 5% of the participants perceived support for SDU from significant others, such perceptions were positively associated with SDU during the follow-up period. Health promotion efforts led by influential peers may be useful to cultivate subjective norms against SDU. Health promotion campaigns may also consider sponsoring support groups led by peers living healthy lifestyles to reduce the influence of substance-using peers. Perceived behavioral control of refraining from SDU needs to be further strengthened as it was a protective factor. Enhancement in self-control skills is warranted and rehearsals may be a useful component of future health promotion programs.

This study had some limitations. First, the results were self-reported and subject to social desirability bias, although anonymity likely reduced the bias compared to nonanonymously collected data. Second, participants were recruited by nonprobabilistic sampling in the absence of a sampling frame. As compared to a representative MSM survey in Hong Kong, our participants had a lower prevalence of HIV and sexual risk behaviors, but higher levels of HIV testing. Third, we were not able to obtain the characteristics of participants who refused to join the study; selection bias might exist. However, the response rate for our study was higher than in other published studies involving MSM in China. Fourth, we did not ask behavioral intention to have SDU or chemsex at baseline. Behavioral intention is an important construct of the TPB that predicts actual behaviors [46]. Furthermore, attrition bias might exist. Those who had lower perceived behavioral control in refraining from SDU were more likely to drop out. Perceived behavioral control in refraining from SDU was a protective factor of SDU. Therefore, the prevalence of SDU during the follow-up period is expected to be higher. Finally, the Negative Attitude Scale had a relatively low Cronbach α (.62) in our sample. Although previous studies suggested that Cronbach α≥.60 was acceptable for exploratory research [47,48], caution is still needed when interpreting the results. Future studies are needed to validate this scale.

In sum, MSM in Hong Kong reported a lower prevalence of SDU and chemsex than that of their counterparts in Western countries. Social media and gay social networking apps may be a major source of influence on MSM’s perceptions and actual behaviors related to SDU, and interventions delivered on these platforms may be especially effective.
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Abstract

Background: The past few decades saw considerable advances in research and dissemination of evidence-based psychotherapies, yet available treatment resources are not able to meet the high need for care for individuals suffering from depression or anxiety. Blended care psychotherapy, which combines the strengths of therapist-led and internet interventions, can narrow this gap and be clinically effective and efficient, but has rarely been evaluated outside of controlled research settings.

Objective: This study evaluated the effectiveness of a blended care intervention (video-based cognitive behavior therapy and internet intervention) under real-world conditions.

Methods: This is a pragmatic retrospective cohort analysis of 385 participants with clinical range depression and/or anxiety symptoms at baseline, measured using Patient Health Questionnaire-9 (PHQ-9) and Generalized Anxiety Disorder-7 (GAD-7), who enrolled in blended care psychotherapy treatment. Participants resided in the United States and had access to the blended care intervention as a mental health benefit offered through their employers. Levels of depression and anxiety were tracked throughout treatment. Hierarchical linear modeling was used to examine the change in symptoms over time. The effects of age, gender, and providers on participants’ symptom change trajectories were also evaluated. Paired sample t-tests were also conducted, and rates of positive clinical change and clinically significant improvement were calculated.

Results: The average depression and anxiety symptoms at 6 weeks after the start of treatment were 5.94 and 6.57, respectively. There were significant linear effects of time on both symptoms of depression and anxiety ($\beta=-.49, P<.001$ and $\beta=-.64, P<.001$). The quadratic effect was also significant for both symptoms of depression and anxiety ($\beta=.04, P<.001$ for both), suggesting a decelerated decrease in symptoms over time. Approximately 73% (n=283) of all 385 participants demonstrated reliable improvement, and 83% (n=319) recovered on either the PHQ-9 or GAD-7 measures. Large effect sizes were observed on both symptoms of depression (Cohen d=1.08) and of anxiety (d=1.33).

Conclusions: Video blended care cognitive behavioral therapy interventions can be effective and efficient in treating symptoms of depression and anxiety in real-world conditions. Future research should investigate the differential and interactive contribution of the therapist-led and digital components of care to patient outcomes to optimize care.

(Keywords: cognitive behavior therapy; blended psychotherapy; dissemination; implementation; depression; anxiety/anxiety disorders; internet; web based; video psychotherapy)

Introduction

Depression and anxiety are the leading causes of disability worldwide [1]. Within work environments, depression and anxiety have been associated with decreased productivity for employees through absenteeism, presenteeism, increased disability leave, or sick leave [2-4]. Although effective psychological treatments for depression and anxiety exist, they...
are difficult to access for many individuals [5,6]. Approximately half of the individuals meeting criteria for major depressive disorder in a given year remain untreated or under-treated [7]. Cognitive behavior therapy (CBT) has been rigorously tested and consistently shown to be efficacious in randomized controlled trials and effective in real-world applications for treating depression and anxiety, emerging as the initial treatment of choice [8]. Barriers to large scale dissemination of CBT include insufficient numbers of specialized mental health providers [9], long waitlists to see a provider [10], high cost of therapist delivered care, the stigma associated with seeing a therapist and receiving treatment for mental health disorders [11], as well as travel time required to see a provider in person.

Internet-administered automated cognitive behavior therapy (iCBT) has emerged as a promising cost-effective solution that could narrow the gap between clinical demand and availability of CBT for adults, adolescents, and children [12,13]. iCBT involves the delivery of clinical CBT content via the internet and can involve different formats such as text, video, audio files, and interactive elements. iCBT interventions can be delivered alone or with additional support and guidance from a therapist or a coach [14]. Among the advantages of iCBT over traditional therapist-delivered care are scalability, guaranteed treatment fidelity, increased geographical reach, full temporal availability, ability to progress at one’s own pace, savings in travel time, and cost-effectiveness. Several meta-analyses have found iCBT interventions to be clinically effective for a wide range of clinical disorders, including depression, anxiety disorders, and eating disorders [12,15].

iCBT interventions with human support lead to better clinical outcomes compared to unsupported ones [16]. Results of iCBT interventions with human support are sustained in the long term, and supported interventions have higher adherence rates compared to unsupported ones [12,16]. For unsupported interventions, lack of support to sustain motivation for change and of accountability towards a professional can lead to decreased clinical efficacy and higher dropout rates [17,18]. Many iCBT interventions are relatively static and lack the sophistication to be able to adapt to the client’s initial and evolving clinical presentation.

Blended care CBT treatments (BC-CBT) have emerged as a newer approach that integrates regular therapist-led CBT sessions with iCBT modules into an integrated treatment, taking advantage of the benefits of both approaches while mitigating their disadvantages. Blended interventions can take place with therapist-led sessions delivered in a face-to-face format [19] or via video [20]. Given that part of the treatment is taking place via Internet-based modules, BC-CBT has the potential to decrease the number of sessions with therapists while achieving similar outcomes to therapist-only treatments [21], which can improve the clinical efficiency and scalability of treatment. BC-CBT may also lead to faster improvements when weekly therapist-led sessions are supplemented with iCBT, resulting in a more intensive therapy experience [22]. BC-CBT addresses the fundamental disadvantages for iCBT, specifically the low initial engagement and high dropout rates, through its human component, by enabling the development of a therapeutic alliance found to be associated with higher motivation to initiate and sustain engagement in care [23,24]. Importantly, having the therapist in charge of clinical assessment, treatment plan, and delivery in BC-CBT allows for more personalization of care compared to iCBT. Specifically, the therapist selects digital modules most relevant to the client’s presenting concerns and explains the rationale to the client, linking digital tools to the client’s goals, thereby increasing motivation and compliance to treatment. BC-CBT treatments are clinically efficacious in controlled studies for multiple mental health conditions such as depression, anxiety, and substance abuse [19] and multiple settings such as primary care [25], specialized mental health clinics [26], and inpatient [27]. The vast majority of BC-CBT applications described to date consist of in-person face-to-face therapy sessions supplemented with iCBT modules. However, by moving face-to-face BC-CBT therapy sessions to the telehealth modality (ie, the delivery of care via video or audio), the reach of the treatment can be extended, offering treatment to more individuals in need. It has consistently been found that telehealth mental health services are just as effective as in-person care [28].

To date, there have been very few large-scale studies examining the effectiveness of BC-CBT interventions delivered via telehealth on a large scale in real-world settings [20,29]. Dissemination of most interventions outside of tightly controlled research environments introduces challenges, including therapist drift, potentially more complex clinical presentations, as well as possible lower treatment engagement [30], and BC-CBT would likely face similar challenges. Additionally, for BC-CBT delivered by telehealth, acceptability of the video communication channel, as well as the iCBT care components by both therapists and clients, are likely necessary to prevent dropout and preserve clinical effectiveness.

The present study uses data gathered as part of routine care for clients who received BC-CBT treatment as a benefit offered through their employer. The BC-CBT program combines live video-based sessions with a therapist with technology and evidence-based care tools for clients to use in between sessions. BC-CBT therapists are supported in their work to implement BC-CBT via regular individual and group consultations; clients have access to and are encouraged to use evidence-based care tools at any time. These elements can make the psychotherapy experience more clinically efficient, enabling more clients to improve faster. To our knowledge, to date, no study in the United States has examined BC-CBT interventions at a large scale under real-world conditions.

Methods

Study Design

This pragmatic retrospective cohort study used data collected for quality control of a BC-CBT program. Participants resided in the United States and had access to the BC-CBT program as a mental health benefit at no cost to them from their employer companies. Lyra Health partners with Lyra Clinical Associates to offer a behavioral health benefit to companies through which employees and dependents have access to a video BC-CBT program. Employees and their dependents learned of this mental health benefit through information from their employer and
could then access the benefit through registering online with Lyra Health, searching for a provider, and directly enrolling in the BC-CBT program. The program’s rigorous quality assurance elements included ongoing individual and team-based clinical consultations and clinical case reviews informed by routine outcome monitoring of depression and anxiety symptomatology.

All participants who engaged in the BC-CBT program were asked to complete electronically secure, standardized measures of depression and anxiety every week as well as a satisfaction measure at the end of treatment. No specific length of care was defined. Participants had access to a minimum of 12 sessions, depending on the benefit offered by the sponsoring company. This post-factum analysis of deidentified data gathered from treatment offered by Lyra Clinical Associates was determined to be not human subject research by the Palo Alto University Institutional Review Board.

Participants and Data Inclusion
Participants were individuals who started BC-CBT treatment between November 1, 2018, and September 1, 2019. Participants who sought psychotherapy went through an online onboarding process and answered questions about their symptoms, the impact of symptoms on their general functioning, and their interest in receiving care via video. Those who were not open to seeing a provider via video were referred to in-person therapy and not offered BC-CBT. Exclusion criteria for the BC-CBT program were: being under 18 years of age, active suicidality/self-harm, active homicidality, a current diagnosis of a mental health disorder with psychotic features not stabilized on medications, unstable bipolar disorder, and a current diagnosis of severe alcohol or substance use disorder. Participants also had to score above the clinical cut-off for either the Patient Health Questionnaire-9 (PHQ-9≥10) or the Generalized Anxiety Disorder-7 (GAD-7≥8) on a baseline assessment (n=555). No additional diagnostic assessment was conducted for the study, though each therapist conducted independent clinical interviews for treatment purposes. We considered a baseline assessment to be invalid if it was collected more than 2 weeks before the first therapy session or after the second therapy session. We excluded 30 records with invalid baselines from analyses based on this definition. Participants for whom no assessment was available within 5 weeks after the last therapy session were excluded. We excluded from the analysis 140 records with invalid second assessments per this definition, leaving 385 participant records for analysis. The final scores were the last valid available datapoint after baseline. For two-thirds of the included records (63%, n=242), final scores were collected after the final therapy session (but <5 weeks after the final session), and the remainder was collected from an earlier session (Figure 1).

Figure 1. Participant flow.

Self-Report Measures
Assessments consisted of the PHQ-9 [31] and the GAD-7 [32], well-validated measures of depression and anxiety, respectively. Clinical cut-offs were PHQ-9≥10 and GAD-7≥8, as research suggests that participants who score at or above these cut-offs are very likely to meet criteria for major depression [31] or to have an anxiety disorder diagnosis [33].

Treatment
The BC-CBT program combined live video-based sessions with a therapist plus digital care tools (lessons and exercises) that clients could access and were encouraged to use between sessions (Multimedia Appendix 1). The digital therapy platform supporting BC-CBT had separate portals with customized functions for clients and therapists, respectively.

Individual Video Psychotherapy
Therapy sessions were conducted on a secure, proprietary HIPAA-compliant video platform developed by Lyra Health. Therapy staff consisted of 49 licensed therapists (licensed clinical psychologists, licensed marriage and family therapists, licensed clinical social workers, or licensed professional counselors) vetted for their commitment to and proficiency in CBT via extensive application reviews and clinical interviews. Approximately 41% (n=20) of the therapists had less than 5 years of experience, 32% (n=16) had between 5 and 10 years of experience, and 27% (n=13) had over 10 years of experience. All therapists were trained on-site with a 2-day workshop on
BC-CBT. The mean number of clinical cases per therapist was 8.2 (SD 7.1). Participants engaged in BC-CBT met with their therapists, either weekly or bi-weekly. A core focus of the program was to ensure a high quality of evidence-based clinical care via providing therapists with peer supervision. Providing clinicians with ongoing consultation and support has been identified as a critical component of treatment dissemination [34] that helps maintain and enhance clinicians’ skills [35,36]. Sessions were recorded with the participant’s consent. Quality adherence of clinical care was ensured via session review, bi-weekly individual consultation video calls, and video consultation groups with other licensed therapists. The weekly assessment of depression and anxiety symptoms represented important information helping to focus the quality assurance process on clients who were not making progress as expected.

Digital Lessons and Exercises
Following each session, therapists assigned educational digital lessons and exercises to be completed by clients before their next session. The digital treatment components were developed by Lyra Health based on transdiagnostic treatment approaches, such as the Unified Treatment Protocol [37], Acceptance Commitment Therapy [38], and Dialectical Behavior Therapy [39,40]. Example principles and skills taught in the digital lessons and exercises included: clarifying values, understanding emotions, mindful awareness, cognitive restructuring, challenging avoidance (via behavioral activation and exposure), and communication skills.

The digital lessons consisted of animated videos and quizzes to test comprehension and provide corrective feedback. The digital lessons utilized a storytelling approach wherein viewers followed the therapy journey for characters presenting with symptoms of depression or anxiety. This approach has been used in other efficacious iCBT interventions [41] and found to have a normalizing effect for clients. Therapists personalized digital tools in several ways. First, therapists selected digital lessons and exercises to match clients’ case formulation (clinician’s understanding of clients’ presenting concerns viewed from a CBT perspective). Second, to increase motivation for completion of the personalized digital tools, therapists introduced them by linking them to issues immediately relevant to the client and discussed during that specific session, as well as to clients’ broader goals. Third, therapists received alerts when clients completed assigned digital lessons and exercises and could send personalized feedback to clients.

The BC-CBT Therapy Platform for Providers
The BC-CBT platform enabled therapists to conduct a variety of BC-CBT therapy tasks before, during, after, and in between therapy sessions seamlessly in a single environment.

Before therapy sessions, therapists could check whether clients had submitted PHQ-9 and GAD-7 outcomes to track their progress in treatment. They could also review clients’ completion of assigned practices, clinical outcomes, and communicate asynchronously with clients via secure messaging to encourage them or support them in applying therapy principles and skills.

Therapists utilized the platform to hold their video sessions in a HIPAA secure environment and to record sessions for quality assurance with clients’ consent. During sessions, therapists could also share their screen to collaboratively complete digital exercises with the client or preview specific exercises and digital lessons they intended to assign to the client. Modeling such activities was done to increase the likelihood that the client would later complete the exercise or lesson on their own. Providing users with the ability to perform a “virtual rehearsal” of a desired new behavior within a technology tool (such as completing a psychotherapy digital exercise) has been proposed as a feature that can change behavior in the real world [42]. Screen sharing also allowed therapists to review the clinical outcomes and progress with their clients, which has been found to make treatment more efficacious and efficient [43].

After sessions, therapists completed therapy notes in the BC-CBT platform. The notes were designed as a decision support system [42] to a) help clinicians create case conceptualizations for clients that would guide treatment goals and treatment plans, b) ensure that treatment goals were indeed addressed during session time, c) increase adherence to the digital elements of BC-CBT like assigning and reviewing digital lessons and exercises, and d) increase consistency and thoroughness of conducting more complex clinical tasks, such as safety risk assessments.

The BC-CBT Therapy Platform for Clients
The digital platform behind BC-CBT supported clients in completing clinical outcomes as well as assigned digital lessons and exercises in several ways. First, clients received automatic notifications encouraging them to complete the assigned outcome measures and digital lessons and exercises if they had not already, and a new session was approaching. Second, clients were also alerted if their therapist sent them feedback on a completed exercise. Third, “tunneling” was utilized as a digital persuasion technique to increase the completion of digital assignments [42]. For example, the client was guided through a digital lesson composed of multiple parts (animated videos, comprehension quiz) such that subsequent parts automatically started if the client did not explicitly stop the experience. Last, clients could revisit all digital lessons and materials assigned for the duration of treatment.

Data Analyses
Two analytical methods were employed to estimate the impact of BC-CBT on depression and anxiety symptomatology. Hierarchical linear modeling (HLM) was used to examine change over time. HLM is a statistical technique that is capable of modeling incomplete data over time. The routinely administered outcomes measures were included as weekly observations for participants. In cases when participants completed multiple outcomes measures during the same week in treatment, an average of the scores for that week was calculated. We included all participants who provided at least two outcome measures meeting all other inclusion criteria. In order to estimate the change in outcomes, we tested for a linear effect of time and a quadratic effect of time, modeling the slowing of the rate of change. HLM estimates the individual
slopes and intercepts for all participants, as well as the sample’s average slope and intercept. Participants’ age, gender, and provider were added to the analysis as level-2 predictors of the intercept, slope, and quadratic component. For both dependent variables we added level 2 predictors, age, gender, provider, at the intercept, slope, and quadratic effect. As a supplementary statistical analysis, we conducted paired samples t-tests between baseline and last available assessment scores for each measure. We calculated Cohen’s $d$, a conservative measure of effect size for within-subjects designs that controls for the correlation between measurements. We then assessed whether participants attained reliable clinical change (a measure of symptom change beyond what could be attributed to measure error alone), recovery (moving from the clinical range to the subclinical range), and clinically significant change (demonstrated reliable change and recovery; [44]) on either the PHQ-9 or GAD-7.

We used the Chi-square test to assess differences in the distribution of genders between records with a valid baseline assessment that were not included in the analyses (n=140) and those that were included (n=385). Independent samples t-tests were used to evaluate differences between those groups in age as well as baseline depression and anxiety symptoms scores. To provide more detailed information on rates of improvement, we performed the paired samples t-test and reliable clinical change and recovery analyses for the entire sample of clients but also separately for individuals scoring in the clinical range of symptoms for depression, anxiety, or both.

Results

Overview

There were no statistically significant differences between records with a valid baseline assessment versus those that were not included in the analyses by gender ($\chi^2=1.13, P=.56$), age ($t_{352}=1.08, P=.28$), baseline depression severity ($t_{352}=0.98, P=.33$) and baseline anxiety severity ($t_{352}=0.86, P=.39$).

Participants’ mean age was 32.8 years (SD 8.0). The majority of participants were between 25 and 34 years old (55%; n=212), 25.4% (n=98) between 35 and 44 years old, 11.2% (n=43) were between 18 and 24 years old, and 8.3% (32) were above 45 years old. The majority of participants were women (63.4%; n=244), 35.8% (n=138) were men, and 0.8% (n=3) did not specify their gender. The mean number of sessions delivered during a course of BC-CBT was 5.2 (SD 2.9; range 1-17). The mean number of weeks participants spent in treatment was 6.4 (SD 5.3; range 1-25).

Hierarchical Linear Models

Based on prior work that found a negatively accelerated relationship between the number of therapy sessions and improvement in care [45] as well as the observed sample mean in our dataset, we fitted an HLM with intercept, slope, and quadratic effect of time. The time variable was centered at the point of the average length of care (week 6) to reduce collinearity between the linear and quadratic components while keeping the interpretation of the model’s parameters more meaningful [46].

Likelihood ratio testing revealed that a quadratic effect of time provided a significant improvement in model fit over a simple linear effect of time. A cubic effect of time was also attempted but found not to improve model fit significantly. The results of the model indicate that all growth effects were significant (Table 1). Specifically, the slopes were negative, suggesting that symptoms of depression and anxiety decrease with time in care. The quadratic slope effects were positive, suggesting that rapid progress initially in care tapers off as clients advance in treatment. There was also significant variability in the growth parameters, indicating that there were significant differences between individuals in how participant’s depression and anxiety symptoms changed during care. Likelihood ratio testing revealed a better fit for models allowing both the linear and quadratic components to vary. In other words, participants varied in the trajectory and rate of change in treatment.

For depression symptoms, at 6 weeks after starting treatment (which represents the average length of care), the mean level of symptoms in the sample was 5.94. There was a significant linear effect in depression symptoms ($\beta=-.49, t_{90.24}=-.64, P<.001$), indicating a .49 decrease in depression symptoms with each week in care. The quadratic effect was also significant ($\beta=.04, t_{89.41}=10.72, P<.001$), suggesting a decelerated decrease in depression symptoms over time (Table 1).

For anxiety symptoms at 6 weeks, the average length of care, the mean level of symptoms in the sample was 6.57. There was a significant linear effect in anxiety symptoms ($\beta=-.64, t_{74.62}=-.22.43, P<.001$), indicating a .64 decrease of anxiety symptoms with each week in care. The quadratic effect was also significant ($\beta=.04, t_{89.79}=12.17, P<.001$), suggesting a decelerated decrease in anxiety symptoms over time (Table 2).

Table 1. Unconditional growth model for depression symptoms.

<table>
<thead>
<tr>
<th>PHQ-9a</th>
<th>Estimate</th>
<th>SE</th>
<th>t</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>5.94</td>
<td>.20</td>
<td>28.34</td>
<td>5.53 to 6.36</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Slope</td>
<td>-.49</td>
<td>.02</td>
<td>-20.64</td>
<td>-.53 to -.44</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Quadratic</td>
<td>.04</td>
<td>.004</td>
<td>10.72</td>
<td>.03 to .05</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

a Patient Health Questionnaire-9
Table 2. Unconditional growth model for anxiety symptoms.

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
<th>SE</th>
<th>t</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>6.57</td>
<td>.19</td>
<td>33.61</td>
<td>6.19 to 6.96</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Slope</td>
<td>-.64</td>
<td>.02</td>
<td>-22.43</td>
<td>-.70 to -.58</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Quadratic</td>
<td>.04</td>
<td>.004</td>
<td>12.17</td>
<td>.04 to .05</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

a Generalized Anxiety Disorder-7

Age, gender, and provider identifier were included in the models for anxiety and depression symptoms as level-2 predictors of the intercept, slope, and quadratic slope in order to determine whether age, gender, and providers moderated the outcomes for participants. Likelihood ratio testing revealed a better fit for models including age, gender, and provider identifiers as level-2 predictors of the intercept only, thus that model was retained. For both depression and anxiety symptoms, neither the age, gender, or provider were statistically significant, suggesting that the intercept, slope, and quadratic slope were not related to these variables (Tables 3 and 4).

Table 3. Age, gender, and provider as predictors of the intercept, slope, and quadratic components for depression symptoms.

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
<th>SE</th>
<th>t</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>6.51</td>
<td>.87</td>
<td>7.48</td>
<td>4.80 to 8.22</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Slope</td>
<td>-.58</td>
<td>.02</td>
<td>-20.53</td>
<td>-.63 to -.52</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Quadratic</td>
<td>.04</td>
<td>.004</td>
<td>10.72</td>
<td>.03 to .05</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td>-.01</td>
<td>.02</td>
<td>-.67</td>
<td>-.05 to .02</td>
<td>.49</td>
</tr>
<tr>
<td>Gender</td>
<td>.18</td>
<td>.37</td>
<td>.48</td>
<td>-.55 to .91</td>
<td>.62</td>
</tr>
<tr>
<td>Provider</td>
<td>-.007</td>
<td>.01</td>
<td>-.43</td>
<td>-.04 to .02</td>
<td>.66</td>
</tr>
</tbody>
</table>

a Patient Health Questionnaire-9

Table 4. Age, gender, and provider as predictors of the intercept, slope, and quadratic components for anxiety symptoms.

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
<th>SE</th>
<th>t</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>6.75</td>
<td>.78</td>
<td>8.63</td>
<td>5.21 - 8.29</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Slope</td>
<td>-.64</td>
<td>.02</td>
<td>-22.25</td>
<td>-.70 - -.58</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Quadratic</td>
<td>.04</td>
<td>.003</td>
<td>12.10</td>
<td>.04 - .05</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td>-.002</td>
<td>.02</td>
<td>-.14</td>
<td>-.04 - .03</td>
<td>.88</td>
</tr>
<tr>
<td>Gender</td>
<td>.28</td>
<td>.33</td>
<td>.85</td>
<td>-.37 - .94</td>
<td>.39</td>
</tr>
<tr>
<td>Provider</td>
<td>-.01</td>
<td>.01</td>
<td>-1.01</td>
<td>-.04 - .01</td>
<td>.31</td>
</tr>
</tbody>
</table>

a Generalized Anxiety Disorder-7

Paired samples t-tests

Participants Starting With Depression or Anxiety Symptoms in Clinical Range

The mean (SD) scores of pre-treatment GAD-7 across all participants with baseline clinical range of depression or anxiety symptoms (n=385) was 11.72 (3.89) and of PHQ-9 was 10.77 (4.71), corresponding to moderate anxiety and moderate depression (Table 5).

Table 5. Changes in depression and anxiety symptoms for participants starting at clinical levels of depression or anxiety symptoms (n=385).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Baseline score, mean (SD)</th>
<th>Follow-up score, mean (SD)</th>
<th>Paired differences, mean (SD)</th>
<th>95% CI of the difference</th>
<th>t-value (df)</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHQ-9a</td>
<td>10.77 (4.71)</td>
<td>5.57 (4.92)</td>
<td>5.20 (5.52)</td>
<td>4.52-5.88</td>
<td>18.49 (384)</td>
<td>&lt;.001</td>
<td>1.08</td>
</tr>
<tr>
<td>GAD-7b</td>
<td>11.72 (3.89)</td>
<td>6.07 (4.55)</td>
<td>5.65 (5.40)</td>
<td>5.06-6.25</td>
<td>20.55 (384)</td>
<td>&lt;.001</td>
<td>1.33</td>
</tr>
</tbody>
</table>

a Patient Health Questionnaire-9
b Generalized Anxiety Disorder-7
Reliable clinical change on either the PHQ-9 and/or GAD-7 measures was observed in 283 participants (73.5%), 319 participants (82.8%) recovered on either measure, and 258 participants (67%) demonstrated clinically significant improvement in either depression or anxiety (Table 6).

### Table 6. Reliable improvement and recovery for participants grouped by their baseline levels of depression and anxiety symptoms.

<table>
<thead>
<tr>
<th>Participant sub-group</th>
<th>Reliable improvement, n (%)</th>
<th>Recovery, n (%)</th>
<th>Reliable improvement and recovery, n (%)</th>
<th>Reliable improvement or recovery, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline depression (PHQ-9 ≥10; n=225)</td>
<td>149 (66.2)</td>
<td>167 (74.2)</td>
<td>141 (62.7)</td>
<td>175 (77.8)</td>
</tr>
<tr>
<td>Baseline anxiety (GAD-7≥8; n=352)</td>
<td>245 (69.6)</td>
<td>247 (70.2)</td>
<td>217 (61.7)</td>
<td>275 (78.1)</td>
</tr>
<tr>
<td>Baseline depression and anxiety (PHQ-9≥10 and GAD-7≥8; n=192)</td>
<td>115 (59.8)</td>
<td>120 (62.5)</td>
<td>105 (54.6)</td>
<td>130 (67.7)</td>
</tr>
<tr>
<td>Baseline depression or anxiety (PHQ-9≥10 or GAD-7≥8; n=385)</td>
<td>283 (73.5)</td>
<td>319 (82.8)</td>
<td>258 (67.0)</td>
<td>336 (87.2)</td>
</tr>
</tbody>
</table>

a Calculated as reliable improvement on PHQ-9 AND GAD-7  
b Calculated as recovery on PHQ-9 AND GAD-7  
c Calculated as (reliable improvement and recovery on PHQ-9) OR (reliable improvement and recovery on GAD-7)  
d Calculated as (reliable improvement OR recovery on PHQ-9) OR (reliable improvement OR recovery on GAD-7)  
e Calculated as reliable improvement on PHQ-9 OR GAD-7  
f Calculated as recovery on PHQ-9 OR GAD-7  
g Calculated as (reliable improvement AND recovery on PHQ-9) OR (reliable improvement AND recovery on GAD-7)  
h Calculated as (reliable improvement OR recovery on PHQ-9) OR (reliable improvement OR recovery on GAD-7)

### Participants Starting With Depression Symptoms in Clinical Range

At pre-treatment, 225 participants (58.4%) scored in the clinical range on the PHQ-9. The mean of the pre-treatment PHQ-9 score was 13.88 (SD 3.40), corresponding to moderate depression, while the post-treatment score was 6.76 (SD 5.35). Results of paired samples *t*-tests revealed that for this group, depression scores decreased significantly, with an average reduction of 7.12 (SD 5.74) points, (*t*<sub>224</sub>=18.62, *P*<.001, *Cohen d*=1.59), suggesting a large effect of treatment on depression symptoms.

Reliable clinical change in depression scores was observed in 149 participants (66.2%), and 167 participants (74.2%) recovered on the PHQ-9. A total of 141 participants (62.7%) demonstrated clinically significant improvement on the PHQ-9, i.e., meeting criteria for both reliable clinical change and recovery (Table 6).

### Participants Starting With Anxiety Symptoms in Clinical Range

At pre-treatment, 352 participants (91.4%) scored in the clinical range on the GAD-7. The mean of pre-treatment GAD-7 score for this group was 12.32 (SD 3.49), corresponding to moderate anxiety, while the post-treatment score was 6.24 (SD 4.56). Anxiety scores decreased significantly by an average of 6.08 (SD 5.31) points, (*t*<sub>351</sub>=21.47, *P*<.001, *Cohen d*=1.50), suggesting a substantial effect of treatment on anxiety. Reliable clinical change was observed in 245 (69.6%) participants, 247 participants (70.2%) recovered, and 217 (61.7%) participants demonstrated clinically significant improvement (Table 5).

### Participants Starting With Depression and Anxiety Symptoms in Clinical Range

A total of 192 participants (49.9%) had pre-treatment PHQ-9 and GAD-7 scores in the clinical range, suggesting comorbid symptoms for both depression and anxiety. In this group, depression scores decreased significantly by an average of 7.13 (SD 5.74) points, (*t*<sub>191</sub>=16.67, *P*<.001, *Cohen d*=1.56), and anxiety by an average of 6.79 (SD 5.92) points, (*t*<sub>191</sub>=15.88, *P*<.001, *Cohen d*=1.55), suggesting large and similar effects of treatment on both anxiety and depression (Table 7).

Reliable clinical change in both measures was observed for 115 participants (59.8%), 120 participants (62.5%) recovered on both measures, and 105 participants (54.6%) demonstrated clinically significant improvement in both depression and anxiety (Table 6).
Table 7. Changes in depression and anxiety symptoms for participants starting at clinical levels of depression and anxiety symptoms (n=192).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Baseline score (SD)</th>
<th>Follow-up score (SD)</th>
<th>Paired differences mean (SD)</th>
<th>95% CI of the difference</th>
<th>t value (df)</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHQ-9a</td>
<td>14.14 (3.49)</td>
<td>7.01 (5.43)</td>
<td>7.13 (5.93)</td>
<td>6.21-8.05</td>
<td>16.67 (191)</td>
<td>&lt;.001</td>
<td>1.56</td>
</tr>
<tr>
<td>GAD-7b</td>
<td>13.60 (3.61)</td>
<td>6.82 (5.04)</td>
<td>6.79 (5.92)</td>
<td>5.91-7.67</td>
<td>15.88 (191)</td>
<td>&lt;.001</td>
<td>1.55</td>
</tr>
</tbody>
</table>

a Patient Health Questionnaire-9
b Generalized Anxiety Disorder-7

Discussion

To our knowledge, this is the first study to examine the effectiveness of BC-CBT delivered via video at a large scale in a real-world setting within the US. The BC-CBT program evaluated combined live video-based sessions with a therapist plus technology-based care tools that clients had access to and were encouraged to use in between sessions. Our results suggest that BC-CBT can be effective in significantly reducing symptoms of depression and anxiety. Age, gender, and specific psychotherapists did not moderate the changes in symptoms observed. The within-subjects effect sizes were similar and similarly large for both depression (d=1.59) and anxiety (d=1.50) symptom improvements for individuals starting at clinical levels of depression and anxiety symptoms at baseline. These results were similar to those reported in various randomized trials for adult depression [47] and similar to those reported for effectiveness trials of adult anxiety disorders [48]. Notably, these results were observed after treatment lasting an average of 5.2 sessions and 6.4 weeks, which is significantly shorter than the conventional 12 to 16 weekly sessions protocol of most CBT treatments [49,50]. Outcomes collected more than 2 weeks before the first therapy session or more than 5 weeks after the last therapy session were considered invalid. If baseline outcomes were collected too early, or too much time had passed between the end of care and the last assessment, such data likely no longer reflected actual symptoms at the beginning and end of care. Our findings suggest that the BC-CBT program and its intense psychotherapy experience, resulting from combining video therapy sessions with personalized digital tools, were successful in delivering a clinically efficient treatment, as demonstrated by participants making great progress in a short duration of time. Thus, CBT can be delivered via alternative modalities, i.e., via video and blended with technologically based approaches, in an ecologically valid manner, and remain both effective and efficient.

An essential component of CBT is engaging in homework between therapy sessions. Indeed, homework compliance has been consistently associated with better outcomes for CBT [51,52], yet compliance is commonly low [53]. In our BC-CBT program, therapists assigned homework such as digital lessons and exercises through a digital platform, which enabled them to monitor whether and when the participant did the homework. If the participant struggled or procrastinated to complete the homework, the therapist could send a personalized reminder and encouragement about the homework, which could increase the client’s motivation and compliance. The combination of individual provider-led therapy sessions with personalized digital components to foster consolidation of CBT skills allowed clients to receive personalized care and encouragement for increased treatment engagement and completion. Future research should investigate the specific impact of digital homework such as digital lessons and exercises, and personalized messages from the provider to encourage homework completion, on the effectiveness and efficacy of the BC-CBT treatment.

This study has several limitations. We did not utilize an RCT design, and our results should thus be interpreted with caution. Although an RCT design might offer a more precise understanding regarding the effectiveness of a treatment, randomization is not feasible in a setting where care is offered as an employer-sponsored benefit given ethical complexities related to limiting care options for participants. Given that no control group was included, we cannot be entirely certain that the results reported are indeed due to the BC-CBT intervention rather than due to the passage of time or other factors. However, comparing our outcomes to well-conducted RCTs, we have observed that our outcomes are comparable, lending support for the validity of our results. Another study limitation is that though we assessed for meaningful change by calculating reliable clinical change, recovery, and clinically significant change, whether symptom improvement was maintained in the long-term is not known. Participants were either employees or dependents of employed individuals, mostly younger, and without symptoms of severe mental illness or acute suicidality, or homicidality; thus, the results may not generalize to other populations or those with acute safety concerns. Outcomes were based on self-reported measures, which can be less reliable in assessing levels of symptoms compared to clinician-administered interviews due to possible misinterpretation of the questions by clients and the lack of follow-up clarifying questions from the provider.

In conclusion, this study demonstrates that BC-CBT can effectively reduce depressive and anxiety symptoms outside of the clinical trial environment. Future research should examine the separate and synergistic contributions of the therapist-led versus the digital components of care to treatment outcomes. Having a better understanding of the optimal ratio of the two modalities, as well as the matching of this ratio to client-specific variables in order to maximize treatment outcomes for different participants and presenting issues, will allow us to enhance and personalize BC-CBT.
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Abstract

Background: Anxiety disorders and depression (emotional disorders) are highly prevalent mental disorders. Extensive empirical evidence supports the efficacy of cognitive behavioral therapy (CBT) for the treatment of these disorders. However, there are still some barriers related to their dissemination and implementation, which make it difficult for patients to receive these treatments, especially in public health care settings where resources are limited. Recent advances in improving CBT dissemination encompass different perspectives. One is the transdiagnostic approach, which offers treatment protocols that can be used for a range of emotional disorders. Another approach is the use of the internet to reach a larger number of people who could benefit from CBT.

Objective: This study aimed to analyze the effectiveness and acceptability of a transdiagnostic internet-delivered protocol (EmotionRegulation) with human and automated guidance in patients from public specialized mental health care settings.

Methods: A 2-armed randomized controlled trial (RCT) was conducted to compare the effectiveness of EmotionRegulation with treatment as usual (TAU) in specialized mental health care. In all, 214 participants were randomly assigned to receive either EmotionRegulation (n=106) or TAU (n=108). Measurement assessments were conducted at pre- and postintervention and at a 3-month follow-up.

Results: The results revealed the superiority of EmotionRegulation over TAU on measures of depression ($d=0.41$), anxiety ($d=0.35$), and health-related quality of life ($d=-0.45$) at posttreatment, and these gains were maintained at the 3-month follow-up. Furthermore, the results for expectations and opinions showed that EmotionRegulation was well accepted by participants.

Conclusions: EmotionRegulation was more effective than TAU for the treatment of emotional disorders in the Spanish public mental health system. The implications of this RCT, limitations, and suggestions for future research are discussed.

Trial Registration: ClinicalTrials.gov NCT02345668; https://clinicaltrials.gov/ct2/show/NCT02345668

(J Med Internet Res 2020;22(7):e18220) doi:10.2196/18220
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Introduction

Disorder-Specific Cognitive Behavioral Therapy for Emotional Disorders

Anxiety and depressive disorders, also known as emotional disorders (EDs) [1], have the highest prevalence rates among psychological disorders [2,3], and are associated with substantial costs [4,5] and disability [6,7]. In the past three decades, research efforts to decrease the burden of these disorders have led to the development and evaluation of cognitive behavioral treatments in randomized controlled trials (RCTs) for each ED (ie, disorder-specific protocols), such as depression [8,9] and several anxiety disorders, including generalized anxiety disorder (GAD) [10,11], panic disorder (PD) and agoraphobia (AG) [12], social anxiety disorder (SAD) [13], and obsessive compulsive disorder (OCD) [14].

Although there is a large body of evidence showing the efficacy and effectiveness of disorder-specific cognitive behavioral therapy (CBT), in the past 15 years, an increasing number of researchers have agreed that there are some problems that hinder the optimal deployment of these treatments. The main drawback of disorder-specific treatments stems from the high comorbidity rates observed among anxiety disorders and between anxiety disorders and depressive disorders, with comorbidity estimates for these disorders ranging between 40% and 80% [15,16]. Thus, because disorder-specific treatment protocols focus on treating a specific diagnosis, the accompanying comorbid disorders do not receive therapeutic attention [17,18]. This problem becomes clearer when we take into account research linking comorbidity to aspects such as greater severity [3], increased chronicity rates [19], and a worse clinical course [20].

Another problem with disorder-specific treatments is that subthreshold symptoms that do not meet diagnostic thresholds for a particular disorder, but might be important to treat, normally go untreated [17]. Similarly, these protocols do not address diagnoses that do not fit any specific category, despite their clinical relevance, that is, not otherwise specified (NOS) anxiety and depressive disorders [15]. Finally, each disorder-specific treatment requires the use of different handbooks and protocols, which increases the economic costs and the amount of training needed to gain the knowledge and skills necessary to cover the array of anxiety and depressive disorders [17].

Transdiagnostic Treatments for Anxiety and Depression

Transdiagnostic treatments have emerged as an alternative to the traditional disorder-specific approach that has dominated CBT research for the past 30 years. Transdiagnostic treatments have been developed and tested in several RCTs for anxiety disorders [21-24] and anxiety and depressive disorders [25-27], and their number continues to grow. Moreover, the efficacy and effectiveness of transdiagnostic treatments have been shown in different meta-analytic reviews, comparing them with different control groups, such as waiting list, attention control, and treatment as usual (TAU) [28-31], with pooled effect sizes (Hedges g) in the medium to large range for overall measures of anxiety (0.65-0.82) and depression (0.79-0.84). Moreover, an additional meta-analysis reported equivalent effects of transdiagnostic treatments (g=1.06) and disorder-specific treatments (d=0.95) on anxiety outcomes [32]. However, these meta-analyses include a number of mixed studies of different orientations, such as theory-based transdiagnostic treatments and tailored CBT. Therefore, these studies make it difficult to determine the effectiveness of each orientation (eg, the effectiveness of theory-based transdiagnostic treatments). The effectiveness of transdiagnostic treatments has also been shown in a meta-analysis by García-Escalera et al [33], with pooled effect sizes of g=0.80 for anxiety and g=0.72 for depression. Unlike the abovementioned meta-analyses, this study has the particularity that it only included theory-based transdiagnostic treatments. The main characteristic of theory-based transdiagnostic treatments, also known as mechanistically transdiagnostic treatments or transdiagnostic treatments based on shared mechanisms [34], is that they are designed to address the common psychopathological processes underlying anxiety and depression. Among the mechanistically transdiagnostic treatments for EDs, the Unified Protocol (UP) [35,36] stands out as one of the most empirically supported transdiagnostic protocols for anxiety and depression [23,37,38]. The UP is a CBT transdiagnostic protocol developed to address the underlying psychopathological processes that are common to anxiety and depressive disorders, with a particular focus on neuroticism, (low) extraversion, and emotion dysregulation, which have been shown to play a key role in the onset and maintenance of these disorders [39,40]. Thus, the main goal of the UP is to teach patients strategies to regulate their emotions in a more adaptive way through the following core treatment modules: (1) present-focused emotional awareness, (2) cognitive flexibility, (3) identification and prevention of emotional avoidance patterns, (4) increasing awareness and tolerance to emotion-elicted physical sensations, and (5) graded (interoceptive and situational) exposure procedures. The overall efficacy of the UP was first shown in an RCT where it was compared with a waitlist control group [23] and, more recently, in a larger RCT where it was compared with well-established disorder-specific CBT protocols for anxiety disorders [37]. In addition, some research shows the long-term effects of the UP [41] and its ability to produce changes in the temperament dimensions of behavioral inhibition (BI) and behavioral activation (BA) [42]. BI and BA have been conceptualized as 2 neurological systems representing motivational tendencies that are sensitive to threat and reward environmental cues, respectively [43]. These aspects have been intimately linked to neuroticism and negative affect and extraversion and positive affect [42]. Another treatment approach that includes principles or components that could be useful to target EDs is dialectical behavioral therapy (DBT) [44,45]. DBT initially emerged as a theoretical model and a treatment approach for the treatment of suicidal behaviors and borderline personality disorder, with the general aim of teaching strategies to change patterns of emotion dysregulation [46]. Of the range of strategies, DBT places a special emphasis on increasing experiential awareness and acceptance (mindfulness what and how techniques), but it also includes behavioral strategies such as the opposite action, designed to diminish distress by engaging in behaviors or actions opposite to those associated with negative emotions [44]. More
recently, DBT skills have been adapted and successfully applied to several anxiety and depressive disorders [47,48], which suggests that they could be used in a transdiagnostic manner to improve the symptomatology of these disorders. For example, DBT principles may be combined with other evidence-based components (eg, components of the UP) to strengthen their effectiveness. The strategy of integrating CBT principles and components from different evidence-based therapies and orientations is consistent with the notion of process-based CBT, defined by Hofmann and Hayes [49]. As the authors state, “modern CBT places much less focus on protocols for syndromes and more focus on evidence-based processes linked to evidence-based procedures” [49].

Internet-Delivered Interventions

In the past two decades, one of the most evident efforts made by researchers has been to take advantage of the possibilities offered by information and communication technologies to improve the assessment and treatment of psychological disorders. A clear example would be the use of the internet to increase the dissemination of empirically supported psychological treatments to anyone in need [50]. Research has shown promising and compelling evidence that internet-delivered psychological interventions are effective for a variety of psychosocial problems, including anxiety and depressive disorders [51,52]. The main advantages of internet-delivered treatments over traditional delivery methods (eg, face-to-face therapy) include widespread access and dissemination [53], a nonstigmatizing way of receiving psychological treatment [54], and increased cost-effectiveness [55]. Research has shown that transdiagnostic internet-delivered treatments are more effective than control groups [29] and that these treatments are at least as effective as individual and group face-to-face transdiagnostic treatments [33]. However, most of the existing literature on transdiagnostic treatments is limited to studies conducted in community settings, with few studies carried out in public contexts such as primary or specialized care [21]. Indeed, to our knowledge, no transdiagnostic internet-delivered treatments for anxiety and depression have been conducted in specialized public mental health care. This is somewhat surprising because transdiagnostic internet-delivered treatments in this particular setting could have several advantages for both clinicians and the patients attending these centers. First, anxiety and depressive disorders are disorders with the highest prevalence rates [2,3]. Second, resources in these settings are usually scarce, which affects both the quantity and the quality of the mental health care provided [56]. Third, a large percentage of patients with anxiety and depressive disorders do not receive treatment in mental health care centers [57]. In the specific case of Spain, most patients attending public mental health units suffer from anxiety and depressive disorders [58], the ratio of clinical psychologists to patients is one of the lowest in Europe [59], and patients have to endure long waitlists to receive treatment [60]. Fourth, transdiagnostic treatments can be provided at a lower cost (eg, in terms of training) [61]. Finally, the use of the internet can help improve mental health services, for instance, by reducing the waiting period to receive face-to-face treatment [62] or by implementing these treatments as part of a stepped-care model that takes patients’ profiles and needs into account. Thus, each patient can be assigned the most appropriate treatment [63], leaving face-to-face therapy for those patients who are less likely to benefit from internet-delivered interventions.

This Study

Taking all of this into consideration, in this study, an RCT was conducted to test the effectiveness of a transdiagnostic internet-delivered protocol for ED (Emotion Regulation), compared with TAU provided in Spanish public specialized mental health care. Emotion Regulation includes components of the UP and the skills from DBT (eg, mindfulness what and how techniques), and it was designed to target a wide range of EDs, including major depressive disorder (MDD), dysthymic disorder (DD), PD, AG, SAD, GAD, OCD, anxiety NOS, and depression NOS. It was hypothesized that (1) the Emotion Regulation group would outperform the TAU group on measures of overall anxiety and depression, temperament (ie, BI and BA), and health-related quality of life (QoL) at posttreatment; (2) these posttreatment changes would be maintained at follow-up; (3) a significantly greater clinical change would be observed in Emotion Regulation compared with TAU; and (4) participants in the Emotion Regulation group would rate the treatment as acceptable (scores on expectations and opinion ≥7/10).

Methods

Study Design

A 2-armed RCT was conducted. Participants were randomly assigned in a 1:1 ratio to one of the following 2 conditions: (1) Emotion Regulation and (2) TAU. Participants were stratified by principal diagnosis, performing block randomization in blocks of 4 to ensure that all the principal diagnoses were equally represented across conditions. Computer-generated random number sequences were obtained using statistical software (Epidat 4.1, SourceForge). This task was performed by an independent researcher who was unaware of the characteristics of the study.

The study was conducted in compliance with the study protocol, the Consolidated Standards of Reporting Trials (CONSORT) statement [64,65], the CONSORT of Electronic and Mobile Health Applications and onLine TeleHealth guidelines [66], and the Declaration of Helsinki and good clinical practice. A full description of the study protocol has been reported elsewhere [67]. The RCT obtained ethical approval from the Ethics Committee of Universitat Jaume I (Castellón, Spain) and the Clinical Research Ethics Committees of 3 hospitals (Consorcio Hospitalario Provincial de Castellón, Hospital Universitario de la Ribera, and Hospital Universitario Vall d’Hebron). The study protocol was registered at ClinicalTrials.gov (NCT02345668) on July 27, 2015. The duration of the intervention period was 18 weeks for participants in both conditions, and participants’ assessments were conducted at pre- and posttreatment and at 3- and 12-month follow-ups. Both the intervention (Emotion Regulation) and the assessment instruments, except the diagnostic interview, were delivered through a web platform designed by our research group [68].
All transferred data were secured via Advanced Encryption Standard-256 encryption. Study researchers conducting posttreatment and follow-up assessments (ie, diagnostic interviews) were blinded to the participants’ treatment conditions. To ensure blinding of the evaluators, participants were informed that an independent researcher would contact them to conduct follow-up assessments, and they were asked not to disclose the treatment condition to which they had been allocated. This study reports pre- to posttreatment data and data at 3-month follow-up.

Sample Size

Several studies were considered for the calculation of the expected sample size [23,69,70]. On the basis of a minimum power of 0.80 in a 1-tailed test (ie, $t$ test for differences between 2 independent means), an $\alpha$ of .05, and an estimated dropout rate of approximately 30%, a sample size of 78 participants per condition was determined to detect a posttreatment effect size of 0.40 (Cohen $d$) between the 2 conditions. In addition, based on the literature [71,72], an estimated dropout rate of approximately 30% was expected. Thus, the final sample size was set at 100 participants per condition (total of 200 participants). The G*Power software (version 3.1.9.4, Heinrich-Heine-Universität) was used to calculate the sample size [73].

Participants

Participants were recruited from adult outpatients attending Spanish public specialized mental health care services (mental health units) to seek psychological and/or psychiatric treatment between July 2015 and June 2019. Initial recruitment was performed by clinical psychologists and psychiatrists working in these centers, and it took place in 3 different hospitals: Consorcio Hospitalario Provincial de Castellón (Castellón de la Plana), Hospital Universitario de la Ribera (Valencia), and Hospital Universitario Vall d’Hebrón (Barcelona). Recruitment was performed as follows: (1) once psychiatrists and clinical psychologists had identified a potential candidate, they offered the patient the possibility of participating in the study and described the study characteristics to him or her; (2) patients who were interested in participating gave their informed written consent, and the clinician filled out a document with the participants’ sociodemographic and clinical characteristics (moreover, in this stage, participants were provided with a document containing information about the study); (3) one of the researchers involved in the study contacted the participants by phone to schedule a face-to-face appointment to evaluate eligibility criteria using a structured diagnostic interview; and (4) whenever a participant met the eligibility criteria, an independent researcher (unaware of the study characteristics) was contacted to implement randomization, and participants completed the remaining assessment instruments (self-reported questionnaires) through web-based surveys.

Participants were selected based on the following inclusion criteria: (1) aged 18 years or older; (2) ability to understand and read Spanish; (3) having access to the internet at home and an email address; (4) meeting Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition (DSM-IV) diagnostic criteria [74] for ED (ie, MDD, DD, depression NOS, PD, AG, SAD, GAD, anxiety NOS, and OCD); (5) providing written informed consent; (6) not suffering from a severe mental disorder (schizophrenia, bipolar disorder, and alcohol and/or substance dependence disorder); (7) not presenting a high risk of suicide; (8) not suffering from a disabling medical disease that prevented the participant from carrying out the psychological treatment; and (9) not receiving another psychological treatment during the study (in the experimental group). Pharmacological treatment was allowed, but participants had to be taking the same dose during the 2 months before enrolling in the study. In addition, participants in the experimental group whose medication was increased or changed during the study period were excluded from the trial (decreases in pharmacological treatment were accepted). There was no monetary compensation for participation in the study under any of the treatment conditions.

Instruments

Clinical Outcomes

Diagnosis Interview

Clinical diagnoses were obtained using the mini-international neuropsychiatric interview (MINI) version 5.00 [75,76], a brief structured diagnostic psychiatric interview for the assessment of key DSM-IV and International Classification of Diseases, 10th Revision, diagnoses.

Principal Outcomes

Beck Depression Inventory, Second Edition

Beck depression inventory, second edition (BDI-II) [77,78], is a self-report questionnaire with 21 items about the different symptoms characterizing MDD, added together to obtain the total score, which can be a maximum of 63 points. The instrument has shown good internal consistency ($\alpha$=.76-.95). The Spanish version also showed high internal consistency ($\alpha$=.87) for both the general and clinical populations ($\alpha$=.89). Cronbach $\alpha$ for the BDI-II in this study was .90.

Beck Anxiety Inventory

The Beck anxiety inventory (BAI) [79,80] is a 21-item self-report scale that assesses anxiety, with a maximum score of 63 points. Each item has a 4-point severity scale (from not at all to severely) that addresses symptoms experienced during the previous week. Previous validation studies have shown an internal consistency ranging from 0.85 to 0.94 as well as convergent and divergent validity. The Spanish version of the BAI has demonstrated high internal consistency ($\alpha$=.93). Cronbach $\alpha$ for the BAI in this study was .92.

Secondary Outcomes

Behavioral Inhibition Scale and Behavioral Activation Scale

The behavioral inhibition scale (BIS) and behavioral activation scale (BAS) [81,82] contains 20 items rated from 1 to 4, with 7 BIS subscale items that evaluate emotional responses of individuals to impending negative events and 13 BAS items that evaluate the behavioral and emotional responses of individuals to potentially positive events. The BIS and BAS have shown good reliability in individuals with EDs ($\alpha$=.73-.92) and good convergent and discriminant validity as indicators of...
temperament. The internal consistency of the Spanish version ranges between 0.65 and 0.82. Cronbach α for the BIS and BAS subscales in this study were .61 and .80, respectively.

**Quality of Life EuroQol-5D-3L Questionnaire**

Quality of life EuroQol-5D-3L (EQ-5D-3L) questionnaire [83,84] is a generic instrument that measures health-related QoL and consists of 2 parts. Part 1 assesses self-reported problems in each of the following 5 domains: mobility, self-care, daily activities, pain/discomfort, and anxiety/depression. Each domain is divided into 3 levels of severity corresponding to no problems, some problems, and extreme problems, yielding a population-based preference score or societal index (SI). A total of 243 theoretically possible health states can be obtained, and the SI is calculated on the basis of these health states. Values range from 1 (best health state) to 0 (death). However, this index may also provide negative values that correspond to health states perceived as worse than death. Utility scores for these health states were assigned using the available Spanish population tariffs. Part 2 records the subjects’ self-assessed health on a visual analog scale (VAS), a 10-cm vertical line on which the best and worst imaginable health states score 100 and 0, respectively. In this study, health-related QoL was assessed using the VAS.

**Disorder-Specific Measures**

Disorder-specific symptoms were evaluated using 4 different self-report questionnaires. Symptoms of GAD were assessed using the Penn State Worry Questionnaire [85,86]. PD and AG symptoms were evaluated using the Panic Disorder Severity Scale, Self-Reported [87,88]. SAD symptoms were evaluated using the Social Interaction Anxiety Scale [89,90], and OCD symptoms were assessed using the Obsessive Compulsive Inventory-Revised [91,92]. All 4 instruments have shown adequate psychometric properties in both the original and Spanish validations. Cronbach’s for these scales in this study were .78, .89, .80, and .91, respectively. More details about these assessment instruments have been described elsewhere [67].

**Treatment Acceptability**

**Expectations and Opinions of Treatment Scales**

These questionnaires were adapted from the study by Borkovec and Nau [93]. Each scale is made up of 5 items, rated from 0 (nothing at all) to 10 (completely), which ask how logical the treatment seems to be (How logical do you think this treatment is?), to what extent it satisfies the patient (How satisfied are you with the treatment?), whether the patient would recommend it to a person with the same problem (To what extent do you feel confident recommending this treatment to a friend who has the same problems?), whether it could be used to treat other psychological problems (To what extent do you think this treatment could be useful in treating other psychological problems?), and its usefulness for the patient’s problem (To what extent do you think this treatment will be/helpful to you?). The expectation scale was applied after the treatment rationale was explained. Its objective is to measure subjective patient expectations regarding this treatment. The opinion scale was administered when the patient had completed the treatment, and it was designed to assess satisfaction with this treatment.

**Treatments**

**EmotionRegulation**

Following randomization, participants in the treatment condition were contacted via telephone by a researcher who provided free access to EmotionRegulation, a 12-module transdiagnostic internet-delivered protocol for the treatment of ED, namely, MDD, DD, depression NOS, PD, AG, GAD, SAD, anxiety NOS, and OCD. The protocol is delivered through a web platform [68] designed by our research group. Access to the web platform is through a unique username-password combination and is available 24 hours a day. The treatment was first developed as a manualized transdiagnostic treatment protocol with handbooks for both patient and therapist and then adapted to be delivered through a web-based platform. The web platform has successfully been used in previous RCTs exploring the efficacy of internet-delivered treatments for several disorders, such as depression [94] and flying phobia [95].

The main core components are based on the UP [35,36], but the protocol also contains treatment strategies derived from DBT [46]. The principal aim of the treatment components in EmotionRegulation is to learn and practice adaptive ways to regulate emotions from a transdiagnostic perspective, with the following treatment components: present-focused emotional awareness, cognitive flexibility, emotional avoidance and emotion-driven behaviors, and exposure procedures (interoceptive and situational). The protocol also contains a module to facilitate the patient’s engagement with the therapy (motivation for change), a module with psychoeducation about emotions, and a relapse prevention module. Regarding the DBT components, greater emphasis was placed on the present-focused emotional awareness component by adapting and including strategies such as the what and how techniques and the concept of radical acceptance. Moreover, the opposite action was integrated into the treatment as a way to address emotion-driven behaviors. EmotionRegulation includes a Welcome module that contains general information about the protocol and its goals as well as recommendations for benefiting from it and 12 treatment modules (described in Table 1).

The modules are sequential to enable step-by-step movement through the program. The program duration can vary among the users, and participants had access to the protocol for a maximum period of 18 weeks. Moreover, participants were allowed to use the program any time they wanted during the trial period (ie, during the follow-up periods).

Regarding guidance, all participants in this condition received therapist and automated support. Therapist support consisted of (1) an initial face-to-face session to explain the characteristics of the study and administer the diagnostic interview to confirm the eligibility criteria, (2) an initial phone call encouraging participants to start the intervention after the baseline assessments had been completed, (3) 1 weekly brief phone call (maximum of 10 min) during the treatment period, and (4) a final phone call (once the treatment had ended) to remind participants that they would be allowed to use the program at...
any time during the trial period and that they would be contacted for follow-up assessments. Automated support consisted of 2 weekly text messages reminding participants about the importance of completing the homework tasks and encouraging them to review the treatment modules. Text messages were sent through a secure web platform [96]. This web platform was only used to send text messages (unidirectionally) with predefined contents, and they did not include personal information that could have identified the participants.

Table 1. Treatment modules and their objectives.

<table>
<thead>
<tr>
<th>Module</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Introduction to treatment</td>
<td>Provides a framework about the role of emotion regulation in ED(^a).</td>
</tr>
<tr>
<td>2. Motivation for change and goal setting</td>
<td>To analyze pros and cons of changing, emphasize the importance of being motivated, and help to establish significant life goals.</td>
</tr>
<tr>
<td>3. Understanding the role of emotions</td>
<td>Provides psychoeducation about the roles and functions of emotions and trains the patient to track the 3 components of emotional experiences.</td>
</tr>
<tr>
<td>4. Nonjudgmental emotional awareness and acceptance of emotional experiences</td>
<td>Aims to train the patient in nonjudgmental emotional awareness (ie, mindfulness what and how skills) and the acceptance of emotional experiences.</td>
</tr>
<tr>
<td>5. Practicing present-focused awareness</td>
<td>To continue to practice the acceptance of emotional experiences and increase awareness of physical sensations, thoughts, emotions, and daily activities.</td>
</tr>
<tr>
<td>6. Learning to be flexible</td>
<td>Focuses on the identification of maladaptive ways of thinking (ie, thinking traps).</td>
</tr>
<tr>
<td>7. Practicing cognitive flexibility</td>
<td>Aims to teach the patients strategies to modify thinking traps (ie, cognitive reappraisal). It also provides information about intrusive thoughts and how to deal with them.</td>
</tr>
<tr>
<td>8. Emotional avoidance</td>
<td>Aims to teach the patients to identify the emotion avoidance strategies that contribute to the maintenance of ED.</td>
</tr>
<tr>
<td>9. Emotion-driven behaviors</td>
<td>To learn the concept of EDBs(^b) and replace their maladaptive EDB with other more adaptive behaviors.</td>
</tr>
<tr>
<td>10. Accepting and facing physical sensations</td>
<td>To teach the role of physical sensations in the emotional response and provide training in interoceptive exposure.</td>
</tr>
<tr>
<td>11. Facing emotions in the contexts in which they occur</td>
<td>To build exposure hierarchies to help the patients begin to face situation-elicited avoided emotions.</td>
</tr>
<tr>
<td>12. Relapse prevention</td>
<td>To review what patients have learned throughout the program, schedule the future practice of the learned strategies, and teach the patient how to identify and cope with future high-risk situations.</td>
</tr>
</tbody>
</table>

\(^a\)ED: emotional disorder.
\(^b\)EDBs: emotion-driven behaviors.

**Treatment as Usual**

TAU was treatment as delivered in current daily practice by psychiatrists and clinical psychologists in the mental health centers in Spain. TAU in this study was provided by 3 hospitals: Consorcio Hospitalario Provincial de Castellón (Castellón de la Plana), Hospital Universitario de la Ribera (Valencia), and Hospital Universitario Vall d’Hebron (Barcelona). To maximize the external validity of this RCT, participants in this condition were allowed to receive either psychiatric treatment (ie, prescription and monitoring of antidepressant and/or anxiolytic medication), psychological treatment (including case management, group psychotherapy, empathic listening, and/or supportive counseling), or a combination of both. The frequency of visits during the 18-week treatment period varied depending on the type of treatment (ie, psychiatric or psychological) provided to the participant. Patients in the TAU condition who were already receiving any of the aforementioned treatments at the time of enrollment were informed that they would continue to receive these services during the treatment period. Furthermore, participants receiving a treatment other than those provided in the mental health unit were excluded from the trial. All participants allocated to TAU were offered free access to the treatment platform after the study ended.

**Therapists and Treatment Fidelity**

The treatment and support protocols were administered by doctoral students with at least two years of experience in the diagnosis, psychological assessment, and application of CBT for different ED. Several steps were taken to ensure treatment fidelity. First, therapists had previously been trained in the application of the treatment modules. Second, a support protocol (ie, weekly phone calls and automated text messages) was developed to be applied to all the participants in the EmotionRegulation condition. This support protocol has been briefly described earlier, but more details can be found in the study by González-Robles et al [67]. Third, to increase diagnosis reliability, all therapists involved in the participants’ assessment...
were trained in the application of the diagnostic interview (MINI).

**Data Analysis Plan**

All analyses were performed using the Statistical Package for Social Sciences version 25.

First, chi-square tests for categorical data and independent samples *t* tests for continuous data were performed to confirm that there were no significant differences between the groups at baseline on any of the sociodemographic and clinical variables.

Intention-to-treat (ITT) analyses were performed following Newman’s guidelines [97], using maximum likelihood (ML) estimation through the expectation maximization imputation method. To handle missing data, we followed the procedure suggested by Hair et al [98]. First, we explored the types of missing data and determined that data were missing at the construct level. On the basis of this, we concluded that the data were susceptible to imputation. Second, the quantity of missing data was analyzed to ensure that none of the measures exceeded the recommended limits to implement this method [99]. Third, Little’s missing completely at random (MCAR) tests were carried out to analyze the pattern of missing data, concluding that all missing data were MCAR ($X^2_{32}=28.7; P=.28$). Finally, a sensitivity analysis was performed on the main outcomes to compare the results of the per-protocol sample (ie, completers) with the imputed values. This analysis revealed that the ML estimation was not likely to produce biased estimations in the main analyses, reaching the same conclusions in both the completers and the imputed dataset (per-protocol: $F_{BAI}(1,127)=6.1; P=.02$; and $F_{BDI}(1,127)=15.54; P<.001$; ITT: $F_{BAI}(1,197)=4.79; P=.03$; and $F_{BDI}(1,197)=12.97; P<.001$).

To test the first hypothesis and control for baseline differences, analyses of covariance (ANCOVAs) were performed to compare the effects of the groups on measures of anxiety, depression, temperament, and health-related QoL, taking condition as the between-subject variable and the pretreatment scores as covariates. The use of ANCOVAs for the analysis has been recommended by several authors as a more powerful tool to analyze data in studies with randomized designs [100,101].

To test the second hypothesis, a 2 (condition: EmotionRegulation vs TAU) × 3 (time: pretreatment vs posttreatment vs 3-month follow-up) mixed analysis of variance (ANOVA) was performed to test whether the differences between EmotionRegulation and TAU (ie, between-subjects factors) were maintained at follow-up (ie, within-subject factor). The following assumptions for the mixed ANOVA were analyzed: normality (Shapiro-Wilk test), homoscedasticity (Levene test), independence (nonparametric Runs test), and sphericity (Mauchly test). The degrees of freedom were corrected using Greenhouse-Geisser whenever the sphericity assumption was violated. Moreover, pairwise Bonferroni-corrected tests were used for posthoc comparisons.

To compute the magnitude of both within-group and between-group changes, effect sizes (Cohen *d*) were calculated by dividing the differences between means by the pooled SD.

Effect sizes were interpreted according to Cohen convention: effect sizes of 0.20 are considered low, effect sizes of 0.50 are considered medium, and effect sizes of 0.80 and above are considered large [102].

To test the third hypothesis, we explored the clinical significance of the changes achieved by the participants as well as potential deterioration rates using Jacobson and Truax’s reliable change index (RCI) [103] for the main outcome measures (BDI-II and BAI) in the complete sample for posttreatment and follow-up measurements. First, the cutoff points for the posttreatment and follow-up scores were determined to be within the range of a functional distribution. The RCI was then calculated to test the clinically significant change, with an RCI of [1.96] or greater ($P<.05$). Finally, both criteria were taken into account to classify participants into the following 4 categories: (1) recovered: when the change is significantly reliable (RCI≥[1.96]; $P<.05$) and the posttreatment score is located within the range of the functional distribution (mean [SD 2]), (2) improved: when the change is significantly reliable but the posttreatment score is below the functional level, (3) not changed: when the change is not significantly reliable and the posttreatment score does not reach the functional level, and (4) deteriorated: when the change is significantly reliable but the posttreatment score is worse than the pretreatment score.

Finally, to test the fourth hypothesis, the scores on expectations and opinions were analyzed by calculating means and SDs for each of the items on the expectation and opinion of treatment scales. In addition, 1-way ANOVAs were performed to analyze the significance of the differences between expectations and opinions.

**Results**

**Participant Flow and Attrition**

A flowchart of the study participants is displayed in Figure 1. A total of 326 patients expressed interest in the study, 281 of whom were assessed for eligibility. Of these 281, 67 participants were excluded from the study. A total of 214 participants were randomized to either EmotionRegulation (n=106) or TAU (n=108). In addition, 7 patients in each condition withdrew from the study before the pretreatment assessment. Consequently, these participants were not included in any of the analyses.

Regarding attrition, 35 participants in the EmotionRegulation condition (35/106, 33.0%) and 34 in the TAU condition (34/108, 31.5%) dropped out of the study (reasons for dropout are shown in Figure 1). In addition, 3 participants in the EmotionRegulation condition had to be excluded from the trial because of a change in their pharmacological treatment during the treatment period. Posttreatment data were obtained from 63 participants (63/99, 64%) in the EmotionRegulation condition and from 67 participants (67/101, 66.3%) in the TAU condition. Follow-up data were collected from 51 participants (51/99, 52%) in the EmotionRegulation condition and 56 participants (56/101, 55.4%) in the TAU condition. Finally, 99 participants in the EmotionRegulation group and 101 participants in the TAU condition were included in the ITT analysis.
Baseline Characteristics
Participants (N=200) had a mean age of 38.44 years (SD 10.80; range 18-68), and they were mostly females (138/200, 69.0%). Table 2 provides the sociodemographic and clinical characteristics for both conditions at baseline. There were no significant differences between the EmotionRegulation and TAU groups at baseline on any of the sociodemographic and clinical characteristics. Moreover, no significant differences were found for medication, principal diagnosis, number of comorbid diagnoses, or clinical severity on any of the measures.
Table 2. Demographic and clinical characteristics of the sample at baseline (N=200).

<table>
<thead>
<tr>
<th>Variable</th>
<th>EmotionRegulation regulation (n=99)</th>
<th>Treatment as usual (n=101)</th>
<th>$X^2$ (df)</th>
<th>t test (df)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>38.64 (10.61)</td>
<td>38.25 (11.03)</td>
<td>N/A</td>
<td>0.25 (198)</td>
<td>.80</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td>1.3 (1)</td>
<td>N/A</td>
<td>.26</td>
</tr>
<tr>
<td>Female</td>
<td>72 (72)</td>
<td>66 (65.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>27 (27)</td>
<td>35 (34.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td>1.1 (3)</td>
<td>N/A</td>
<td>.78</td>
</tr>
<tr>
<td>Single</td>
<td>22 (22)</td>
<td>26 (25.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or partnered</td>
<td>63 (63)</td>
<td>65 (64.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Divorced or widowed</td>
<td>14 (14)</td>
<td>10 (9.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td>2.1 (2)</td>
<td>N/A</td>
<td>.35</td>
</tr>
<tr>
<td>Basic studies</td>
<td>26 (26)</td>
<td>36 (35.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary studies</td>
<td>41 (41)</td>
<td>35 (34.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University studies</td>
<td>32 (32)</td>
<td>30 (29.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occupation, n (%)</td>
<td></td>
<td></td>
<td>3.3 (6)</td>
<td>N/A</td>
<td>.77</td>
</tr>
<tr>
<td>Student</td>
<td>9 (9)</td>
<td>11 (10.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Housekeeper</td>
<td>6 (6)</td>
<td>9 (8.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>45 (45)</td>
<td>36 (35.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>23 (23)</td>
<td>22 (21.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Off work</td>
<td>13 (13)</td>
<td>17 (16.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>3 (3)</td>
<td>6 (5.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monthly income (€), n (%)</td>
<td></td>
<td></td>
<td>1.0 (4)</td>
<td>N/A</td>
<td>.91</td>
</tr>
<tr>
<td>None</td>
<td>27 (27)</td>
<td>28 (27.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;641.40 (US $699.45)</td>
<td>20 (20)</td>
<td>16 (15.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>641.40-1282.80 (US $699.46-1398.89)</td>
<td>32 (32)</td>
<td>38 (37.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1282.81-2565.60 (US $1398.90-2797.78)</td>
<td>18 (18)</td>
<td>17 (16.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;2565.60 (US $2798.78)</td>
<td>2 (2)</td>
<td>2 (2.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Principal diagnosis, n (%)</td>
<td></td>
<td></td>
<td>2.7 (8)</td>
<td>N/A</td>
<td>.95</td>
</tr>
<tr>
<td>GADb</td>
<td>23 (23)</td>
<td>26 (27.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AGc</td>
<td>16 (16)</td>
<td>13 (12.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PDd</td>
<td>9 (9)</td>
<td>5 (5.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SADf</td>
<td>4 (4)</td>
<td>4 (4.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCDf</td>
<td>8 (8)</td>
<td>12 (12.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDDg</td>
<td>20 (20)</td>
<td>22 (21.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DBh</td>
<td>7 (7)</td>
<td>6 (5.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety NOSi</td>
<td>10 (10)</td>
<td>9 (8.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression NOSi</td>
<td>2 (2)</td>
<td>3 (3.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comorbid diagnoses, n</td>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>GAD</td>
<td>10</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PD</td>
<td>6</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3 provides the means and SDs for the 2 conditions at pre-and posttreatment and at 3-month follow-up on both primary and secondary outcome measures. Additional data on change scores and within-group effect sizes for diagnosis-specific measures are reported in Multimedia Appendix 1.
Table 3. Descriptive statistics for EmotionRegulation and treatment as usual at pretreatment, posttreatment, and 3-month follow-up.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>EmotionRegulation (n=99), mean (SD)</th>
<th>Treatment as usual (n=101), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-T&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Post-T&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Beck anxiety inventory</td>
<td>20.00 (11.88)</td>
<td>15.08 (10.12)</td>
</tr>
<tr>
<td>Behavioral inhibition and behavioral activation scale—behavioral inhibition system</td>
<td>23.32 (2.76)</td>
<td>22.30 (2.67)</td>
</tr>
<tr>
<td>Behavioral inhibition scale and behavioral activation scale—behavioral activation system</td>
<td>35.26 (5.93)</td>
<td>36.26 (5.31)</td>
</tr>
<tr>
<td>EuroQoL-5D-3L questionnaire</td>
<td>55.86 (16.72)</td>
<td>65.38 (14.63)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Pre-T: pretreatment.
<sup>b</sup>Post-T: posttreatment.
<sup>c</sup>F/U: follow-up.

Pretreatment to Posttreatment Effects

Principal Outcome Measures

The ANCOVAs of the baseline-corrected postintervention scores revealed a significant condition effect on anxiety (BAI: $F_{1,197}=4.79; P=.03; \eta^2_{partial}=0.02$) and depression (BDI-II: $F_{1,197}=12.97; P<.001; \eta^2_{partial}=0.06$), reflecting that the EmotionRegulation group showed significantly lower posttreatment anxiety and depression scores than those in the TAU group.

Secondary Outcome Measures

Regarding the measures of BI and BA (BISBAS), the ANCOVAs yielded a significant condition effect for the BA dimension (BAS: $F_{1,197}=9.66; P=.002; \eta^2_{partial}=0.05$), indicating that patients in the EmotionRegulation group had significantly higher BA scores than those in the TAU group. Although patients in the EmotionRegulation group showed greater improvements in the BI dimension, no significant differences between groups were observed for this dimension (BIS: $F_{1,197}=2.44; P=.12; \eta^2_{partial}=0.01$). On the other hand, the ANCOVA revealed a significant condition effect on health-related QoL (EQ-5D-3L: $F_{1,197}=10.38; P=.001; \eta^2_{partial}=0.05$), indicating that health-related QoL scores were significantly higher in the EmotionRegulation group posttreatment than in the TAU group.

Follow-Up Effects

Principal Outcome Measures

For depression, a significant condition×time interaction effect was found ($F_{2,396}=6.18; P=.01; \eta^2_{partial}=0.03$). There was a significant time effect ($F_{2,396}=102.07; P<.001; \eta^2_{partial}=0.34$) and a nonsignificant condition effect on anxiety scores ($F_{1,198}=2.25; P=.14; \eta^2_{partial}=0.01$). In the EmotionRegulation condition, Bonferroni tests indicated that the differences between pre- and posttreatment were significant ($P<.001$), but the differences between posttreatment and follow-up were not significant ($P>.99$), revealing that the reductions in depression scores were maintained at the 3-month follow-up.

The analyses showed no condition×time interaction effect on anxiety ($F_{1,62,319.88}=0.75; P=.45; \eta^2_{partial}=0.004$). However, there was a significant time effect ($F_{1,62,319.88}=29.35; P<.001; \eta^2_{partial}=0.13$) and a significant condition effect on anxiety scores ($F_{1,198}=4.20; P=.04; \eta^2_{partial}=0.02$). Although there was no interaction effect, we decided to perform posthoc tests to preliminarily explore the direction of the changes. In the EmotionRegulation group, posthoc comparison tests revealed significant differences between pre- and posttreatment ($P<.001$), but no significant differences between posttreatment and follow-up in the EmotionRegulation group ($P>.99$).

Secondary Outcome Measures

Regarding temperamental measures, no significant condition×time interaction effect was found for the BIS subscale ($F_{1,49,295.25}=0.93; P=.34; \eta^2_{partial}=0.005$). A significant time effect was found ($F_{1,49,295.25}=15.33; P<.001; \eta^2_{partial}=0.07$), but the effect of condition was not significant ($F_{1,198}=2.51; P=.12; \eta^2_{partial}=0.01$).

For the BAS subscale, a significant condition×effect interaction effect was found ($F_{1,84,363.40}=5.62; P=.02; \eta^2_{partial}=0.03$). In the EmotionRegulation group, posthoc tests showed that BAS scores were significantly higher at posttreatment than at baseline ($P<.05$). However, these differences vanished at follow-up, as shown by the comparison between pretreatment and follow-up scores ($P>.99$).

Regarding health-related QoL, the analyses did not reveal a condition×time interaction effect ($F_{1,7,336.93}=2.73; P=.08; \eta^2_{partial}=0.01$). However, there was a significant time effect ($F_{2,396}=23.34; P<.001; \eta^2_{partial}=0.11$) and a significant condition effect ($F_{1,198}=6.3; P=.01; \eta^2_{partial}=0.03$), which indicated a significant improvement in health-related QoL at posttreatment in both EmotionRegulation and TAU and
generally higher health-related QoL in the EmotionRegulation group. Table 4 provides the effect sizes for the within- and between-group comparisons.

Table 4. Within- and between-group effect sizes and 95% CIs.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>EmotionRegulation (n=99), d (95% CI)</th>
<th>TAU(^a) (n=101), d (95% CI)</th>
<th>EmotionRegulation versus TAU, d (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-post</td>
<td>Pre-F/U(^b)</td>
<td>Posttreatment</td>
</tr>
<tr>
<td>Beck depression inventory-II</td>
<td>0.72(^c) (0.54 to 0.90)</td>
<td>0.70 (0.54 to 0.87)</td>
<td>0.36 (0.23 to 0.49)</td>
</tr>
<tr>
<td>Beck anxiety inventory</td>
<td>0.41 (0.25 to 0.57)</td>
<td>0.38 (0.20 to 0.56)</td>
<td>0.26 (0.09 to 0.43)</td>
</tr>
<tr>
<td>Behavioral inhibition scale and behavioral activation scale—behavioral inhibition system</td>
<td>0.37 (0.10 to 0.63)</td>
<td>0.54 (0.26 to 0.82)</td>
<td>0.18 (−0.07 to 0.44)</td>
</tr>
<tr>
<td>Behavioral inhibition scale and behavioral activation scale—behavioral activation system</td>
<td>−0.17(^c) (−0.31 to −0.03)</td>
<td>0.05 (−0.09 to 0.20)</td>
<td>0.15 (0.01 to 0.29)</td>
</tr>
<tr>
<td>EuroQoL-5D-3L questionnaire</td>
<td>−0.57 (−0.76 to −0.37)</td>
<td>−0.43 (−0.64 to −0.22)</td>
<td>−0.24 (−0.44 to −0.04)</td>
</tr>
</tbody>
</table>

\(^a\)TAU: treatment as usual.
\(^b\)F/U: 3-month follow-up.
\(^c\)Positive effect sizes denote a decrease in scores, whereas negative effect sizes denote an increase.

Significance of Clinical Improvements

The results for the significance of the clinical changes on measures of overall depression and anxiety (BDI-II and BAI, respectively) are summarized below.

Changes in Depression

Baseline to Posttreatment Changes

In the EmotionRegulation group, 84% (85/99) of the patients achieved a functional change in their depression scores, whereas only 58.4% (59/101) did so in the TAU group, and these differences were significant ($X^2_{1}=10.5; P=.001$). In the EmotionRegulation group, 59% (58/99) of participants recovered, 25% (25/99) improved, 10% (10/99) did not change, and 6% (6/99) deteriorated; whereas in the TAU group, 38.6% (39/101) of participants recovered, 18.8% (19/101) improved, 32.7% (33/101) did not change, and 8.9% (9/101) deteriorated (Figure 2). Differences between groups were significant ($X^2_{3}=11.7; P=.009$).
Baseline to Follow-Up Changes

In the EmotionRegulation group, 80% (79/99) of the patients achieved a functional change in their depression scores, whereas only 70.3% (71/101) of the patients did so in the TAU group, and these differences were not significant ($X^2=1.6; P=.20$). In the EmotionRegulation group, 65% (64/99) of participants recovered, 16% (16/99) improved, 16% (16/99) did not change, and 4% (4/99) deteriorated; whereas in the TAU group, 50.5% (51/101) of participants recovered, 19.8% (20/101) improved, 17.8% (18/101) did not change, and 12.9% (13/101) had deteriorated (Figure 2). No significant differences between groups were found ($X^2=3.7; P=.30$).

Changes in Anxiety

Baseline to Posttreatment Changes

There were no significant differences in the proportion of patients who achieved a functional change in their anxiety scores between the 2 conditions ($X^2=1.2; P=.28$). However, 73% (72/99) of participants in the EmotionRegulation group achieved a functional change in anxiety and 64.4% (65/101) did so in the TAU group. In the EmotionRegulation group, 56% (55/99) of participants recovered, 18% (18/99) improved, 21% (21/99) did not change, and 6% (6/99) deteriorated. In contrast, in the TAU group, 36.6% (37/101) of participants were recovered, 26.7% (27/101) were improved, 17.8% (18/101) did not change, and 17.8% (18/101) had deteriorated (Figure 3). Differences between groups were marginally significant ($X^2=7.3; P=.06$).
Baseline to Follow-Up Changes

There were no significant differences in the proportion of patients who achieved a functional change in their anxiety scores between the 2 conditions ($X^2 = 0.9; P = .34$). In the EmotionRegulation group, 49% (49/99) of participants recovered, 14% (14/99) improved, 28% (28/99) did not change, and 10% (10/99) deteriorated. In contrast, in the TAU group, 47.5% (48/101) of participants were recovered, 22.8% (23/101) were improved, 8.9% (9/101) did not change, and 19.8% (20/101) had deteriorated (Figure 3). Differences between groups were significant ($X^2 = 8.2; P = .04$).

Treatment Acceptability

Table 5 provides the means and SDs for expectations and opinions about treatment in the completer sample of the EmotionRegulation condition ($n=63$). As hypothesized, the results indicate that participants reported high scores on all the items measuring treatment expectations (scores between 7.56 and 7.81): logic of the treatment, satisfaction with the treatment, recommending the treatment to other people with similar problems, usefulness of the treatment for other psychological problems, and usefulness of the treatment for one’s specific problem. After receiving the intervention, scores for treatment opinions were generally higher than scores for treatment expectations (scores between 7.67 and 8.24).

A 1-way repeated measures ANOVA showed that, compared with treatment expectations, the opinion of treatment was significantly better for item 1 (logic of the treatment; $F_{1,62} = 7.81; P = .007; \eta^2_{\text{partial}} = 0.11$), item 3 (recommending the treatment to other people with similar problems; $F_{1,62} = 4.80; P = .03; \eta^2_{\text{partial}} = 0.07$), and item 4 (usefulness of the treatment for other psychological problems; $F_{1,62} = 4.92; P = .30; \eta^2_{\text{partial}} = 0.07$). No significant differences were found for item 2 (satisfaction with the treatment; $F_{1,62} = 3.05; P = .09; \eta^2_{\text{partial}} = 0.05$) or item 5 (usefulness of the treatment for one’s specific problem; $F_{1,62} = .21; P = .65; \eta^2_{\text{partial}} = 0.003$).

Table 5. Means and SDs for expectations and opinions of treatment ($n=63$).

<table>
<thead>
<tr>
<th>Item</th>
<th>Expectations, mean (SD)</th>
<th>Opinion, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment is logical</td>
<td>7.65 (1.88)</td>
<td>8.19 (1.62)</td>
</tr>
<tr>
<td>Satisfaction with the treatment</td>
<td>7.56 (1.81)</td>
<td>7.90 (1.71)</td>
</tr>
<tr>
<td>Recommend to others</td>
<td>7.81 (1.91)</td>
<td>8.24 (1.85)</td>
</tr>
<tr>
<td>Usefulness for other psychological problems</td>
<td>7.64 (1.86)</td>
<td>8.05 (1.65)</td>
</tr>
<tr>
<td>Usefulness for one’s specific problems</td>
<td>7.76 (1.83)</td>
<td>7.67 (2.13)</td>
</tr>
</tbody>
</table>

Figure 3. Percentages of participants recovered, improved, did not change, and deteriorated on anxiety scores (Beck anxiety inventory) in EmotionRegulation (outer circle) and treatment as usual (inner circle). F/U: follow-up.
Discussion

Principal Findings

The objective of this RCT was to explore whether a transdiagnostic internet-delivered protocol (EmotionRegulation) could be effective in treating a wide range of anxiety and depressive disorders, compared with TAU as provided in Spanish public specialized mental health care services. The effectiveness of EmotionRegulation was evaluated on measures of overall anxiety and depression, temperament (ie, BI and BA), and health-related QoL. Finally, expectations and opinions were evaluated to examine the acceptability of EmotionRegulation for the patients. To our knowledge, this is the first RCT to report data on a transdiagnostic internet-delivered protocol for ED in public specialized mental health care.

Regarding our first hypothesis, the ANCOVAs revealed that participants in the intervention group (EmotionRegulation) improved their depression and anxiety symptoms at posttreatment to a greater degree than participants in the TAU group. Regarding the magnitude of the changes at posttreatment, the analyses showed small but significant between-group effect sizes for both depression and anxiety. With regard to measures of temperament, the findings were mixed. Overall, although patients in the EmotionRegulation group showed better scores on the 2 subscales of the BIS and BAS than the TAU group, only the differences on the BAS subscale were significant, favoring the EmotionRegulation group. These results suggest that the intervention tested in this study was able to modify temperament, in line with a mechanistically transdiagnostic approach that assumes the existence of underlying mechanisms that account for the occurrence of specific symptoms. To our knowledge, only 1 study has previously investigated the effect of a mechanistically transdiagnostic treatment on the dimensions of BI and BA [42]. Similar to the results obtained in our study, in the study by Carl et al [42], both BI and BA improved following treatment with the UP compared with a waitlist control group, with small between-group effect sizes found for both the BIS and BAS temperament dimensions. Moreover, these authors showed associations between the gains in temperament dimensions and symptoms of anxiety and depression, particularly for BI, because lower BI scores were associated with greater improvements in anxiety and depressive symptoms. However, a limitation of this study was that the sample size was small, and so the findings were preliminary. Thus, future RCTs of mechanistically transdiagnostic treatments should analyze the extent to which these interventions are able to modify BI and BA and other related temperament dimensions such as negative and positive affect to shed more light on this question [104,105]. Finally, as hypothesized, EmotionRegulation was superior to TAU in improving health-related QoL, with a small but significant between-group effect size observed for the EQ-5D-3L scale. In this regard, it is known that pharmacological treatment could be linked to some variables associated with health-related QoL, such as fatigue and sexual functioning [106]. Therefore, decreases in medication may have indirectly influenced the QoL in some patients. However, these decreases were not measured, and hence, no analyses could be performed to analyze this aspect.

Furthermore, to evaluate the significance of the clinical gains, Jacobson and Truax’s RCI was obtained for the principal outcome measures, that is, BDI-II and BAI.

Consistent with the aforementioned results, significant differences were observed in the proportion of patients who achieved a functional change in depression scores, with a significantly higher number of patients within the functional range in the EmotionRegulation condition (85/99, 84%) than in the TAU group (59/101, 58.4%). Regarding anxiety scores, although no significant differences were observed between the 2 groups in the proportion of patients reaching a functional change, a higher proportion of patients in the EmotionRegulation group (72/99, 73%) than those in the TAU group (65/101, 64.4%) reached a functional change. Furthermore, significant differences were found in the proportion of patients recovered, improved, did not change, and deteriorated, with better general results for the intervention group than for the TAU group. At follow-up, there were no differences in the proportion of patients reaching a functional change in either depression or anxiety. Therefore, it can be concluded that these differences tended to diminish between groups at follow-up.

Regarding the acceptability of EmotionRegulation, expectations about the treatment were high (scores ≥7). After receiving the treatment, compared with expectations, the participants rated the program as significantly more logical, more recommendable for other people with similar problems and more useful for the treatment of other psychological problems. The study of acceptability is important because expectations about treatment have been shown to affect treatment outcomes [107]. Furthermore, because most transdiagnostic internet-delivered protocols have been conducted in community samples [108], it is necessary to continue to explore the acceptability of these interventions in specialized care.

Overall, the findings showed that the transdiagnostic internet-delivered protocol tested in this RCT was more effective than TAU for the treatment of anxiety and depressive disorders in public specialized mental health care. On the one hand, the results show that EmotionRegulation led to greater improvements at posttreatment, and these gains were maintained at follow-up. Regarding TAU, the results reveal that patients undergoing TAU also experienced improvement over time, but it was slower and less pronounced than in patients receiving EmotionRegulation. The generally lower intensity of TAU (ie, lower frequency of therapy sessions) and the fact that for most patients TAU was limited to pharmacotherapy (with no access to psychological treatment) might partly account for these results. On the other hand, as anticipated, and in line with previous studies conducted by our research group using the same treatment platform [94,109], scores on expectations and opinions demonstrated EmotionRegulation’s acceptability for participants.

The results obtained in this RCT have implications for both research and clinical practice, especially in the context of public specialized mental health care. First, the findings obtained in this study support the effectiveness of a mechanistically transdiagnostic internet-delivered protocol for the treatment of EDs, and they contribute to the literature in this particular field.
Specifically, a combination of the components of the UP and DBT regulation skills was found to be more effective than TAU in treating ED. Second, as far as we know, this is the first study to explore a transdiagnostic internet-delivered treatment in public specialized mental health care. As mentioned earlier, most research on transdiagnostic web-based treatments has been conducted in community settings, with a few of these studies carried out in primary care [108]. The results showed that the intervention was found to be more effective than TAU on the measures of generic depression, anxiety, and QoL. These results are consistent with the literature showing the superiority of CBT over TAU. For instance, a meta-analysis showed that CBT outweighed TAU, with effect sizes in the medium range on measures of generic anxiety (Hedges g=0.70) and depression (Hedges g=0.69) [70]. As surprising as these data might seem, the truth is that current public mental health services still have to deal with a number of barriers that hinder appropriate care delivery, such as excessive waiting times to access mental health care [60], low frequency of sessions [113], or inadequate follow-up care [56]. Moreover, the lack of training in evidence-based treatments among professionals further adds to this problem [114]. Finally, in Spain, several RCTs have been conducted using the internet to provide evidence-based treatments, showing that they are effective for the treatment of ED and, in particular, depression, in community samples [94] and primary care [115,116], and others are underway [117]. This study demonstrated that an internet-delivered protocol for ED was effective in public specialized care, a setting with a high demand, but much less explored, thus adding to the literature on these treatments for ED. Furthermore, the use of TAU as the control condition may help to answer the question of “whether a new treatment or an evidence-based psychotherapy really surpasses in outcome effects what is ordinarily done at a given clinic” [118], thus helping to make clinicians, researchers, and policy makers aware of the limitations and aspects that should be improved in this specific setting.

Limitations

Although the results of this RCT are promising, they should be interpreted in light of the following limitations. First, although several measures were taken to minimize attrition (eg, guidance was provided to all the patients participating in EmotionRegulation), the number of patients who dropped out of the study was high (around 35%). However, this proportion was close to what is typically observed in the literature on internet-delivered psychological treatments (ie, approximately 30%-35%) [71]. Moreover, attrition in the TAU condition was similar (34/108, 31.5%). Second, this RCT was not powered to detect differences in disorder-specific measures (ie, for GAD, PD or AG, SAD, and OCD). Therefore, future studies that meet the minimum levels of statistical power to detect differences in these measures are warranted. Third, although the frequency of the session in TAU was low and most patients in this condition were receiving only pharmacotherapy (as observed by the researchers), these data were not monitored during the trial. Finally, the results for acceptability (ie, expectations and opinions) might not be entirely representative because data from patients who dropped out of the intervention were not included in these analyses.

Conclusions and Future Directions

The effectiveness of a mechanistically transdiagnostic internet-delivered protocol for ED was compared with TAU in public specialized mental health care. Although the results are promising, more research in specialized care should be conducted to extend the findings obtained in this study. First, research on predictors and moderators of treatment outcomes and dropout in this specific setting can help to delineate the profiles of participants who are more likely to benefit from these treatments and help to answer the classic question, “what treatment, by whom, is most effective for this individual with that specific problem, under which set of circumstances?” [119]. Moreover, we believe that the integration of principles from different evidence-based protocols (eg, components of the UP and DBT) can be a powerful strategy that should guide future research on evidence-based psychotherapy. This strategy is in line with process-based CBT and the new foundational question proposed by Hofmann and Hayes [49] (ie, “What core biopsychosocial processes should be targeted with this client given this goal in this situation, and how can they most efficiently and effectively be changed?”). Second, despite the huge advances experienced by the field of internet-delivered treatments in the past two decades, high dropout rates remain a major challenge in the field. To continue to improve current and future internet-delivered interventions, future studies should strive to include dropouts in the analysis of acceptability using both qualitative and quantitative approaches. Moreover, to ensure the integrity, quality, and replicability of these studies, adherence to existing research guidelines is of paramount importance in this endeavor. Third, although we did not assess the acceptability of clinicians involved in the RCT (ie, psychiatrists, clinical psychologists, and nurses), it is worth mentioning that some of them refused to participate in the recruitment process, which might reflect negative attitudes toward internet-delivered interventions among these professionals. In this scenario, research efforts should be made to inform clinicians and state holders about the benefits of internet-delivered treatments, especially because they are seen as authority figures and, therefore, their attitudes can have a major impact on patients’ perceptions. Finally, although the need for efficacy studies is out of doubt, we believe that it is of paramount importance to conduct more implementation research [120]. These studies may provide a much deeper understanding of implementation variables that can either facilitate or hamper the effective uptake of evidence-based protocols in real clinical practice, such as the attitudes of clinicians and other professionals toward internet-delivered treatments, or economical and logistic aspects that are difficult to implement.
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Abstract

Background: Information technology and video gaming have potential advantages in the treatment of schizophrenia. However, information regarding the habits and attitudes related to internet use and video gaming in people with schizophrenia is limited.

Objective: The aim of this study was to explore the habits and attitudes regarding video gaming and information technology usage and their associated factors in people with schizophrenia in Hong Kong.

Methods: In this cross-sectional survey, service users with schizophrenia were recruited from 6 halfway hostels and 7 integrated centers for mental wellness in Hong Kong. A 79-item self-report questionnaire was utilized to explore the habits of internet use and video gaming in these people with schizophrenia. The attitude toward video gaming was assessed using the Gaming Attitudes, Motivations, and Experiences Scales. Of the 148 individuals in a convenience sample who were invited to participate in this study, 110 willingly participated (a response rate of 74.3%). The data were analyzed using descriptive statistics, a two-tailed independent t test, Pearson correlation, and principal analysis with 3 methods of rotation (varimax, equimax, and promax).

Results: Most participants (100/110, 90.9%) had access to the internet and half of them (54/110, 49.1%) used the internet daily mostly to watch videos (66/110, 60.0%) or read news or books, etc (42/110, 38.2%). One-third of the participants (36/110, 32.7%) used the internet to play web-based games, and most of them (88/110, 80.0%) had played a video game in the past year. The most favorable gaming platforms were cellular phones (43/88, 49%) followed by computers (19/88, 22%) and arcade cabinets (6/88, 7%). The most favorable game genre was action games (34/145, 23.4%). Those who had a bachelor’s degree or higher scored lower in social interaction than those with a lower education level (P=.03). Those who played video games daily scored higher in the category of story than those who did not play daily (t86=2.03, P=.05). The most popular gaming category was autonomy and the least popular categories were violent catharsis and violent reward. Two motives, “social playing” and “evasive playing,” were formed to describe the characteristics of playing video games.

Conclusions: Our data showed a high internet utilization rate among people with schizophrenia in Hong Kong. Only a few of them used the internet to search for health-related information. Our study also exemplified the unique habits of gaming among the participants. Health care professionals could utilize video games to engage people with schizophrenia and promote coping with stress and provide social skills training to such people with schizophrenia. Identification of the gaming attitudes can contribute to the development of serious games for the schizophrenic population. Further investigation is vital for the promotion of mental health through web-based platforms.
Introduction

Schizophrenia is a serious mental illness that is associated with significant cognition and functioning disabilities [1,2]. According to the World Health Organization [3], there are more than 21 million people diagnosed with schizophrenia worldwide. Many of them live in isolation [4,5] and are lonely without social interactions [3,6,7]. A recent systematic review investigated the situation of schizophrenic patients in 24 countries and revealed that the annual cost for the population of patients with schizophrenia ranged from US $94 billion to US $102 billion per country, which consumes up to 1.65% of a country’s gross domestic product [8]. These expenses cover antipsychotic treatments and long-term psychological interventions [9], which are the recommended treatments for schizophrenia [10], and these treatments have demonstrated optimal control over positive symptoms. However, multiple factors hinder the efficacy of this treatment, including the patients’ limited insight into mental illness [11], noncompliance [12], and treatment resistance [13,14]. The management of negative symptoms also remains a clinical challenge [15]. Therefore, new types of treatment methods are needed to promote recovery and optimize rehabilitation [15].

In recent years, different types of video games, including computer games [16,17], mobile games [18], serious games [19-23], and virtual reality [24-26], have been created as adjunctive treatments for various illnesses and they have resulted in desirable outcomes. Scholars suggest that video gaming is a novel intervention for social reconstruction and skills training in people with mental illness [16,19,21,27]. The use of video gaming in psychiatric treatment is promising because video gaming is a rapidly expanding market. In 2018, there were 2.3 billion gamers making up the total revenue of US $137.9 billion globally [28]. The Asia-Pacific region was the largest contributing region, which shared 52% of the worldwide revenue [28]. Mobile gaming has increased by 25.5% per year from 2017 and it now holds 51% of the market. In contrast, a downtrend has been noted for computer gaming [28]. Although the use of information and communication technologies has been rapidly expanding in the world, the accessibility, frequency, and purpose of using information and communication technologies vary among geographical and demographical areas [6,29-32]. In the United States, 97% of the citizens possess a personal computer and 81% have a smartphone, which they use every day [6].

In the United States, 89% of the people with schizophrenia possess a computer and 54% have a smartphone [29]. The majority of these people spend more than 1 hour per day on a computer and a mobile phone, and the main purpose of use includes surfing the internet, social networking, and playing web-based games. One study in Finland revealed that only 55% of the people with schizophrenia had a computer and even fewer had access to internet connection [30]. A recent pilot study investigated the usage of mobile and computer devices among people with severe mental illness [31]. Despite up to 45% of them showing interest in using the devices to support recovery, the majority only used them for general purposes such as listening to music (60%), accessing the internet (59%), and for making calls (59%) [31]. Specifically, young people were more likely to possess a computer and have internet connection, and the main purpose of using the internet included seeking information, studying, web-based chatting, shopping, and gaming [6,30].

People with schizophrenia have positive attitudes toward modern information technology use [33], including gaming [34,35]. Gaming attitudes specifically refers to gamers’ motives and preferences regarding video games [32] and these attitudes vary among gamers with different backgrounds [36]. Ryan et al [36] explored gaming attitudes through the application of the self-determination theory and suggested that if a gamer’s preferences are satisfied, they experience enjoyment when playing the game. Researchers have also identified certain game features to describe the gaming attitudes of gamers, such as storytelling, individual games, and social games [32,36]. Hilgard et al [32] identified 9 factors to measure the motives and preferences of gamers: story, violent catharsis, violent reward, social interaction, escapism, loss aversion, customization, grinding, and autonomy. These factors vary among different players depending on their characteristics such as their social motives, favorite games, and gaming platforms [32]. In general, gaming serves as a primary source of entertainment while simultaneously aiding in constructing and maintaining interpersonal relationships [16]. Beyond enjoyment, players can learn and develop new skills through gaming [16,29]. A study in the United States found that video games are most frequently utilized as a stress reliever: gamers enjoy playing video games as it takes them away from reality. Most video gamers enjoy playing with friends, while male gamers prefer competitions and feel proud when they achieve awards in a game [37].

Recently, gaming has been seen as a possible method of rehabilitation for people with schizophrenia [34]. However, there is still a lack of knowledge about the habits and attitudes of video gaming among people with schizophrenia [15,21,22,24,27,38,39]. Additionally, cultural differences in the attitudes of gaming [40] among people with schizophrenia might exist and have a potential impact on the treatment focus. By exploring the knowledge gap, we might contribute to the development of new interventions for the management of schizophrenia in the future [15]. Therefore, we conducted a survey to explore the habits and attitudes of video gaming and information technology use among people with schizophrenia in Hong Kong and the factors that are associated with their gaming attitudes.
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Methods

Study Design
A cross-sectional survey design was adopted in this study because it allowed us to explore the attitudes of the respondents by using a structured survey format [41-44].

Ethical Approval
This study was designed to fulfill the ethical assessments mentioned in the Declaration of Helsinki [45]. This study was assessed by the Human Subjects Ethics subcommittee at the Hong Kong Polytechnic University (HSEARS20180313005) and approved by study setting organizations. An information sheet with the explanation of the study and the rights of participants was provided to each participant. Informed consent was obtained from each participant and witnessed and countersigned by a researcher. The study was guided by the ethical principles of autonomy, confidentiality, anonymity, and nonmalefascence [45]. It emphasized voluntary participation and participants having the right to withdraw from the study at any time [41,45]. The personal identity of the participants was protected such that their identities were not reported in any publication [45]. Collected data were kept in a locked cabinet and password-protected files, which were only accessible to the research personnel [41]. If there was any concern of emotional burden, participants were free to contact the research team for support through the contact information printed on the information sheet [46].

Setting
This study was performed in 2 settings, which are both in Hong Kong: integrated community centers for mental wellness and halfway hostels. In Hong Kong, rehabilitation services for people with mental illness in the community are operated by nongovernmental organizations, which operate various services to support the rehabilitation of people with mental illness living in the community such as the settings used in this study. There are 24 integrated community centers for mental wellness providing community support to individuals and their families on a district basis [47] and 36 halfway hostels providing residential support in Hong Kong [48]. Altogether, these types of services cover more than 26,000 citizens annually [49]. An invitation letter was sent to all the nongovernmental organizations that operated integrated community centers for mental wellness and halfway hostels in Hong Kong. Out of the 13 possible nongovernmental organizations, 2 agreed to join the study. Finally, the study was performed at 7 integrated centers for mental wellness and 6 halfway hostels.

Target Population
The target population consisted of people with schizophrenia who were living in the community [1,3,5]. At the time of the study, there were approximately 48,000 citizens who had been diagnosed with schizophrenia in Hong Kong, and most of them resided in the community [49]. Unlike those who were receiving inpatient psychiatric treatments, people living in the community were free to access video games and information technologies [50]. Therefore, it was more appropriate to explore the habits and gaming attitudes of the people with schizophrenia who resided in the community [27,32,38].

Recruitment and Sampling
This study adopted convenience sampling in the participant recruitment. Poster promotion and data collection sessions were first arranged at the respective study organizations. Second, inclusion and exclusion criteria for the study participants were screened by representatives of the nongovernmental organizations. This was done to protect the privacy of the participants [45]. The inclusion criteria were as follows: (1) primary diagnosis of schizophrenia (schizophrenia spectrum and other psychotic disorders) under the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition [1]; (2) aged 18 to 64 years and capable of giving informed consent; (3) able to read and understand traditional Chinese, which was the prevailing language and understandable by the majority of the citizens in Hong Kong; (4) willing and able to give informed consent; and (5) a resident in the community. The exclusion criteria were as follows: (1) aged <18 or ≥64 years; (2) meeting diagnostic criteria for a current major depressive, manic, or hypomanic episode (Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition), intellectually disabled, severe visual impairment [1]; (3) active gamer (ie, playing >5 hours/day), for screening purposes only [51]; (4) meeting the diagnostic criteria for substance use disorder (other than tobacco use) [1], head injury, hemiplegia, or other neurological disorders.

Instruments

Background Information of the Participants
Demographic characteristics were collected, including age, gender, education qualification, (no formal education, primary and middle school, high school, college or vocational training, bachelor’s degree, master’s degree, doctoral degree), employment status (unemployed, social welfare benefit, student, disability pension, employed [including sick leave], other), marital status (single, partnership or married, separated or divorced, widowed), residential condition (own household [with partner or family], own household [alone], flat share, parents’ household, supported housing), and the age of the first contact with psychiatric services.

Internet Use
The use of the internet was explored using a set of questions extracted from Choi and DiNitto’s study [52]. The questionnaire consisted of 6 items, that is, internet connection (yes/no), possession of email address (yes/no), frequency of using the internet (at least once a day, every few days, once a week, a few times a month, once a month or less often than that), purpose of using the internet (seeking information, communication, shopping, gaming, peer support, others), accessibility to web information (5-point Likert scale, 1=always easy, 5=very difficult), and issues that posed problems in using the internet (problems with limbs, hands, concentration, long-term sitting, eyes, others).
**Habits of Video Gaming**

Habits of video gaming were explored using 7 items, namely, video gaming in the past year (yes/no), seriousness of video gaming (5-point Likert scale, 1=very intense, 5=very casual), frequency of video gaming (daily, 2-3 times per week, weekly, 2-3 times per month, monthly, less than monthly), proportion of spare time for video gaming (5-point Likert scale, 1=almost all of the spare time, 5=almost none of the spare time), favorite and current video games (respondents could list 3 of each), and favorite gaming platform. Subjects were not required to continue answering questions if they indicated that they had not played a video game within the past year [6,47].

**Gaming Attitudes**

Gaming attitudes were assessed using the Gaming Attitudes, Motivations, and Experiences Scales (GAMES) [32]. The internal consistency was good with an intraclass correlation coefficient of 0.58-0.95. The instrument [53,54]. The test-retest reliability was moderate to strong with an intraclass correlation coefficient of 0.71-.94. The reliability of the translated version was comparative to that of the original GAMES.

**Translations of the Instruments and a Pilot Study**

The original version of GAMES was written in English; thus, a translation and back translation were performed to ensure that the validity was preserved [41]. First, the original instrument was translated into traditional Chinese by the researchers. Then, a language expert translated it back into English. Third, the original and the translated English versions were compared to ensure that the validity was retained after the translation [41]. In cases of any discrepancy between the original and the translated versions, the translation was reassessed by a researcher, translator, and the original author of GAMES.

A pilot study was conducted to examine the data collection procedure and reliability of the instrument [53]. Meanwhile, the feasibility of the data collection was tested [54]. We recruited 20 people with schizophrenia who were living in their community in Hong Kong. Two identical 2-way translated questionnaires were distributed to participants with an interval of 2 weeks [55]. The intraclass correlation coefficient was assessed to identify the test-retest reliability, and the Cronbach α was assessed to identify the internal consistency of the instrument [53,54]. The test-retest reliability was moderate to good with an intraclass correlation coefficient of 0.58-0.95. The reliability of the translated version was comparative to that of the original GAMES.

**Data Collection**

The data collection period lasted for 16 weeks—from October 2017 to January 2018. A researcher promoted the study with posters and arranged venues for briefing and data collection. Identical sessions were run by the same researcher at different times at each data collection site [41]. All eligible participants were invited to attend an information session organized together with the nongovernmental organization. Potential participants were informed about the purpose of the study, the rights of the participants, risks of participation, and possible benefits, both orally and in written format. They were also informed about their right to refuse and withdraw from the study at any time without any consequences [45]. After informed consent forms were signed, the questionnaire was distributed to each participant. Following completion, questionnaires were collected using sealed envelopes [41]. Each participant received a supermarket redemption coupon worth HKD $50 (US $6.45) as compensation for their participation in the study. Data collection sessions lasted for 30-60 minutes [32]. A total of 18 data collection sessions were held at the 13 data collection sites.
Finally, 148 people were contacted and invited to participate in the study, and 110 (74.3%) eligible people were willing to participate in the study and they completed the questionnaire.

**Data Analysis**

First, collected data were processed through data input, data cleansing, and data reversing [41]. Second, frequencies, percentages, maximum score, minimum score, mode, median, mean, and standard deviation were used to describe the demographic characteristics and the participants’ habits and attitudes regarding internet use and video gaming [52]. To facilitate the analysis of the current and favorite video games played, the entries were recategorized into different game genres. We utilized an extensive gaming archive [56] to sort the entries into 10 mutually exclusive game genres. Lastly, a two-tailed independent \( t \) test was used to describe the possible differences in the normally distributed variables of the gaming attitudes. The Pearson’s correlation coefficient was used to quantify the linear relationship between the categories of the gaming attitudes. Statistical significance was established at \( P=.05 \). For the dimensions of the categories of the gaming attitudes that were the most intercorrelated, principal analysis with 3 methods of rotation (varimax, equamax, and promax) was used to confirm the convergence of the 9 categories of gaming attitudes into fewer principle factors for easy interpretation. The SPSS software for Windows 22.0 (IBM Corp) was used for the data analysis.

**Results**

**Background Information of the Participants**

The mean age of the 110 participants was 39.0 (SD 11.2) years. About two-thirds of the participants (70/110, 63.6%) were males. A clear majority (91/110, 82.7%) was single and had completed high school or higher education (73/110, 66.4%). Totally 26.4% (29/110) of the participants were receiving social welfare benefits, 18.2% (20/110) were receiving disability pension, while 25.4% (28/110) were employed and 23.6% (26/110) were unemployed. Of the 110 participants, 78 (70.9%) lived in supported housing (Table 2). The mean reported age at the first contact with psychiatric services was 24.7 (SD 8.5) years, and the average duration of illness was 14.3 (SD 10.3) years.

**Internet Use**

The majority of the participants had access to an internet connection (100/110, 90.9%). The most common purposes of using the internet were to watch videos (66/110, 60.0%), read the news, papers, magazines, and books on the internet (42/110, 38.2%), research information about other topics or issues of interest to them (41/110, 37.3%), and play web-based games (36/110, 32.7%). Participants found using the internet to be easy (69/110, 62.7%). The major causes that lessened the use of the internet were when eyes were tired easily (40/110, 36.4%) and when one had difficulty concentrating for long periods of time (26/110, 23.6%) (Table 3).
Table 2. Background information of the participants (N=110).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>70 (63.6)</td>
</tr>
<tr>
<td>Female</td>
<td>40 (36.4)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>91 (82.7)</td>
</tr>
<tr>
<td>Partnership/Married</td>
<td>9 (8.2)</td>
</tr>
<tr>
<td>Separated/Divorced</td>
<td>10 (9.1)</td>
</tr>
<tr>
<td><strong>Level of education</strong></td>
<td></td>
</tr>
<tr>
<td>Primary and middle school</td>
<td>37 (33.6)</td>
</tr>
<tr>
<td>High school</td>
<td>51 (46.4)</td>
</tr>
<tr>
<td>College or vocational training</td>
<td>10 (9.1)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>12 (10.9)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>26 (23.6)</td>
</tr>
<tr>
<td>Social welfare benefit</td>
<td>29 (26.4)</td>
</tr>
<tr>
<td>Student</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Disability pension</td>
<td>20 (18.2)</td>
</tr>
<tr>
<td>Employed (including sick leave)</td>
<td>28 (25.5)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (4.5)</td>
</tr>
<tr>
<td><strong>Living situation</strong></td>
<td></td>
</tr>
<tr>
<td>Own household (with partner/family)</td>
<td>8 (7.3)</td>
</tr>
<tr>
<td>Flat share</td>
<td>17 (15.4)</td>
</tr>
<tr>
<td>Parents’ household</td>
<td>7 (6.4)</td>
</tr>
<tr>
<td>Supported housing</td>
<td>78 (70.9)</td>
</tr>
</tbody>
</table>
Table 3. Patterns of internet use among the participants (N=110).

<table>
<thead>
<tr>
<th>Patterns of internet use</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Access location of the internet</strong></td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>77 (70.0)</td>
</tr>
<tr>
<td>Apartment complex</td>
<td>5 (4.5)</td>
</tr>
<tr>
<td>Family/friend’s home</td>
<td>9 (8.2)</td>
</tr>
<tr>
<td>Library</td>
<td>4 (3.6)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (4.5)</td>
</tr>
<tr>
<td>Not using the internet at all</td>
<td>10 (9.1)</td>
</tr>
<tr>
<td><strong>Possession of an email address</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>63 (57.3)</td>
</tr>
<tr>
<td>No</td>
<td>47 (42.7)</td>
</tr>
<tr>
<td><strong>Frequency of using internet</strong></td>
<td></td>
</tr>
<tr>
<td>At least once a day</td>
<td>54 (49.1)</td>
</tr>
<tr>
<td>Every few days</td>
<td>14 (12.7)</td>
</tr>
<tr>
<td>Once a week</td>
<td>6 (5.5)</td>
</tr>
<tr>
<td>A few times a month</td>
<td>3 (2.7)</td>
</tr>
<tr>
<td>Once a month or less</td>
<td>33 (30.0)</td>
</tr>
<tr>
<td><strong>Purpose of internet use</strong></td>
<td></td>
</tr>
<tr>
<td>Research health-related information</td>
<td>18 (16.4)</td>
</tr>
<tr>
<td>Communicate with health professionals about health-related issues</td>
<td>4 (3.6)</td>
</tr>
<tr>
<td>Communicate with other users about health-related issues</td>
<td>8 (7.3)</td>
</tr>
<tr>
<td>Research information about other topics or issues of interest to me</td>
<td>41 (37.3)</td>
</tr>
<tr>
<td>Send/receive email</td>
<td>24 (21.8)</td>
</tr>
<tr>
<td>Online shopping</td>
<td>15 (13.6)</td>
</tr>
<tr>
<td>Perform online banking/pay bills</td>
<td>13 (11.8)</td>
</tr>
<tr>
<td>Read web-based news, papers, magazines, and books</td>
<td>42 (38.2)</td>
</tr>
<tr>
<td>Play web-based games</td>
<td>36 (32.7)</td>
</tr>
<tr>
<td>Watch videos</td>
<td>66 (60.0)</td>
</tr>
<tr>
<td>Use social networking websites and/or dating sites</td>
<td>24 (21.8)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (8.2)</td>
</tr>
<tr>
<td><strong>Easiness to access the intended information on the internet</strong></td>
<td></td>
</tr>
<tr>
<td>Always easy</td>
<td>22 (20.0)</td>
</tr>
<tr>
<td>Sometimes easy</td>
<td>47 (42.7)</td>
</tr>
<tr>
<td>Not so easy</td>
<td>17 (15.5)</td>
</tr>
<tr>
<td>Difficult</td>
<td>11 (10.0)</td>
</tr>
<tr>
<td>Very difficult</td>
<td>13 (11.8)</td>
</tr>
<tr>
<td><strong>Problems that lessen internet use</strong></td>
<td></td>
</tr>
<tr>
<td>Pain in the limbs</td>
<td>7 (6.4)</td>
</tr>
<tr>
<td>Unsteady hands</td>
<td>6 (5.5)</td>
</tr>
<tr>
<td>Difficulty concentrating for long periods of time</td>
<td>26 (23.6)</td>
</tr>
<tr>
<td>Difficulty sitting for long periods of time</td>
<td>18 (16.4)</td>
</tr>
<tr>
<td>Eyes that tire easily</td>
<td>40 (36.4)</td>
</tr>
<tr>
<td>Other problems</td>
<td>6 (5.5)</td>
</tr>
</tbody>
</table>
Habits of Video Gaming

The majority of the participants (88/110, 80.0%) reported that they had played a video game within the past year. The habits of video gaming of the 88 participants were explored (Table 4). Almost half of the participants (41/88, 47%) regarded themselves as playing games seriously or very seriously. Half of our participants played video games on a daily (22/88, 25%) to weekly basis (26/88, 30%). The most favorable gaming platforms were cellular phones (43/88, 49%), computers (19/88, 22%), and arcade cabinets (6/88, 7%) (Table 4). Referring to the video games that participants were currently playing and their favorite video games, there were 118 and 145 entries, which included 81 and 84 games, respectively (Table 5). The favorite game genre among the participants was that of action games.

Table 4. Habits of video gaming of the participants (n=88).

<table>
<thead>
<tr>
<th>Habits of video gaming</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Seriousness of video gaming</strong></td>
<td></td>
</tr>
<tr>
<td>Very serious</td>
<td>14 (16)</td>
</tr>
<tr>
<td>Serious</td>
<td>27 (31)</td>
</tr>
<tr>
<td>Neither serious nor casual</td>
<td>17 (19)</td>
</tr>
<tr>
<td>Casual</td>
<td>25 (28)</td>
</tr>
<tr>
<td>Very casual</td>
<td>5 (6)</td>
</tr>
<tr>
<td><strong>Frequency of video gaming</strong></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>22 (25)</td>
</tr>
<tr>
<td>2-3 times per week</td>
<td>15 (17)</td>
</tr>
<tr>
<td>Weekly</td>
<td>11 (13)</td>
</tr>
<tr>
<td>2-3 times per month</td>
<td>11 (13)</td>
</tr>
<tr>
<td>Monthly</td>
<td>8 (9)</td>
</tr>
<tr>
<td>Less than monthly</td>
<td>21 (24)</td>
</tr>
<tr>
<td><strong>Proportion of spare time spent on video gaming</strong></td>
<td></td>
</tr>
<tr>
<td>Almost all of the spare time</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Most of the spare time</td>
<td>6 (7)</td>
</tr>
<tr>
<td>Some of the spare time</td>
<td>27 (31)</td>
</tr>
<tr>
<td>Less of the spare time</td>
<td>30 (34)</td>
</tr>
<tr>
<td>Almost none of the spare time</td>
<td>21 (24)</td>
</tr>
<tr>
<td><strong>The most typical media platform used to play games</strong></td>
<td></td>
</tr>
<tr>
<td>Cellular phone</td>
<td>43 (49)</td>
</tr>
<tr>
<td>Computer</td>
<td>19 (22)</td>
</tr>
<tr>
<td>Arcade cabinets</td>
<td>6 (7)</td>
</tr>
<tr>
<td>Facebook</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Board or card games (tabletop games)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Sony PlayStation</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Sony PlayStation Portable</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Microsoft Xbox</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Real-life sports</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Nintendo Wii</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Nintendo DS</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Not specified</td>
<td>4 (5)</td>
</tr>
</tbody>
</table>
Table 5. Video games played by the participants.

<table>
<thead>
<tr>
<th>Game genres</th>
<th>Currently played genres (n=118), n (%)</th>
<th>Favorite game genres (n=145), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Action</td>
<td>23 (19.5)</td>
<td>34 (23.4)</td>
</tr>
<tr>
<td>Strategy</td>
<td>23 (19.5)</td>
<td>26 (17.9)</td>
</tr>
<tr>
<td>Miscellaneous (board/card games)</td>
<td>20 (17.0)</td>
<td>27 (18.6)</td>
</tr>
<tr>
<td>Role-playing</td>
<td>15 (12.7)</td>
<td>17 (11.7)</td>
</tr>
<tr>
<td>Simulation</td>
<td>14 (11.9)</td>
<td>13 (9.0)</td>
</tr>
<tr>
<td>Puzzle</td>
<td>10 (8.5)</td>
<td>11 (7.6)</td>
</tr>
<tr>
<td>Sports</td>
<td>9 (7.6)</td>
<td>13 (9.0)</td>
</tr>
<tr>
<td>Action adventure</td>
<td>3 (2.5)</td>
<td>3 (2.1)</td>
</tr>
<tr>
<td>Adventure</td>
<td>1 (0.8)</td>
<td>N/A a</td>
</tr>
<tr>
<td>Rhythm</td>
<td>N/A</td>
<td>1 (0.7)</td>
</tr>
</tbody>
</table>

aN: Not applicable.

Gaming Attitudes

The gaming attitudes of the participants were explored, and the results are summarized in Table 6. Of the 88 participants, the distribution of the scores in the category of story ranged from 21 to 50 with a mean score of 37.81 (SD 6.33) (Table 6).

To compare the scores among the 9 attitude measures, we standardized the raw score of each participant as a relative score for each attitude measure. The mean of the standard score in the last column of Table 6 suggests that the top 3 favorable video gaming categories for participants were autonomy, escapism, and story, and the last two were violent catharsis and violent reward. Furthermore, the gaming attitudes of the participants were mostly correlated with each other (Table 7). A principal analysis with 3 methods of rotation (varimax, equamax, and promax) indicated that the categories of story, social interaction, customization, and autonomy formed one factor, which are related to social playing and explains 13.1% of the variation, and the rest of the categories formed another factor, which are related to evasive playing, thereby explaining 45.7% of the variation.

Table 6. A summary of the gaming attitudes of the participants (n=88).

<table>
<thead>
<tr>
<th>Categories</th>
<th>Minimum score</th>
<th>Median score</th>
<th>Mode</th>
<th>Maximum score</th>
<th>Mean (SD)</th>
<th>Mean of standard score in % a</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Social playing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Story</td>
<td>21</td>
<td>38</td>
<td>37</td>
<td>50</td>
<td>37.81 (6.33)</td>
<td>54 (3)</td>
</tr>
<tr>
<td>Social interaction</td>
<td>6</td>
<td>19</td>
<td>20</td>
<td>30</td>
<td>18.55 (4.78)</td>
<td>52 (5)</td>
</tr>
<tr>
<td>Customization</td>
<td>4</td>
<td>12</td>
<td>12</td>
<td>20</td>
<td>12.05 (3.89)</td>
<td>50 (6)</td>
</tr>
<tr>
<td>Autonomy</td>
<td>6</td>
<td>17</td>
<td>15</td>
<td>25</td>
<td>16.67 (4.01)</td>
<td>58 (1)</td>
</tr>
<tr>
<td><strong>Evasive playing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Violent catharsis</td>
<td>7</td>
<td>21</td>
<td>14, 21</td>
<td>35</td>
<td>19.92 (5.91)</td>
<td>46 (8)</td>
</tr>
<tr>
<td>Violent reward</td>
<td>6</td>
<td>16</td>
<td>18</td>
<td>30</td>
<td>15.19 (5.44)</td>
<td>38 (9)</td>
</tr>
<tr>
<td>Escapism</td>
<td>6</td>
<td>20</td>
<td>18</td>
<td>30</td>
<td>19.16 (4.92)</td>
<td>55 (2)</td>
</tr>
<tr>
<td>Loss aversion</td>
<td>8</td>
<td>21</td>
<td>22</td>
<td>33</td>
<td>20.74 (4.60)</td>
<td>49 (7)</td>
</tr>
<tr>
<td>Grinding</td>
<td>8</td>
<td>18</td>
<td>18</td>
<td>30</td>
<td>18.88 (4.09)</td>
<td>54 (4)</td>
</tr>
</tbody>
</table>

aStandard score is defined as Absolute (actual score – minimum value)/theoretical range.
### Table 7. Pearson’s correlation coefficients and P values among the video gaming attitude measures (n=88).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Violent catharsis</th>
<th>Violent reward</th>
<th>Social interaction</th>
<th>Escapism</th>
<th>Loss aversion</th>
<th>Customization</th>
<th>Grinding</th>
<th>Autonomy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Story</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.23&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.22&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.37&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.28&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.05</td>
<td>0.33&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.30&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.38&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>P value</td>
<td>.03</td>
<td>.04</td>
<td>&lt;.001</td>
<td>.008</td>
<td>.67</td>
<td>.002</td>
<td>.004</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

| Violent catharsis |                   |                |                   |          |              |              |          |          |
| r                 | —<sup>c</sup>     | 0.44<sup>b</sup> | 0.32<sup>b</sup>  | 0.40<sup>b</sup> | 0.24<sup>a</sup> | 0.21<sup>b</sup> | 0.31<sup>b</sup> | 0.17     |
| P value           | —                  | <.001          | 0.03              | <.001    | <.001        | <.001        | <.001    | <.001    |

| Social interaction |                   |                |                   |          |              |              |          |          |
| r                 | —                  | —              | —                 | 0.40<sup>b</sup> | 0.20         | 0.54<sup>b</sup> | 0.52<sup>b</sup> | 0.38<sup>b</sup> |
| P value           | —                  | —              | —                 | <.001    | 0.06         | <.001        | <.001    | <.001    |

| Escapism          |                   |                |                   |          |              |              |          |          |
| r                 | —                  | —              | —                 | —        | —            | 0.30<sup>b</sup> | 0.48<sup>b</sup> | 0.38<sup>b</sup> |
| P value           | —                  | —              | —                 | —        | —            | .005         | <.001    | <.001    |

| Loss aversion     |                   |                |                   |          |              |              |          |          |
| r                 | —                  | —              | —                 | —        | —            | —            | 0.60<sup>b</sup> | 0.50<sup>b</sup> |
| P value           | —                  | —              | —                 | —        | —            | <.001        | <.001    | <.001    |

| Customization     |                   |                |                   |          |              |              |          |          |
| r                 | —                  | —              | —                 | —        | —            | —            | —        | .74<sup>b</sup> |
| P value           | —                  | —              | —                 | —        | —            | —            | —        | <.001    |

<sup>a</sup>The correlation is significant at a significance level of .05 (two-tailed).

<sup>b</sup>The correlation is significant at a significance level of .01 (two-tailed).

<sup>c</sup>Not applicable.

### Association of the Background Information with Gaming Attitudes

Several background characteristics such as marital status, education level, and employment status were found to be significantly associated with several categories of gaming attitudes (Multimedia Appendix 1). As for marital status, participants who were married or who were in a partnership had a higher score than those who were single, separated, or divorced in the violent catharsis category ($t_{86}=2.66$, $P=.01$). With regard to the education level, participants who held a bachelor’s degree or higher had a lower score than those who were educated with college or vocational training or a lower level of education in the violent catharsis category ($t_{86}=2.66$, $P=.01$). Likewise, the participants with a bachelor’s degree or higher had a lower score in social interaction than those who did not ($t_{86}=-2.25$, $P=.03$). Further, the participants who had a bachelor’s degree had a lower score in customization than those who did not ($t_{86}=-2.08$, $P=.04$). Regarding the employment status, participants who were employed or studying scored lower than those who were unemployed or others in the violent reward category ($t_{86}=-3.11$, $P=.003$). Similarly, participants who were employed or studying scored lower than those who were employed or others in the loss aversion category ($t_{86}=1.98$, $P=.05$).

The gaming habits of the participants were also found to have a significant association with several gaming attitudes (Multimedia Appendix 1). Regarding the seriousness of video gaming, noncasual players had a higher score than casual players in the customization category ($t_{86}=2.00$, $P=.05$). Participants who played video games on a daily basis scored higher on story than those who played less than daily ($t_{86}=2.03$, $P=.05$). Participants who reported that they spent more spare time on video gaming (almost all/most of/some of their spare time)
scored higher on violent reward than those who spent less spare
time (few/almost none of their spare time) ($t_{86}=2.14, P=.04$).
Those who spent more spare time on video gaming also scored
higher in escapism than those who spent less spare time on
gaming ($t_{86}=2.79, P= .007$). However, no significant correlation
was found between age, the age at the first contact with
psychiatric services, or duration of illness and any of the
categories of the gaming attitudes.

The analysis (Multimedia Appendix 2) based on the factor
loading weighted mean score of the 2 summarized factors of
the gaming attitudes, “social playing” and “evasive playing”
provided further support for the above findings in a summarized
manner. This analysis suggested that participants with a
bachelor’s degree or above and employed or studying seemed
to have lower scores in social playing than their counterparts,
thereby reflecting a difference in their attitude regarding social
interaction. However, the differences were not statistically
significant owing to the sample being small. Participants
employed or studying had significantly low scores in evasive
playing ($t_{86}=2.16, P=.03$), which is a reflection of the significant
differences in their attitudes on violent reward and loss aversion.
The notable difference between the 2 gaming attitude
components was that those in partnership/marriage scored much
higher in evasive playing than single/separated/divorced
individuals (68.73 vs 61.94, respectively), although they scored
similarly in social playing (60.62 vs 61.38, respectively), that
is, the difference was not significant in this study. The differences
in the levels of seriousness and frequency were similar to the differences between the 2 factors of attitudes, but
there was a larger difference in the proportion of spare time
spent on video gaming; more spare time was spent on evasive
playing than on social playing, with a borderline significance
of $t_{86}=1.94, P=.06$.

**Discussion**

**Principal Findings**

This study is the first to describe the habits and attitudes of
internet use and video gaming among people with schizophrenia
in an Asian city. Similar to the global trends, the majority of
the participants (100/110, 90.9%) utilized the internet with
adequate skills and participated in video gaming [6]. Their
favorite gaming platform and game genres were cellular phones
and action games, respectively. However, only few of the
participants had utilized the internet for seeking health
information, and the efficacy of health education through
web-based platforms to this population was limited. The gaming
attitudes were identified and found to be associated with several
characteristics. The participants valued autonomy in gaming
and disfavored violence in video games. Through our analysis,
we established the motives of the gamers. “Social playing”
included social interaction, story, customization, and autonomy,
while “evasive playing” included grinding, loss aversion,
escapism, violent catharsis, and violent reward.

**Use of Information Technology**

The utilization of information technology was found to extend
to almost the entire population of Hong Kong, which is a modern
city [57]. We found that the frequency of internet use by most
of our participants was higher than those reported in the United
States [29] and Finland [30]. The high accessibility to
the internet could be explained by the affordable and extensive
coverage of the internet network [58]. As reported in previous
studies [6,30], our participants mainly utilized the internet to
watch videos and obtain information by reading news, papers,
magazines, and books. Over half of the participants (69/110,
62.7%) found it easy to obtain the intended information from
the internet. Our study also demonstrates that most of the
participants were able and willing to obtain information from
the internet.

Despite the availability of web-based resources and the ability
to use them, only 16.4% (18/110) of the study participants
reported utilizing the internet for researching health-related
information. This may imply that the efficacy of mental health
promotion through web-based platforms is still limited. McCloud
et al [59] suggest that the low motivation of internet
users to search for health-related information might be due to
users lacking the skills needed to gather and identify trustworthy
sources of information. Athanasopoulou et al [60] and Schrank
et al [33] also demonstrated that the quality of most of the easily
accessed information sources about schizophrenia on the internet
is poor. This can hinder internet users from receiving useful
and nonstigmatized information about managing schizophrenia.
It would be preferable for health care authorities to develop and
use a trustworthy internet platform through which health-related
information for health promotion could be easily distributed.
Furthermore, our results reflect that there are physical constraints
that pose barriers to the use of the internet. The major barriers
were found to be tired eyes and concentration difficulties.
The adverse effects of antipsychotic drugs, such as drowsiness,
seepation, and anticholinergic effects, might be a cause of the
barriers [61]. Thus, it is important for health care staff to address
safe methods in promoting health-related issues through trusted
web-based platforms on a daily basis.

**Habits of Video Gaming**

Video gaming is popular in Hong Kong, and approximately
94% of the adolescents comprise the gaming population [62].
Likewise, a majority of the participants had played video games
within the past year (88/110, 80%). As reported globally [63],
the most popular gaming platform among the participants was
cellular phones. There has been a global shift toward playing
games on cellular phones rather than sitting in front of a
television or a desktop computer. With the high mobility and
convenience of using phones, gamers can enjoy playing without
geographical constrictions. Indeed, game developers have
launched numerous games on mobile platforms in recent years
[6,63]. However, since players use a limited-sized screen and
gaming times are generally short in mobile gaming, designing
games for mobile phones with long and complex stories is not
preferred [62].

The participants also played video games frequently; more than
half of them (48/88, 55%) played at least once a week and
(22/88, 25%) played on a daily basis. About half of the gamers
emphasized on video gaming, as they played seriously. As
reflected in the best-selling video games of 2017, action games
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were the favorite game genre among the participants. Action games challenge gamers through physical means and players usually control a character to complete tasks that require a certain level of hand-eye coordination and skills [6,64]. Action games attract players by rewarding them with excitement [62]. Contrary to the global best-selling trends, our results indicated that card and board games and strategy games were the next favorite types of games, while the best-selling games worldwide were role-playing and sports games [6]. This finding might be accounted for by the cultural and local context. Local game developers in Hong Kong have converted some culturally traditional board games such as Mahjong, Chinese Chess, and some card games into digital versions, which are easy to use. In addition, some traditional Chinese stories such as “Romance of the three kingdoms” has been converted to a series of strategy games. However, the characteristics of the players in Hong Kong do not seem to differ significantly from those of the rest of the world with regard to popular mobile games [63]. Thus, one possible explanation for our finding of people with schizophrenia favoring traditional games could be related to the negative symptoms of the disease, such as cognitive deficits and a lack of confidence about one’s own abilities [64]. These factors could lead to favoring familiar game genres.

Gaming Attitudes

Our study identified that autonomy was the most common motive for video gaming among the participants. This is seen in the preference of the participants to play games in which they could manipulate settings and make choices. Video games provide a normalized platform wherein people can exercise self-sufficiency and thus develop self-competence [65]. The next most common motive was escapism, which implies that participants played games to regulate dysphoria and escape from the hassles of daily life. Indeed, video gaming has been considered a culturally acceptable way to relieve the stress of reality [23,25]. On the other hand, some scholars argue that escapism is associated with gambling addiction and adverse emotional experiences [66-69]. A recent study examined the effects of video gaming on a group of military veterans with mental problems and found that video gaming contributed to their recovery by promoting individuals’ adaptive coping, eudaimonic well-being, and socializing [70]. As the evidence related to harm caused by gaming among people with schizophrenia is not yet conclusive, staff working in clinical practice need to be sensitive to and be aware of any potential harmful effects of the interventions and avoid any such threats.

Our participants regarded violent reward and violent catharsis as the least favorable motives for video gaming. Numerous studies suggest that violent games might contribute to aggression [70-72] and moral desensitization [73,74]. On the contrary, scholars also suggest that violent games support emotional coping after stressful events [75,76]. Interestingly, our results indicate that people with schizophrenia do not favor violence in video gaming. Moreover, several characteristics were associated with a preference of violent video gaming. People who were married or in a partnership tended to channelize their negative emotions by playing violent games to avoid hurting others. In contrast, the unemployed and those with lower education levels enjoyed the satisfaction they received from playing violent games. These results implied that people with different sociodemographic characteristics achieve emotional coping through different ways. However, more studies are needed with larger sample sizes to confirm valid links between sociodemographic information and gaming motives.

Studies have shown that persons with schizophrenia are lonely and isolated and less motivated to socially engage with others [3-7]. Our analysis regarding gamers’ motives identified a factor, “social playing,” in several categories, namely, social interaction, story, customization, and autonomy. This factor refers to people who emphasize social processes in video gaming. These players enjoy games that enable them to customize and manipulate numerous settings. The story and settings of the video games strongly influence the gaming experience for the players. Gamers value the social interaction with friends and other players during the gaming process. Likewise, several background characteristics were related to social playing motives. In the past decade, there has been an expansion of multiplayer web-based role-playing games in the market. These have provided a virtual platform for players to interact with people worldwide [6,55,62,77]. Scholars have proven that the formation of social bonds in virtual communities through web-based video games facilitates the development of interpersonal skills in the real world [78,79]. This shows the potential of utilizing video games, regardless of the players’ education levels, to facilitate interpersonal skills among people with mental illness [80,81] and to increase feelings of relatedness [36]. Frequent game players in our data were more concerned with the game story. Likewise, noncasual players and people with a lower education level preferred games with customizable settings. With the rapid expansion of the gaming market, gamers have a higher expectation of the quality of games, including that of the story, settings, ability to personalize, and the gaming experience [82]. Indeed, gamers can exercise creativity and control their game by tailor-making their own game settings. Studies have shown that the ability to personalize games motivates people to play games [82-84].

On the contrary, another factor, “evasive playing,” was formed by the remaining categories, namely, grinding, loss aversion, escapism, violent catharsis, and violent reward. Evasive playing refers to when gamers emphasize the rewards from video gaming and spend time on achieving all gaming missions and collecting all possible props in a game. In this style of playing, the violence in games is utilized to channel negative emotions and attain enjoyment. Our results indicate that unemployed people have a high loss-aversion score, which could imply that gaming is significantly important to them. People who spent more spare time on gaming were more likely to utilize gaming to escape from the hassles of daily life. However, scholars suggest that these motives are linked to problematic use [15,85] and pathological gaming [32], which should be seriously considered when discussing gaming among people with mental illness. In the future, more studies should therefore be conducted in schizophrenic patient populations with increased sample sizes and a longitudinal design and follow-up to explore problematic uses of video games, both in clinical and community settings.
Strengths and Limitations

This study fills a knowledge gap by depicting a pattern of internet use and video gaming among people with schizophrenia. Despite the research aiming to be met, there are some limitations to address. First, participant recruitment was conducted using a convenience sample. Thus, the sample size was small, which limits the generalization of the results to the wide population of video game players in Hong Kong or in other parts of the world. Second, our participants were recruited from 2 nongovernmental organizations (supported housing); therefore, the results may be biased toward individuals who live in communities with better general levels of mental health. Third, the study may have attracted people who were interested and skillful in video gaming. Further, the life span and the popularity of video games are highly influenced by the social trends that might change rapidly.

Implications

The utilization of the internet as a platform for health promotion and education has been considered to be a cost-effective measure [86,87]. Most people with schizophrenia in our study were found to be able to utilize information technology to obtain information on the internet. This finding is promising. Based on a systematic review by Suenderhauf et al [15], regular video game playing could enable home monitoring of patients. For example, staff could use gaming as a tool for patient monitoring in order to initiate supportive measures to avoid relapses. Decreased login times could indicate diminishing compliance or worsening of disease. Likewise, alarming habits in computer use such as the lack of logins in the regular gaming schedule or playing beyond suggested gaming hours could be an indicator for health care professionals of changes in the patients' mental status. However, this type of monitoring would require specified technological devices and access for patients who play games remotely, which may increase potential concerns in patient privacy and security issues. It is therefore important to delineate the roles and responsibilities of health professionals in patient monitoring in any exceptional situation (e.g., suicide attempt). Professionals should also support the use of digital health interventions; their attitudes are crucial for successful implementation of health technology in patient daily care [88]. Our previous studies have shown that staff members may be less willing to adopt new technology-based interventions into mental health care [89,90] as they tend to prefer traditional face-to-face methods in mental health care services [91].

We found that the internet was less often used to seek health-related information. Scholars and health care professionals might need to investigate the cause of the low utilization rate of the internet with regard to searching for health-related information. To promote internet use in a population, health care authorities should consider developing an internet platform with high-quality health information for health promotion. Service organizations should provide equipment, training, and ongoing information technology support to the population in order to expand their social networks and maximize self-help abilities. Policy makers should promote the use of information technology in a schizophrenic population and offer support to the nongovernmental organizations for the abovementioned measures.

Over the last decade, numerous studies have shown video gaming as an intervention for various medical conditions. From the mental health aspect, health care professionals could utilize video games to promote patient engagement, stress coping, and social skills training. Our findings show that game developers could design video games to fit the needs of the population. Game developers and health care professionals could refer to the identified gaming attitudes to tailor-make attractive serious games for populations with mental health problems accordingly. Therefore, in the future, more studies should be conducted with more diverse samples to identify the potential benefits of video gaming for patients with mental problems. The use of health-related games should also be implemented and tested as part of the mental health recovery. Despite the huge potential that information technology has in the treatment of patients with mental disorders, we still may have a long way to go before research on computer-based interventions can realize its full potential in psychiatric services [92].

Conclusion

This study demonstrates that the internet utilization rate of people with schizophrenia was as high as that of the general population in Hong Kong. Relatively few of them used the internet to search for health-related information. Further investigation into the underlying reasons would be vital to mental health promotion through web-based platforms. Our study also exemplifies the unique habits of gaming among the study participants. Health care professionals could utilize video games to engage patients, promote stress coping, and provide social skills training. The identified gaming attitudes can be used to contribute to the development of serious games for the population in the future.
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Abstract

Background: Smartphones have become ubiquitous in China, offering a promising way to deliver mental health interventions; however, little is known about the current use and characteristics of smartphone apps for mental health.

Objective: The purpose of this study was to gain insight into mobile mental health apps available in China as of December 2018.

Methods: A systematic search was conducted to identify and evaluate the most downloaded apps from iOS and Android platforms. Apps were categorized according to their main purpose and downloaded to evaluate their content. Each app’s affiliation, cost, target users, information security, and evidence-based nature were evaluated.

Results: Of the 172 unique apps that were identified, there were 37 apps (21.5%) for psychological counseling, 50 apps (29.1%) for assessment, 12 apps (7.0%) to relieve stress, 24 apps (14.0%) for psychoeducation, and 49 (28.4%) multipurpose apps (ie, a combination of counseling and assessment). Most apps were developed for adults in the general population (166/172, 96.5%), rather than for psychiatric patients. App-based counseling was mostly provided by psychologists, and of the assessed apps, only 40% (70/172) used evidence-based scales to assess mental health problems such as anxiety or depressed mood. Guided meditation was used as the main technique in stress-relieving apps.

Conclusions: Many apps contained useful and evidence-based elements, such as good quality information, validated measurements, and useful meditation methods; however, for mobile apps to contribute significantly to mental health care in China, considerable challenges remain, including the need for more patient-focused apps that can actually take on the role of a health care provider. In addition, efficacy studies are needed.

(J Med Internet Res 2020;22(7):e14915) doi:10.2196/14915
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Introduction

Mental health problems cause significant distress and have a negative impact on social relationships, school performance, occupational attainment, and physical health [1]. Mental health disorders have been found to affect 12.0% to 47.4% of populations worldwide [2]. In China, the lifetime prevalence of mental health disorders has been found range from 16.6% [3] to 23.6% [4]. Unfortunately, the availability of mental health services in the existing Chinese health care system is currently limited, and many patients cannot obtain appropriate treatment or help for their mental health problems [5,6]. In addition to the lack of available facilities and trained professionals, a low perceived need, poor knowledge of mental health disorders, and mental illness stigma have been identified as potential barriers to seeking help for mental illness [5].

Mobile health (mHealth) technologies could help to partly overcome the above-mentioned obstacles to seeking help, as they could extend the reach of mental health care beyond available health care providers and clinics. The smartphone was
one of the most rapidly adopted technological innovations in history [7]; it now provides ubiquitous internet access and the possibility to access, download, and run externally created software apps. As such, smartphone technology provides a unique opportunity to deliver cost-effective and evidence-based mental health care services to large groups of people [8]. Indeed, studies have shown that mental health care apps can play an important role in the assessment, prediction, and monitoring of mental health, as well as psychoeducation delivery, self-management strategies, recovery support, prevention, and promotion. In addition, apps can be used for the training of mental health providers [9-16].

The large number of smartphone users in China—estimated to have reached 748.3 million in 2019 [17]—as well as the large mobile health market in China—which grew by 74.5% between 2016 and 2017 [18]—indicates a large potential for mental health care apps in China; however, very few studies have been done to gain insight into the number and types of available apps and their potential effectiveness in China.

On the one hand, available literature [19-23] seems to suggest limited availability and use of mental health–related apps in China. For instance, a review study [19] on health apps in China found that there were many apps targeting both nonprofessional and professional users, but the study described only 1 app related to mental health. Another review [24] of mHealth technology for the treatment or prevention of mental health disorders in low- and middle-income countries found 6 studies about mHealth technology in China, among which only 1 applied to mental health. On the other hand, an examination of the Chinese iOS and Android app stores shows that, despite a scarcity of research, there is an abundance of publicly available mental health apps. Unfortunately, consumers currently have no access to information about the quality of the available apps beyond the star rating system and user reviews on the app stores. It is unlikely that these indicators of popularity also reflect the quality, effectiveness, or evidence base of an app. Previous studies [20-23] outside of China have found that most mental health apps in commercial marketplaces do not provide evidence-based therapies, do not follow clinical guidelines, and do not respect privacy regulations with respect to the handling of personal information. Consequently, it is a challenge for both patients and clinicians to find useful apps when needed. A recent search of 44 mental health apps (available as of October 2017) in China showed some common features, such as commercial purpose, and services that included counseling, education, and assessment [25]; however, since this review, the market for mental health apps has grown considerably larger (eg, more than 100 available apps were found based on the search term representing mental in the Baidu app store) [26]. In addition, the important characteristics of the apps that are available have remained unclear, such as the target user population, the evidence base for their content, and consideration of data-safety issues. To determine if and how apps can play a role in Chinese mental health care delivery, these aspects should be thoroughly explored, and it is for this reason that this systematic search was undertaken.

The purpose of this study was to (1) characterize the purpose and content of the mental health smartphone apps available for use and most downloaded by the general Chinese public, (2) to evaluate whether app content is evidence-based, and (3) to gain insight into the app costs and into the quality and comprehensiveness of data safety in the apps.

**Methods**

**mHealth App Market Search**

On December 26, 2018, we conducted a search in both Android (Google LLC) and iOS (Apple Inc) app stores in China. The 3 largest Android app stores in China are Tencent (Tencent Holding Ltd), 360 (Qihoo 360 Technology Co Ltd), and Baidu (Baidu Inc), and these were selected for the study because they constitute more than 50% of Chinese Android market share [27]. In addition, we used the Chinese iOS App store to gather a list of apps for the Chinese iOS market.

We restricted our search to apps that used the Chinese characters for 1 or more of the following keywords in the title or store description of the app: (mental health) OR (mental) OR (psychology) OR (psychiatry) OR (psychological intervention) OR (psychological prevention). The top 100 apps were collected for each app store.

Android apps are free to download, and iOS apps are either free or paid. We listed free and paid apps together, mainly because there were few paid apps. The eventual selection of apps for this study (Figure 1) was done according to the following inclusion criteria: The app should (1) be related to mental health, (2) be available for download, (3) use simplified Chinese so that any literate Chinese individual can easily understand the content of the app, and (4) be usable in mainland China.

https://www.jmir.org/2020/7/e14915
App Assessment

The apps that met the inclusion criteria were downloaded onto either a Huawei mate 9 (Android version 8.0.0), a Xiaomi 8 (Android version 8.0.0), or an iPhone 5s (iOS version 7.1) device for a complete assessment. The reason for downloading each app for inspection was that the app description may not be sufficient to allow for a full judgment of the nature and quality of its content. For instance, in a previous study [23], when the authors downloaded the apps, they found that some apps provided patients with poor or potentially harmful advice (such as a recommendation to people with a manic episode to drink alcohol before bedtime to assist with sleeping). Therefore, for each app, we evaluated if the information provided was evidence-based. For apps that were listed in multiple app stores, the consistency of the descriptions across stores was evaluated, and identical duplicates were eliminated. Some apps had a patient version and a clinician version. We assessed these versions separately because they might provide different services. If an app was available for both iOS and Android, the Android version was evaluated.

For each app, the following general information about the app was extracted (Table 1): (1) main purpose, (2) affiliation (ie, commercial, medical center, or university), (3) cost, (4) target user, (5) whether or not information security was emphasized, and (6) whether the therapeutic contents were based on an evidence-based psychological theory, such as cognitive behavior therapy [28], acceptance and commitment therapy [29], interpersonal psychotherapy [30], or problem-solving therapy [31], or if the content was based on advice by professional certified staff including psychologists, psychotherapists, or psychiatrists. Based on the app description, the first author categorized the apps into 1 of 5 categories indicating their main purpose: psychological counseling, assessment, stress relief, psychoeducation, and multipurpose (incorporating components of assessment, education, psychological counseling, and stress relief). Each category of apps was then further investigated by 1 of the coauthors (HY, YW, NW, YZ, and WC; each author was randomly assigned to a category). If anyone found that the initially selected category did not fit an app, the 5 authors discussed until consensus was reached. For each category, specific additional information was extracted (detailed in Table 1). For mental health education apps, core aspects of mental health information (Table 2) were investigated. These aspects have previously been proposed by the National Health Commission of China [32] and are used to guide mental health education work in the whole country.
Table 1. The information collected for each of the selected apps.

<table>
<thead>
<tr>
<th>Information collected and content</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General information collected for each app</strong></td>
<td></td>
</tr>
<tr>
<td>Affiliation</td>
<td>Commercial, university, or medical center.</td>
</tr>
<tr>
<td>Cost</td>
<td>Pay for download, completely free, or partly free.</td>
</tr>
<tr>
<td>Target user</td>
<td>Children or adolescents, general public adults, specific for women, special for patients with mental health problems, or specific for professional staff.</td>
</tr>
<tr>
<td>Data safety information</td>
<td>Whether an app report relevant information security measures or not? (yes or no).</td>
</tr>
<tr>
<td>Professional background</td>
<td>Whether the contents of the app were based on a psychological theory or were based on advice by professional certified staff including psychologists, psychotherapists or psychiatrists? (yes or no).</td>
</tr>
<tr>
<td><strong>Specific information for psychological counseling apps</strong></td>
<td></td>
</tr>
<tr>
<td>Counseling mode</td>
<td>Online (text typing or audio) or offline (eg, an app can help to make an appointment).</td>
</tr>
<tr>
<td>Counseling provider</td>
<td>Professional (including psychologists, psychotherapists, or psychiatrists) or trained lay health supporter.</td>
</tr>
<tr>
<td>Target users</td>
<td>Individuals with diagnoses of a mental health disorder or general public.</td>
</tr>
<tr>
<td><strong>Specific information for assessment apps</strong></td>
<td></td>
</tr>
<tr>
<td>Assessment aspect</td>
<td>Personality, symptoms, intelligence, cognitive functions, or assessment just for entertainment (eg, constellations, fortune, or other).</td>
</tr>
<tr>
<td>Evidence</td>
<td>Are evidence-based measurements or scales used? (yes or no)</td>
</tr>
<tr>
<td><strong>Specific information for stress relief apps</strong></td>
<td></td>
</tr>
<tr>
<td>Methods</td>
<td>Music, mindfulness, relaxation therapy, etc.</td>
</tr>
<tr>
<td>Evidence</td>
<td>Is there a reference in the app to work that shows the therapy is effective?</td>
</tr>
<tr>
<td><strong>Specific information for education apps</strong></td>
<td></td>
</tr>
<tr>
<td>Apps for training mental health providers</td>
<td>Books, lectures, audio recordings, or other method.</td>
</tr>
<tr>
<td>Apps for mental health knowledge to public</td>
<td>According to 8 core information aspects (see Table 2).</td>
</tr>
</tbody>
</table>

Table 2. Eight aspects of mental health information.

<table>
<thead>
<tr>
<th>Items</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mental health is an integral part of health. No mental illness does not necessarily mean mental health. Everyone needs not only physical health, but mental health as well.</td>
</tr>
<tr>
<td>2</td>
<td>Mental health and mental illness, such as physical health and physical illness, are determined by multiple interacting biological, psychological, and social factors.</td>
</tr>
<tr>
<td>3</td>
<td>Given that anyone could encounter mental health problems in their life, it is necessary to pay attention to and maintain mental health.</td>
</tr>
<tr>
<td>4</td>
<td>Schizophrenia, depression, behavior disorders in children and adolescents, and senile dementia are China's current priorities for mental illness prevention and treatment.</td>
</tr>
<tr>
<td>5</td>
<td>A person suffering from psychological or behavior problems or mental illness should seek help from a medical institution as soon as possible to receive advice and formal diagnosis and treatment.</td>
</tr>
<tr>
<td>6</td>
<td>Mental illness can be prevented and treated.</td>
</tr>
<tr>
<td>7</td>
<td>Care for and do not discriminate against mentally ill patients, and help them return to their families, communities, and society.</td>
</tr>
<tr>
<td>8</td>
<td>Mental health is related to social harmony and development. Promotion of mental health and prevention and treatment of mental illness is the responsibility of society as a whole.</td>
</tr>
</tbody>
</table>

Results

General

Of the 400 apps that were screened, 172 unique apps met the inclusion criteria (Figure 1). Of these, 105 (61.0%) were available in the Android app stores, 28 (16.3%) were available in the iOS app store, and 39 (37.1%) were available in both the iOS and Android app stores. Based on the descriptions of the main purpose of the apps, 21.5% (37/172) were for psychological counseling, 29.1% (50/172) were for assessment, 7.0% (12/172) were for stress relief, 14.0% (24/172) were for psychoeducation, and 28.4% (49/172) were multipurpose apps. The number of downloads per app ranged from 16 to 107 million.
in the Android store. Download numbers could not be obtained in the iOS app store. Detailed information about the different groups of apps is shown in Table 3.

Counseling Apps
There were 37 counseling apps, and they were all developed by commercial companies. Of the counseling apps, 7 (19%) apps were free to use, 29 (78%) apps could be downloaded for free but charged counseling fees to consumers wishing to use the app, and 1 (3%) app charged a download fee. In terms of the target population, 8 (22%) apps were aimed at adults and adolescents, 1 (3%) was aimed specifically at children and adolescents, and 27 (76%) were only aimed at adults. Of the 27 apps for adults, 1 (3%) app was only aimed at women and 3 (8%) apps were aimed specifically at professionals. Of the 37 counseling apps, 20 (54%) apps made explicit claims about information security measures. All of the counseling apps provided some kind of online consultation, which meant that staff was available online to give users feedback and consultation. Counseling by text-based messages was used in 34 (92%) apps. Users could voice-chat with staff in 26 (70%) apps. Of the 37 counseling apps, 20 (54%) provided services to make an appointment with a counselor and 4 (11%) provided services to register appointments at hospitals; 36 (97%) had professionals acting as consultation providers (eg, psychologists, psychotherapists, or psychiatrists), and only 1 (3%) app provided consultation by a trained lay health supporter.

Assessment Apps
Of the 50 assessment apps, 30 (60%) apps provided information about the affiliations of their developers and all were developed by companies; 44 (88%) were free to use, and the other 6 (12%) were free to download but charged a fee for some of the assessments that were offered. All apps were aimed at adults, and 3 (6%) apps were specifically for women. Only 5 (10%) apps made a claim about information security. Evidence-based scales were used in 17 (34%) apps (some had more than 1 type—12 assessed personality, 8 assessed emotional symptoms, and 1 assessed cognitive ability). The most popular validated questionnaires were the Eysenck personality questionnaire [33,34] used in 8 apps and the Sixteen Personality Factor Questionnaire [35,36] used in 4 apps. The Self-Rating Anxiety Scale [37,38] and Self-Rating Depression Scale [39,40] were used to assess anxious and depressive symptoms in 10 apps. The other 33 (66%) apps were mainly aimed at providing some form of entertainment; they assessed fortunes, mental age, marriage and love, and occupational abilities using assessment items of unknown source.

Stress Relief Apps
All 12 stress relief apps were developed by companies; 3 (25%) apps were free, and 9 (75%) apps were free to download but charged a fee for some of the content. Of the 12 stress relief apps, only 1 (8%) app made a claim about information security. Of the 12 stress relief apps, 9 (75%) provided evidence showing that meditation is an effective method to relieve stress. Audio was the main medium used in stress relief apps; of the 12 stress relief apps, 1 (8%) app played audio recordings of methods to maintain mental stability from the Huangdi Neijing (an ancient Chinese medical text that has been treated as the fundamental doctrinal source for Chinese medicine for more than two millennia), 1 (8%) provided audio of mood control courses, 2 (17%) provided nature sound recordings, and 7 (58%) apps provided audio recordings of guided meditations. Of the 12 stress relief apps, 2 apps (17%) were specifically aimed at children and adolescents and focused on improving their concentration and memory and on relieving examination anxiety, and only 1 (8%) provided an online community function, allowing users to communicate with each other to relieve stress. Meditation apps used different techniques such as respiration exercises (5/7, 71%), gradual relaxation exercises (7/7, 100%), and biofeedback therapy (1/7, 14%).

Psychoeducation Apps
All 24 psychoeducation apps were developed by commercial companies. Of the 24 psychoeducation apps, 23 (96%) were for adults of which 4 (17%) were targeted at mental health professionals and provided training courses or e-books about mental health, and the other 19 (79%) were aimed at the general population to provide education and knowledge about psychology and mental health. All of these apps were free to download; however, 3 of the apps for professionals charged a fee for some of the courses in the apps. None of the psychoeducation apps made a claim about data security. Of the apps aimed at the general population, 11% (2/19) were e-books about behavioral psychology and general psychology, 5% (1/19) provided a list of psychological website links, 5% (1/19) provided audio recordings about mental health, 5% (1/19) provided case descriptions showing users the how mental health disorders can manifest, 5% (1/19) provided information about the diagnostic process of mental health disorders, and 74% (14/19) apps included psychological popular science articles, in which common mental health problems in parenting, in the workplace, and in marriage and love were covered, and coping methods were described. We scanned the articles in the 14 apps to check whether they referred to any of the eight aspects of mental health information and found that 10 out of 14 referred at least one aspect, and 9 out of 14 apps covered all of the eight aspects.
Table 3. The characteristics of apps in different categories.

<table>
<thead>
<tr>
<th>Content characteristics</th>
<th>Counseling (n=37), n (%)</th>
<th>Assessment (n=50), n (%)</th>
<th>Stress relief (n=12), n (%)</th>
<th>Psychoeducation (n=24), n (%)</th>
<th>Multipurpose (n=49), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Affiliation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commercial company</td>
<td>33 (89)</td>
<td>30 (60)</td>
<td>11 (92)</td>
<td>14 (58)</td>
<td>43 (88)</td>
</tr>
<tr>
<td>University</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>No information</td>
<td>4 (11)</td>
<td>20 (40)</td>
<td>1 (8)</td>
<td>10 (42)</td>
<td>5 (10)</td>
</tr>
<tr>
<td><strong>Cost</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pay for download</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Fully free</td>
<td>7 (19)</td>
<td>44 (88)</td>
<td>3 (25)</td>
<td>20 (83)</td>
<td>10 (20)</td>
</tr>
<tr>
<td>Partly free</td>
<td>29 (78)</td>
<td>6 (12)</td>
<td>9 (75)</td>
<td>4 (17)</td>
<td>39 (80)</td>
</tr>
<tr>
<td><strong>Target user</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adults and children</td>
<td>8 (22)</td>
<td>0 (0)</td>
<td>2 (17)</td>
<td>0 (0)</td>
<td>7 (14)</td>
</tr>
<tr>
<td>Only children or adolescents</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>4 (8)</td>
</tr>
<tr>
<td><strong>Only adults</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General adults</td>
<td>24 (65)</td>
<td>47 (94)</td>
<td>10 (83)</td>
<td>19 (79)</td>
<td>37 (76)</td>
</tr>
<tr>
<td>Women</td>
<td>1 (3)</td>
<td>3 (6)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Patients with mental health problems</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Professional staff</td>
<td>3 (8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>4 (17)</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Data safety information</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>20 (54)</td>
<td>5 (10)</td>
<td>1 (8)</td>
<td>0 (0)</td>
<td>20 (41)</td>
</tr>
<tr>
<td>No</td>
<td>17 (46)</td>
<td>45 (90)</td>
<td>11 (92)</td>
<td>24 (100)</td>
<td>29 (59)</td>
</tr>
<tr>
<td><strong>Professional background or evidence-based</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>36 (97)</td>
<td>17 (34)</td>
<td>9 (75)</td>
<td>24 (100)</td>
<td>45 (92)</td>
</tr>
<tr>
<td>No</td>
<td>1 (3)</td>
<td>33 (66)</td>
<td>3 (25)</td>
<td>0 (0)</td>
<td>4 (8)</td>
</tr>
<tr>
<td><strong>Counseling mode</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Only online</td>
<td>13 (35)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>24 (49)</td>
</tr>
<tr>
<td>Only offline</td>
<td>0 (0)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Both</td>
<td>24 (65)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>15 (31)</td>
</tr>
<tr>
<td>None</td>
<td>0 (0)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>10 (20)</td>
</tr>
<tr>
<td><strong>Counseling provider</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Professionals</td>
<td>36 (97)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>37 (76)</td>
</tr>
<tr>
<td>Trained lay health supporter</td>
<td>1 (3)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2 (4)</td>
</tr>
<tr>
<td><strong>Assessment aspect</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personality</td>
<td>—</td>
<td>12 (24)</td>
<td>—</td>
<td>—</td>
<td>21 (43)</td>
</tr>
<tr>
<td>Emotional symptoms</td>
<td>—</td>
<td>10 (20)</td>
<td>—</td>
<td>—</td>
<td>33 (67)</td>
</tr>
<tr>
<td>Intelligence</td>
<td>—</td>
<td>0 (0)</td>
<td>—</td>
<td>—</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Cognitive function</td>
<td>—</td>
<td>1 (2)</td>
<td>—</td>
<td>—</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Entertainment</td>
<td>—</td>
<td>36 (72)</td>
<td>—</td>
<td>—</td>
<td>22 (45)</td>
</tr>
<tr>
<td><strong>Stress relief methods</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Music</td>
<td>—</td>
<td>—</td>
<td>2 (17)</td>
<td>—</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Meditation</td>
<td>—</td>
<td>—</td>
<td>7 (58)</td>
<td>—</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Course</td>
<td>—</td>
<td>—</td>
<td>1 (8)</td>
<td>—</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Audio books</td>
<td>—</td>
<td>—</td>
<td>1 (8)</td>
<td>—</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>
Psychoeducation content (eight aspects)\(^b\)

<table>
<thead>
<tr>
<th>Content characteristics</th>
<th>Counseling (n=37), (n\ (%))</th>
<th>Assessment (n=50), (n\ (%))</th>
<th>Stress relief (n=12), (n\ (%))</th>
<th>Psychoeducation (n=24), (n\ (%))</th>
<th>Multipurpose (n=49), (n\ (%))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online community</td>
<td>—</td>
<td>—</td>
<td>1 (8)</td>
<td>—</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Mental health is an integral part of health</td>
<td>—</td>
<td>—</td>
<td>10 (42)</td>
<td>35 (71)</td>
<td></td>
</tr>
<tr>
<td>Multiple interacting factors determinants</td>
<td>—</td>
<td>—</td>
<td>9 (38)</td>
<td>26 (53)</td>
<td></td>
</tr>
<tr>
<td>Anyone could encounter a mental health problems in their life</td>
<td>—</td>
<td>—</td>
<td>10 (42)</td>
<td>32 (65)</td>
<td></td>
</tr>
<tr>
<td>China’s current priority mental illnesses</td>
<td>—</td>
<td>—</td>
<td>10 (42)</td>
<td>26 (53)</td>
<td></td>
</tr>
<tr>
<td>Go to the medical institutions for treatment</td>
<td>—</td>
<td>—</td>
<td>10 (42)</td>
<td>33 (67)</td>
<td></td>
</tr>
<tr>
<td>Mental illness can be prevented and treated</td>
<td>—</td>
<td>—</td>
<td>10 (42)</td>
<td>32 (65)</td>
<td></td>
</tr>
<tr>
<td>Care for and do not discriminate against mentally ill patients</td>
<td>—</td>
<td>—</td>
<td>10 (42)</td>
<td>30 (61)</td>
<td></td>
</tr>
<tr>
<td>Promotion of mental health is the joint responsibility of society</td>
<td>—</td>
<td>—</td>
<td>10 (42)</td>
<td>30 (61)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)These subheading values do not add to \(n\) or 100\% because it was possible for an app to assess more than one aspect.

\(^b\)These subheading values do not add to \(n\) or 100\% because it was possible for an app to address more than one item.

Multipurpose Apps

Of the 49 multipurpose apps, 44 apps (90\%) provided affiliation information; 1 (2\%) was developed by the Institute of Psychology of Chinese Academy of Sciences, and the other 43 (88\%) were developed by companies. Of the 49 apps, 38 (78\%) were mainly aimed at adults, 7 (14\%) were for individuals of any age, and 4 (8\%) were for children and adolescents. Of the 38 apps for adults, there was an app (Guan Ai ++) for people in the workplace, an app (Guan Ai Ji Ceng Gan Bu) for community-level officials, and an app (Hao Xin Qing) that had a version for clients and a version for clinicians. Of the 49 multipurpose apps, data safety claims were found for 20 (41\%) apps. All the multipurpose apps could be downloaded for free, but users were charged an additional fee for some content in 39 apps (80\%). Most multipurpose apps (45/49, 92\%) involved professional staff, evidence-based therapies, or references to evidence-based materials.

Consulting, assessment, psychoeducation, and stress relief were combined in 5 (10\%) multipurpose apps; consulting, assessment, and stress relief were combined in 2 apps (4\%); consulting, assessment, and psychoeducation were combined in 19 (39\%) apps; none combined counseling and assessment; counseling and psychoeducation were combined in 5 (10\%), assessment and stress relief were combined in 2 (4\%), assessment and stress relief were combined in 2 (4\%), and stress relief and psychoeducation were combined in 3 (6\%).

Of the 49 multipurpose apps, 39 apps (80\%) provided some kind of online counseling; with the exception of 2 apps, counseling services were provided by mental health professionals (31 apps involved a psychologist or psychological therapist; 6 apps involved a psychiatrist). In several apps, users could choose which professional to have counseling with, after looking through the profiles of listed professionals. Depending on the app, users could contact the professional by telephone, online video or voice chat, text-based messages, or they could make an appointment with the professional; users had to pay a fee, depending on the price of the listed professional. Two apps offered online consults with a professional but also included a system to make an appointment with a professional at a hospital. One app (Hao Xin Qin doctor version) aimed to help professionals to manage their clients online.

Of the 49 multipurpose apps, 41 apps (84\%) had some sort of assessment functionality; 80\% (33/41) used evidence-based self-report questionnaires to evaluate personality (2 used the Eysenck personality questionnaire, and 1 used the Sixteen Personality Factor Questionnaire), anxiety (14 apps used the Self-Rating Anxiety Scale), and depression (26 apps used the Self-Rating Depression Scale, 1 app uses the Hamilton depression rating scale [41], and 1 used the Symptom Checklist-90 [42]), or social phobia (items from the Liebowitz social anxiety scale)[43]. Some entertainment assessments such as fortune, love, and marriage were also included in 23 apps. None of the apps aimed to assess intelligence or cognitive abilities.

Of the 49 multipurpose apps, 14 (29\%) of the multipurpose apps had stress relieving sections and provided audio recordings of relaxing music or meditation guidance, and 36 apps provided either psychoeducation articles or audio recordings related to the eight key aspects of mental health knowledge.

There were 4 (8\%) multipurpose apps specifically for children and adolescents; 1 app (jie you nuan xin mao) focused on assessing everyday mood, providing counseling services, and had the option for discussion with fellow users; 1 app (xin li mei) was developed specifically for students in a specific region’s primary and secondary schools, providing multiple services including assessment, stress relief, counseling, and making appointments with a teacher-counselor; 1 app (Q xin li) provided counseling, questions and answers, microlectures, and psychoeducational articles for users; and 1 app (Gao kao jian ya bao) was developed to help students to reduce stress.
induced by college entrance examinations by providing counseling, stress-reducing music, and assessment.

**Discussion**

**Principal Findings**

To our knowledge, this is the first study to search and evaluate the contents of the full range of available and most widely used mental health smartphone apps in China. Evaluation of each of the apps showed different primary aims, with most focusing on assessment, counseling, and a combination of multiple purposes (ie, assessment, counseling, stress relief, and psychoeducation). Most apps were developed for profit and focused on the adult population. Only 6 apps were specifically aimed at children or adolescents. A majority of the apps provided counseling or assessment, often enlisting online psychological counseling services from professionals such as psychologists, psychotherapists, or psychiatrists; however, even though psychometrically valid assessments of personality, anxiety, and depression were included in some assessment apps, assessments in most apps were more for entertainment than for assessment of psychiatric symptoms. Audio-recordings to guide or accompany meditation were the main materials provided by the apps that focused on stress reduction. Most psychoeducation apps provided information that aligned with national guidelines on mental health information.

Evaluation of the target populations for the reviewed apps provided clear insight into the perceived market opportunities by app developers. This study showed that developers of mental health apps prefer to target the general population rather than patients with mental health disorders: No reviewed app focused specifically on patients with mental health disorders. In addition, although there was a small number of mental health apps for specific adult populations (eg, women, workplace, staff) or for mental health professionals, most apps were aimed at a broad audience. This is understandable given that most developers will want to acquire as many users for their app as possible, but this does leave room for apps that focus on assisting patients with mental health disorders. Interestingly, only a few apps were developed for children and adolescents. This does not reflect the current situation, where the prevalence of mental health disorders in children and adolescents in China lies close to the high worldwide prevalence of 20% [44]. In fact, the mental health of children and adolescents is a point of attention for both policy maker and researchers [45]. The fact that app developers have largely ignored this population could be due to various reasons. For instance, app developers may be put off by worries in the public about negative effects induced by mobile phone use [46]. In addition, children and adolescents may be a less attractive market because many parents and schools impose time restrictions on smartphone use by children and adolescents [47].

Few apps provided special interventions for patients with mental health disorders. This may partly be motivated by market considerations (ie, smaller target user population), but could also reflect the current lack of consensus about evidence-based guidelines for mHealth therapy for mental health patients. There is a large body of international literature about the use of mHealth interventions for people with mental health disorders [11,48-50] and similar work has been carried out in China [51]; however, the development of smartphone-based therapy is still in quite an early phase, and it may indeed be too early to offer it outside an experimental or academic mental health care setting. At this point, there is still a long way to go, both in terms of app development and efficacy evaluation, before evidence-based mHealth therapy can be routinely offered to patients in China.

With the exception of one, all apps could be downloaded for free; however, the actual cost of the services offered depended strongly on what was provided in the apps. In this study, more than 70% of the counseling apps, stress relief apps, and multipurpose apps charged a fee for some services, whereas a large part of the assessment apps and psychoeducation apps were free to use. This might be because counseling apps, stress relief apps, and multipurpose apps involved more user-specific services, offered either by paid professionals or as part of evidence-based stress relief methods that require a larger initial investment from the developer than, for instance, the inclusion of articles about mental health or the use of questionnaires that have developed by others. The cost of certain services in apps might present an obstacle for users, but this issue was not within the scope of this study.

Assessment was the most popular function across all apps; there were 49 assessment apps and 41 multipurpose apps that had an assessment section; however, most assessment apps (or sections) focused on assessment as a form of entertainment rather than on the assessment of real psychological problems or characteristics. Most multipurpose apps that also included counseling and stress relief sections, used assessments with psychological scales, whereas entertainment assessments were included in most single purpose assessment apps. Assessments of personality, anxiety, and depression were most common in apps that used psychological assessment scales, which makes sense given the high prevalence of anxiety and depression in China [3,4] and aligns with previous observations that people with anxiety and depression often do not seek help from professional institutes or physicians [52]. It could be that this group is relatively more likely to use a freely available mobile app for self-assessment.

Psychological counseling was the second most popular service and was provided in all 37 counseling apps and in 39 multipurpose apps. Psychologists were the main providers of counseling. Only 16 apps involved psychiatrists as providers of counseling. This indicates that psychologists in China play an important role in delivery of mental health care to the general population. This could be due to their larger number, which makes it easier for users to find a psychologist for mental health services. Indeed, in 2017, it was estimated that approximately 40,000 people in China held a national second- or third-level certificate in psychological counseling and provided psychological counseling on either a full- or part-time basis [53]. In contrast, the number of certified psychiatrists in China (in 2015) was 27,733. Another explanation for the relatively large number of psychologists involved in the reviewed apps could be that regulation in China makes it easier for users to find a psychologist for mental health services. Indeed, in 2017, it was estimated that approximately 40,000 people in China held a national second- or third-level certificate in psychological counseling and provided psychological counseling on either a full- or part-time basis [53]. In contrast, the number of certified psychiatrists in China (in 2015) was 27,733. Another explanation for the relatively large number of psychologists involved in the reviewed apps could be that regulation in China leads psychologists and psychiatrists working in different settings. Psychologists work...
in a broad range of settings, whereas all psychiatrists in China need to be registered to a mental health hospital or psychiatric ward in a general hospital that provides inpatient service [5]. According to the Mental Health Law of the People’s Republic of China [54] psychologists should only perform counseling and are not authorized to perform psychotherapy, nor engage in the diagnosis or treatment of mental health disorders. If psychologists detect that a person receiving counseling may suffer from mental health disorders, he or she should recommend that the person seek services at a medical institute. As such, online counseling is a good way for psychologists to perform initial counseling in population-dwelling persons; however, it is currently hard to estimate the effectiveness of online psychological counseling by psychologists in China because of serious problems with the level of professionalism of psychological counseling (low performance levels, a lack of norms, and uneven levels of training and expertise across consulting staff) [55]. Unfortunately, we did not have any access to information about the kinds of problems users seek treatment for via the apps, nor did we have insight into the number of users that should be and the number that were, in fact, referred to medical care by consulting psychologists.

Another important finding was that most mental health apps simply served as a means to connect help seekers to health care providers, but did not use digital technologies (such as interactive computer-guided treatment algorithms) to deliver mHealth interventions that could (partly) replace a health care provider. This is not a problem per se, but it means that existing apps are unlikely to solve the current problem of insufficient mental health care providers for the demand in China. To achieve that, apps that can (partially) provide services that would otherwise be provided by health care professionals should be developed. More and more apps are being developed that offer a completely digital interactive therapy environment. For instance, cognitive behavior therapy–based mHealth apps have been developed for a large range of mental health problems, and the efficacy of such interventions has been confirmed in several studies [56-60]. To the best of our knowledge, such apps have not yet been developed for the Chinese population, nor have they been tested.

This study showed that meditation was the main intervention offered by apps that aim to help users relieve stress. Previous studies [61,62] have, indeed, shown that meditation supported by online tools can have a significant beneficial effect on depression, anxiety, and well-being and a large effect on stress. This study showed that meditation was the main intervention offered by apps that aim to help users relieve stress. Previous studies [61,62] have, indeed, shown that meditation supported by online tools can have a significant beneficial effect on depression, anxiety, and well-being and a large effect on stress.

Most psychoeducation apps covered one or more of the eight core aspects of mental health information that have been proposed as part of national policy. As a result, the apps were usually quite complete and accurate in their information coverage. The fact that some psychoeducation apps were downloaded more than 100,000 times (eg, the app gelixixi had been downloaded 780,000 times, and the app xinxilixunyidianling had been downloaded 580,000 times), indicates that mHealth psychoeducation can play an important role in disseminating mental health knowledge, which in turn could help reduce levels of depression and psychological distress [63,64].

**Limitations**

This study has some limitations. First, we could not obtain the number of downloads for all apps because the iOS app store does not provide this information. In addition, even for the apps for which the download numbers were known, we could not be sure about the number of persons who actually used the app. Second, we based the evaluation of the apps on quite a superficial screening of app appearance and the information delivered by the developers. We did not check and cannot be sure that all services (eg, contact with certified professional) are provided as claimed and that all apps function correctly. Third, we evaluated if apps made any statements or claims about data safety, but could not evaluate if they, in fact, handled data securely. Fourth, we chose a set of search terms to make sure that we included many relevant apps; however, it is still possible that we missed some potentially relevant apps. Fifth, we did not carry out a formal evaluation of each app’s quality as this was outside the scope of this study. This study looked at the landscape of services and functionalities that are provided by the apps and evaluated their potential to contribute to mental health care development; however, app quality is also an important factor in determining an app’s usefulness. An interesting possibility for future studies could be to use a standardized measure to assess and compare the quality of individual apps (eg, the mobile app rating scale [65]); indeed, the mobile app rating scale has been used to evaluate the quality of mobile apps in other health-related fields in China [66]. Proper translation and validation of scales such as the mobile app rating scale in Chinese would be extremely useful for the systematic evaluation of mental health care apps. Sixth, all available apps were evaluated as of December 2018. Apps that have been newly added since then have not been included in this study; however, a new search (May 23, 2020) for the top 100 apps in the three Android app stores revealed that only 9 apps had been added since the initial search, making it unlikely that the current results and conclusions would have been significantly affected by their inclusion.

**Conclusions**

This study uncovered a large number of mental health apps available in China. The results show that there is a large variety in the aims and evidence-base among the apps. A considerable number of apps contained useful and evidence-based elements, such as good quality information about mental health, validated questionnaires, useful meditation methods, and access to counselors, which makes it likely that they can contribute positively to mental health care in China; however, for mental health care apps to substantially contribute, considerable challenges remain, including the need for more patient-focused and child- and adolescent-focused apps, the development of apps that can take over some of the roles of a health care provider, and efficacy studies.
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Abstract

Background: Influenza epidemics result in a public health and economic burden worldwide. Traditional surveillance techniques, which rely on doctor visits, provide data with a delay of 1 to 2 weeks. A means of obtaining real-time data and forecasting future outbreaks is desirable to provide more timely responses to influenza epidemics.

Objective: This study aimed to present the first implementation of a novel dataset by demonstrating its ability to supplement traditional disease surveillance at multiple spatial resolutions.

Methods: We used internet traffic data from the Centers for Disease Control and Prevention (CDC) website to determine the potential usability of this data source. We tested the traffic generated by 10 influenza-related pages in 8 states and 9 census divisions within the United States and compared it against clinical surveillance data.

Results: Our results yielded an $r^2$ value of 0.955 in the most successful case, promising results for some cases, and unsuccessful results for other cases. In the interest of scientific transparency to further the understanding of when internet data streams are an appropriate supplemental data source, we also included negative results (ie, unsuccessful models). Models that focused on a single influenza season were more successful than those that attempted to model multiple influenza seasons. Geographic resolution appeared to play a key role, with national and regional models being more successful, overall, than models at the state level.

Conclusions: These results demonstrate that internet data may be able to complement traditional influenza surveillance in some cases but not in others. Specifically, our results show that the CDC website traffic may inform national- and division-level models but not models for each individual state. In addition, our results show better agreement when the data were broken up by seasons instead of aggregated over several years. We anticipate that this work will lead to more complex nowcasting and forecasting models using this data stream.

(J Med Internet Res 2020;22(7):e14337) doi:10.2196/14337
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Introduction

Background and Motivation

Every year, an estimated 5% to 20% of people in the United States become infected with influenza [1]. The typical influenza season begins in October and ends in May, with the peak occurring in the winter months. Annually, 3000 to 50,000 people die from the flu, with another 200,000 people requiring hospitalization [2]. The yearly flu burden is estimated to cost around US $11.2 billion in lost productivity, with some estimates as high as US $87 billion [2,3]. Timely surveillance of influenza can help reduce this burden, allowing health care facilities to more adequately prepare for the influx of patients when flu levels are high [4].

One common surveillance measure is the fraction of patients presenting with influenza-like illness (ILI), consisting of a fever of at least 100°F (37.8°C) and a cough or sore throat with no other known cause [5]. ILI data are collected from about 2900 volunteer health care providers throughout the United States, although each week, only about 1800 of them report their data. These data are then aggregated and made public after a time lag of about 1 to 2 weeks [1,6-10]. As the ILI data are collected from volunteer health care providers, the dataset is incomplete. If policies were enacted to provide incentives for health care providers who report these data or to make reporting compulsory, the result would be a more complete dataset. Other surveillance systems include virological data from the World Health Organization, emergency department visits, electronic health records, crowd-sourced ILI reports, Widely Internet Sourced Distributed Monitoring, Influenzanet, and Flu Near You [11,12].

Internet Data Streams

In the United States, 87% [13] of adults use the internet. Of those internet users, 72% [13] have used the internet to search for health information within the last year. The most common health-related searches are for information regarding a specific disease or condition (66%) and information about a specific treatment or procedure (56%) [13,14].

There are two main types of health-related internet activity. The first is health sharing, in which internet users post about health-related topics (eg, a tweet about being sick). The second is health seeking, in which users use the internet to obtain information about health-related topics [6]. In this paper, we focused on health-seeking behavior. Previous studies have shown that analyzing web-based health-seeking behavior can improve early detection of disease incidence by detecting changes in disease activity [9,15-19]. Similarly, other studies have shown that internet data emerging from search queries can aid detection of outbreaks in areas with large populations of internet users [20] because web-based health-related search queries and epidemics are often strongly correlated [20,21].

Internet data have been used to forecast disease incidence in other models. Polgreen et al [9] developed linear influenza forecasting models with lags of 1 to 10 weeks for each of the 9 US Census regions using search queries from Yahoo [9]. The best performing models had lags of 1 to 3 weeks and an average $r^2$ value of 0.38 (with a high of 0.57 in the East South Central region) [9]. These low $r^2$ values demonstrate potential problems in relying on search information alone. Ginsberg et al [15] were able to predict influenza epidemics 2 weeks in advance using Google search queries to fit linear models using log-odds of ILI visits and related searches.

Using a Poisson distribution and Lasso regression, McIver and Brownstein [8] obtained an $r^2$ value of 0.946 using Wikipedia data, although some data were excluded from analyses because of increased media attention and higher than normal influenza activity. Generous et al [7] used Wikipedia data to train a statistical model with linear regression, which demonstrated its potential for forecasting disease incidence worldwide, including influenza in the United States, which had an $r^2$ value of 0.89. Hickmann et al [1] conducted a similar study of linear regression models, which showed that using Wikipedia to forecast influenza in the United States for the 2013 to 2014 season resulted in an $r^2$ value greater than 0.9 in some instances.

Integrating both Wikipedia data and Google Flu Trends, Bardak et al [22] obtained $r^2$ values of 0.94 and 0.91 using ordinary least squares (OLS) and ridge regression, respectively, for forecasting influenza outbreaks. For OLS nowcasting, the $r^2$ value was 0.98 in the best case. For the best fit, the weekly data were offset by 1 week, so that ILI visits were correlated with internet data from the prior week [22].

As part of the Centers for Disease Control and Prevention (CDC)’s 2013 to 2014 Predict the Influenza Season Challenge, 9 teams used digital data sources to create forecasting models. The digital sources these teams used were Wikipedia, Twitter, Google Flu Trends, and HealthMap. The teams used either mechanistic or statistical models to create their forecasts, with the most successful team using multiple data sources, which may have reduced biases usually associated with internet data streams [23]. Broniatowski et al [24] used Twitter data to detect increasing and decreasing influenza prevalence with 85% accuracy. Zhang et al [25] used Twitter data to inform stochastically, spatially structured mechanistic models of influenza in the United States, Italy, and Spain.

Internet data streams have also been used to supplement traditional surveillance techniques with nowcasting models. Paul et al [26] used Twitter along with ILI data from the CDC to produce nowcasting influenza models as well as nowcasting models using solely ILI data. They concluded that the addition of Twitter data led to more accurate nowcasting models. Santillana et al [27] combined Google Trends data and CDC-reported ILI data to create models for nowcasting and forecasting influenza. Lamos et al [28] used search query data to explore both linear and nonlinear nowcasting models. Yang et al [29] used Google search data to create an influenza tracking model with autoregression.

In contrast, we considered data on page views of the CDC website rather than search data from sites not solely devoted to public health. We used this dataset because we expect it to be inherently less noisy because of its focus on public health issues. We used OLS to nowcast influenza nationally, across the 9 US
census divisions, and across 8 states using access data from 10 influenza-related CDC pages. Our nowcasting models cover influenza seasons from 2013 to 2016, with the 2012 to 2013 season being partially included because the CDC page view dataset begins on January 1, 2013. The inclusion of an incomplete influenza season serves to inform if this dataset can be used given a more restrictive time frame. We included both positive and negative results to advance our knowledge regarding when internet data may or may not work. The negative results are crucial to advancing the field of disease surveillance using internet data, as they demonstrate when these data sources contribute to unreliable surveillance. We focus on answering the following two research questions: (1) Can CDC page visits be used as an additional data source for monitoring disease incidence? and (2) What is the appropriate time shift of the page view data needed to obtain the best data fit?

**Methods**

**Data Sources**

We used page view data provided by the CDC. Each data point contains the page name, date and time of access, and the geographic location from where the page was viewed. These data are available at geographic resolutions of national and state levels and include some metropolitan areas (e.g., New York City). The data are available at a number of temporal resolutions beginning on January 1, 2013. For these models, we used weekly page view data to coincide with the ILI data temporal resolution. The data are available as raw page view counts and page view counts normalized with respect to all CDC page views, and we considered the latter for this work. We selected pages associated with general influenza information, treatment, and diagnosis. Pages were sometimes renamed, but we were able to follow the evolution of each selected page by using keywords in the page titles as well as the date ranges for available data.

As the majority of health-related internet searches concern specific conditions, treatments, and procedures [14], we selected pages related to those topics. These pages also align with the study by Johnson et al [30], who used pages in the categories of diagnosis and treatment as well as prevention and vaccination for influenza surveillance [30]. Specifically, we used the following pages: antivirals, flu basics, FluView, high risk complications, key facts, prevention, symptoms, treating influenza, treatment, and vaccine. We then aggregated the page views of interest for each of our models. FluView has the potential to be an outlier page, especially when used alone, as this page tracks the severity of the influenza season and could have higher page views as a result of media attention and severe influenza seasons. However, when combined with other pages focused on treatment and prevention, we expected these page view data to be useful for our models. A complete list of pages can be found in Multimedia Appendix 1.

The states we selected were based on the severity of flu (determined from FluView) during the available seasons and the availability of ILI data at the time of the study, which is not standardized and is dependent on each state’s reporting mechanism. ILI data for each state include the week ending or starting date and the percentage of ILI for the specified week. Although some states also report additional data, such as school closures and hospitalizations, these data are not made available by every state. Note that ILI reporting and accessibility vary across all states. The states we selected were (1) California, (2) Maine, (3) Missouri, (4) New Jersey, (5) New Mexico, (6) North Carolina, (7) Texas, and (8) Wisconsin. With the exception of Texas, these states did not release ILI data outside of the typical flu season. As the purpose of this study was to demonstrate the viability of nowcasting, we considered only those ILI data available during the study period. Although some states have made their ILI more accessible since the end of the study, we did not consider these data, as they were not available during the study period. The exclusion of additional data not available during the study period helps to preserve the premise of nowcasting by focusing only on data sources available during the study period. Likewise, our state ILI data often came from the state’s individual weekly reports during the seasons used in the study. A complete list of the data sources for the state ILI can be found in Multimedia Appendix 2, and the clinical data are available in Multimedia Appendices 3 and 4.

Figure 1 shows the percentage of ILI visits for each state considered in this study and the national percentage of ILI visits. We see distinct spikes that indicate the peaks of the flu seasons. With the exception of Maine, which behaves as an outlier at times, the figure shows spikes indicating there are peak weeks for influenza-related page views. Texas also exhibits outlier behavior with ILI percentages consistently higher than the typical national baseline of 2%, which is used to determine when the flu has reached epidemic status. These 2 outliers are shown in teal (Texas) and dark blue (Maine). The national ILI is shown in black. The remaining states exhibit behavior consistent with the national ILI trend. Figure 2 shows the CDC page view data as a heat map: weeks with more page views are shown darker than weeks with fewer page views.
Figure 1. Percentage of ILI visits per state compared with the typical national baseline of 2%. Maine (dark blue) and Texas (teal) exhibit outlier behavior, with Texas having a greater ILI percentage and Maine having a lesser ILI percentage. The remaining states follow the national ILI trend, shown in black. ILI: influenza-like illness.
Figure 2. Normalized CDC web traffic as a heat map. Darker areas indicate more page views and appear to correlate with increases in influenza-like illness. The page views also appear to be more prevalent during the typical influenza season, October to May. CDC: Centers for Disease Control and Prevention.

In addition to selected states, we also considered the 9 US census divisions: New England, Middle Atlantic, East North Central, West North Central, South Atlantic, East South Central, West South Central, Mountain, and Pacific. Multimedia Appendix 5 provides a list of states included in each division. Data for the census divisions were obtained from the CDC and are presented in Multimedia Appendix 3.

**Linear Regression**

We used statsmodels version 0.9.0 [31], a statistical analysis module for Python, to perform linear regression on our datasets using OLS. This creates a linear model $M$, the summation of regression coefficients multiplied by page view data. Figure 3 shows the mathematical formula of $M$, where $\hat{\beta}$ are the regression coefficients and $X_1, X_2, ..., X_n$ is the vector of CDC page view data, with $n$ representing the number of CDC pages used for the model, ranging from 1 to 10. $M$ is a value between 0 and 1, representing the fraction of ILI visits. To plot the models and data on the same axes, we normalized $M$ for visualization purposes, with $M=1$ corresponding to the ILI percentage during the peak week of the influenza season. We correlated ILI and CDC page views for the same week or with a 1-week shift. In the shifted cases, we shifted the ILI data forward by 1 week, so that the model associates the current week’s page views with the following week’s ILI data. This shift is performed to account for the incubation period of influenza and the time between the onset of symptoms and the first doctor visit. Statsmodels [31] uses the CDC page view and ILI data to determine the appropriate regression coefficients; fits parameters with OLS; and computes the goodness-of-fit, $r^2$, also referred to as the coefficient of determination. The $r^2$ value measures how well 2 time series correlate. An $r^2$ value of 1 indicates a perfect fit, whereas an $r^2$ value of 0 indicates no correlation. Although $r^2$ is not necessarily the best metric to judge goodness-of-fit [6], it is nonetheless the most common metric used and still provides one with a decent overall sense of fit quality. In addition, we examined the root mean square error (RMSE) and the normalized root mean square error (NRMSE) using Python scikit-learn libraries. The RMSE and NRMSE metrics measure how the model prediction differs from the actual data, with the NRMSE normalized so that the greatest possible value is 1. For these metrics, lower numbers indicate a better fit.
Results

Format of Results
We analyzed the data at the national, division, and state levels and computed $r^2$ for each geographic resolution. In this section, we discuss the results of our experiments, both successes and failures. We include figures of models at the national, census division, and state levels. Owing to the varying scales between page views and ILI percent, we chose to normalize the data and our models to plot them on the same axes. Raw data were used to create the models and then each model was normalized with respect to its maximum. We also normalized the ILI data and CDC web traffic data with respect to their maximums for the given period so that all 3 curves may appear in the same plot. Additional model successes and failures not discussed here can be found in Multimedia Appendix 6.

National Results
We selected pages that corresponded to the topics most often searched during web-based health-seeking activities. Aggregating all 10 pages in a single model, we were able to achieve an $r^2$ value of 0.889 for the national 2012 to 2013 influenza season after implementing a 1-week shift. We also succeeded in modeling the national 2015 to 2016 influenza season with no shift, achieving an $r^2$ value of 0.834. We obtained better results when limiting the pages to FluView, Symptoms, and Treatment, which we attribute to the information on these pages aligning with topics most commonly used for internet health seeking. For these pages, the most successful models did not have a shift. For the 2012 to 2013 influenza season, we achieved an $r^2$ value of 0.906. The model for the 2015 to 2016 season had an $r^2$ value of 0.891. Table 1 shows the most successful model for each influenza season included in this study. Figure 4 shows these models, with each figure caption indicating which page(s) comprise CDC web traffic, which appears in each figure and are the data used in the model.

Table 1. Pages and shifts for the most successful models for each influenza season at the national level.

<table>
<thead>
<tr>
<th>Pages used in model</th>
<th>Season</th>
<th>Shift</th>
<th>$r^2$</th>
<th>Root mean square error</th>
<th>Normalized root mean square error</th>
</tr>
</thead>
<tbody>
<tr>
<td>FluView, Symptoms, and Treatment</td>
<td>2012-2013</td>
<td>None</td>
<td>0.912</td>
<td>0.423</td>
<td>0.070</td>
</tr>
<tr>
<td>Symptoms</td>
<td>2015-2016</td>
<td>None</td>
<td>0.892</td>
<td>0.213</td>
<td>0.060</td>
</tr>
<tr>
<td>FluView</td>
<td>2013-2014</td>
<td>None</td>
<td>0.802</td>
<td>0.510</td>
<td>0.111</td>
</tr>
<tr>
<td>Antivirals and Prevention</td>
<td>2014-2015</td>
<td>None</td>
<td>0.778</td>
<td>0.615</td>
<td>0.103</td>
</tr>
</tbody>
</table>
Figure 4. These plots show national models and the associated pages and influenza seasons. (A) FluView, Symptoms, and Treatment, 2012 to 2013. (B) Symptoms, 2015 to 2016. (C) FluView, 2013 to 2014. (D) Antivirals and Prevention, 2014 to 2015. CDC: Centers for Disease Control and Prevention; ILI: influenza-like illness.

Census Division Results
Using the data for each of the 9 census divisions, we were able to achieve an $r^2$ value greater than 0.7 for at least one case for each division. We considered all seasons together and separately, with the better results obtained from modeling each individual season. We considered all 10 pages together as well as combinations of one or more of these pages. In the most successful case, the model was able to closely match the 2015 to 2016 influenza season for the West North Central division, with an $r^2$ value of 0.955 using the FluView, Symptoms, and Treatment pages. Although we had successes using all 10 pages, the most successful model for each division involved only these 3 pages. Figure 5 shows some of these models, and Table 2 highlights these successes.
Figure 5. Census division model successes using the FluView, Symptoms, and Treatment pages for the 2012 to 2013 influenza season. (A) West North Central, 2012 to 2013. (B) Mountain, 2012 to 2013. (C) East North Central, 1-week shift, 2012 to 2013. (D) Pacific, 2012 to 2013. (E) West South Central 2012 to 2013. These plots represent the census division models that had the highest $r^2$ value in the 2012 to 2013 influenza season. CDC: Centers for Disease Control and Prevention; ILI: influenza-like illness.
Table 2. The 9 census divisions and the season and shift for which the division’s model had the highest $r^2$ value. The table also shows the root mean square error and the normalized root mean square error. The results presented correspond to the FluView, Symptoms, and Treatment pages aggregated.

<table>
<thead>
<tr>
<th>Division</th>
<th>Season</th>
<th>Shift</th>
<th>$r^2$</th>
<th>Root mean square error</th>
<th>Normalized root mean square error</th>
</tr>
</thead>
<tbody>
<tr>
<td>West North Central</td>
<td>2012-2013</td>
<td>None</td>
<td>0.955</td>
<td>0.367</td>
<td>0.057</td>
</tr>
<tr>
<td>Mountain</td>
<td>2012-2013</td>
<td>None</td>
<td>0.921</td>
<td>0.336</td>
<td>0.077</td>
</tr>
<tr>
<td>New England</td>
<td>2015-2016</td>
<td>None</td>
<td>0.920</td>
<td>0.096</td>
<td>0.096</td>
</tr>
<tr>
<td>East North Central</td>
<td>2012-2013</td>
<td>1 week</td>
<td>0.899</td>
<td>0.331</td>
<td>0.076</td>
</tr>
<tr>
<td>South Atlantic</td>
<td>2015-2016</td>
<td>None</td>
<td>0.893</td>
<td>0.218</td>
<td>0.065</td>
</tr>
<tr>
<td>Middle Atlantic</td>
<td>2015-2016</td>
<td>None</td>
<td>0.861</td>
<td>0.302</td>
<td>0.073</td>
</tr>
<tr>
<td>Pacific</td>
<td>2012-2013</td>
<td>None</td>
<td>0.849</td>
<td>0.503</td>
<td>0.094</td>
</tr>
<tr>
<td>West South Central</td>
<td>2012-2013</td>
<td>None</td>
<td>0.828</td>
<td>0.986</td>
<td>0.105</td>
</tr>
<tr>
<td>East South Central</td>
<td>2015-2016</td>
<td>1 week</td>
<td>0.793</td>
<td>0.365</td>
<td>0.082</td>
</tr>
</tbody>
</table>

State Results

We found $r^2$ for each of the states considered in this study, using a variety of pages and page combinations. Table 3 lists the most successful models for each state, the season, the data shift, and the $r^2$ value.

Table 3. The most successful results for each state considered in this study.

<table>
<thead>
<tr>
<th>State</th>
<th>Page(s)</th>
<th>Season</th>
<th>Shift</th>
<th>$r^2$</th>
<th>Root mean square error</th>
<th>Normalized root mean square error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Texas</td>
<td>All\textsuperscript{a}</td>
<td>2012-2013</td>
<td>1 week</td>
<td>0.930</td>
<td>0.667</td>
<td>0.067</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>FVST\textsuperscript{b}</td>
<td>2012-2013</td>
<td>None</td>
<td>0.833</td>
<td>0.533</td>
<td>0.127</td>
</tr>
<tr>
<td>New Jersey</td>
<td>All</td>
<td>2012-2013</td>
<td>1 week</td>
<td>0.832</td>
<td>0.767</td>
<td>0.117</td>
</tr>
<tr>
<td>Missouri</td>
<td>FVST</td>
<td>2012-2013</td>
<td>1 week</td>
<td>0.823</td>
<td>0.801</td>
<td>0.127</td>
</tr>
<tr>
<td>North Carolina</td>
<td>FVST</td>
<td>2015-2016</td>
<td>1 week</td>
<td>0.781</td>
<td>0.455</td>
<td>0.106</td>
</tr>
<tr>
<td>New Mexico</td>
<td>All</td>
<td>2015-2016</td>
<td>1 week</td>
<td>0.771</td>
<td>1.184</td>
<td>0.197</td>
</tr>
<tr>
<td>California</td>
<td>FVST</td>
<td>2012-2013</td>
<td>1 week</td>
<td>0.758</td>
<td>0.777</td>
<td>0.125</td>
</tr>
<tr>
<td>Maine</td>
<td>Antivirals</td>
<td>2012-2013</td>
<td>None</td>
<td>0.662</td>
<td>0.445</td>
<td>0.171</td>
</tr>
</tbody>
</table>

\textsuperscript{a}All refers to the aggregation of all 10 pages.

\textsuperscript{b}FVST refers to the aggregation of the FluView, Symptoms, and Treatment pages.

Figure 6 shows both successes and failures at the state level. Adding all the pages together, we were able to obtain $r^2$ values of 0.930 and 0.801 for Texas and Wisconsin, respectively, for the 2012 to 2013 influenza season. For the 2013 to 2014 season, the highest $r^2$ value was 0.187 for Wisconsin. For the 2014 to 2015 season, the highest $r^2$ value was 0.322 for Missouri. For the 2015 to 2016 season, the highest $r^2$ value was 0.647 for North Carolina.
Figure 6. Different states during different seasons. (A) Texas, 1-week shift, 2012 to 2013. (B) Wisconsin, 2013 to 2014. (C) Missouri, 2014 to 2015. (D) North Carolina, 2015 to 2016. (E) Wisconsin 2012 to 2013. The $r^2$ values of each of these models ranged from 0.187 to 0.930. These models aggregated all 10 pages, and the success varied by state. CDC: Centers for Disease Control and Prevention; ILI: influenza-like illness.

We were not surprised that Texas had the best fit. Texas was the only state we included that provided ILI data not only for the typical influenza season but also for the off-season. These additional data likely contributed to the success of the Texas models. In keeping with our nowcasting scenario, we only included data available during the study period. During that period, Texas was the only state that provided off-season ILI data. These data have since been made available from other states, but the availability was not present during the study. The lack of success we encountered in modeling Maine was also expected because of Maine’s outlier behavior in ILI, having values considerably lower and out of pattern with other states. The models in Figure 6 included all 10 pages aggregated together. However, as indicated by the individual state results,
this does not always lead to the best fit. Successful models often include a combination of select pages (such as FluView, Symptoms, and Treatment) but not an aggregation of all 10. Furthermore, aside from Texas, we did not have ILI data for the states outside of the typical flu season. Without these additional data, we are unable to determine how strongly the lower page views in the off-season correlate with off-season ILI.

We then shifted the ILI data forward by 1 week. The regression analysis yielded 7 state/season combinations with $r^2$ values greater than 0.7 (Table 4). The table also includes both the regular RMSE and NRMSE.

<table>
<thead>
<tr>
<th>State</th>
<th>Season</th>
<th>$r^2$</th>
<th>Root mean square error</th>
<th>Normalized root mean square error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Texas</td>
<td>2012-2013</td>
<td>0.930</td>
<td>0.667</td>
<td>0.067</td>
</tr>
<tr>
<td>New Jersey</td>
<td>2012-2013</td>
<td>0.832</td>
<td>0.767</td>
<td>0.117</td>
</tr>
<tr>
<td>New Mexico</td>
<td>2015-2016</td>
<td>0.771</td>
<td>1.184</td>
<td>0.197</td>
</tr>
<tr>
<td>California</td>
<td>2012-2013</td>
<td>0.746</td>
<td>0.797</td>
<td>0.129</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>2012-2013</td>
<td>0.727</td>
<td>0.626</td>
<td>0.153</td>
</tr>
<tr>
<td>North Carolina</td>
<td>2015-2016</td>
<td>0.708</td>
<td>1.028</td>
<td>0.204</td>
</tr>
<tr>
<td>Missouri</td>
<td>2012-2013</td>
<td>0.702</td>
<td>1.039</td>
<td>0.165</td>
</tr>
</tbody>
</table>

Adding only the FluView, Symptoms, and Treatment pages, we obtained an $r^2$ value of 0.7 or greater for 6 state/season combinations. For the 2013 to 2014 season, the highest $r^2$ values were 0.612 for California and 0.568 for Wisconsin. Although this is still less than desired, it is a vast improvement from the $r^2$ values found from adding all 10 pages. For the 2014 to 2015 season, the highest $r^2$ was 0.575 for Missouri. Again, although the correlation appears to be weak, it is a stronger correlation than taking all 10 pages together. Using the same 3 pages and implementing a 1-week shift, we obtained an $r^2$ value of 7 or greater for 10 state/season combinations. For the 2014 to 2015 season, the highest $r^2$ value was 0.548 for Missouri.

**State Influenza-Like Illness Data Availability**

The purpose of this study was to demonstrate the viability of near real-time nowcasting during the influenza seasons from 2013 to 2016. To maintain the premise of nowcasting, we chose states with publicly available data, or data available on request, during the period of the study. During the study period, state ILI data were not readily available on the CDC website. Instead, we had to rely on data available through state health-related organizations for each state. In addition, throughout the course of influenza seasons, ILI numbers are often updated as delayed data are reported and made available. However, because we are focusing our study on a nowcasting scenario, we do not consider the ILI data from those seasons as they are reported today but rather as they were reported during the study period.

**Model Failures**

We generally found the models to be successful when considering pages most closely related to typical health-seeking behavior and when considering each flu season individually. When trying to model multiple influenza seasons together, we had a number of unsuccessful models. Considering all pages and national ILI data, the model combining the 2012 to 2013 and 2013 to 2014 influenza seasons had an $r^2$ value of 0.061 and RMSE of 0.553. The combined 2013 to 2014 and 2014 to 2015 model had an $r^2$ value of 0.241 and RMSE of 0.208. The combined 2014 to 2015 and 2015 to 2016 model had an $r^2$ value of 0.251 and RMSE of 0.286. At the state level, combining all pages resulted in a number of unsuccessful models. For the 2013 to 2014 season, the Wisconsin model had an $r^2$ value of 0.187 and RMSE of 0.523. For the 2014 to 2015 season, the Missouri model had an $r^2$ value of 0.322 and RMSE of 1.845. Model failures not included in this section can be found in Multimedia Appendix 6.

We speculate that a number of factors could contribute to these negative results. Although influenza is a seasonal disease, similar strains can span multiple years, affecting the susceptible populations in subsequent years. Our data stream may be biased toward individuals with more awareness of the CDC. Furthermore, individuals who search for influenza information in one season may not search for that information the next year. Finally, with the exception of Texas, we only have ILI data for the influenza season itself. Thus, although we do have internet data for off-season influenza page views, we do not have corresponding ILI data.

**Discussion**

**Conclusions**

Internet surveillance data have proven beneficial in predicting ILI incidence during flu seasons. However, our results show that the benefit of internet data streams on informing disease is inconclusive; that is, this study shows that the CDC website traffic can be informative in some cases (eg, national level) but not in others (eg, state level). To determine the extent, we must return to our original research questions.

**Research Question 1**

Given the successes of some of our models, we can conclude that CDC page view data can be used as an additional data...
source for monitoring disease incidence in some cases (eg, at the national level). The degree to which these data can be used appears to rely on the page selection and time frame. The results of the best models varied across geographic and temporal resolutions, but some trends were consistent in most cases. We obtained successful nowcasts when selecting pages related to topics most commonly used for web-based health queries (specific diseases and treatments) during the time span of a typical influenza season. Longer time spans and pages less associated with specific diseases and treatments led to less successful models. Outlier behavior, such as the ILI data in Maine, affected our models and resulted in less successful models than states with ILI curves exhibiting expected behavior. These results can assist others in selecting appropriate supplemental datasets for disease surveillance as well as appropriate spatial and temporal resolutions.

**Research Question 2**

We obtained our most successful results using a 1-week shift. Moreover, 2-week shifts were successful in some cases but were overall less correlated than 1-week shifts (Multimedia Appendix 6). Using no shift at all proved successful in some cases but not in others. We surmise that the shift required for the best fit depends on the incubation period for the disease in question as well as the period of reporting. The CDC internet data are available daily; however, ILI data are available weekly, so we are limited in the types of shifts we can apply to the datasets. Another factor that could contribute to the need for a 1-week shift is the amount of time between the page view and the subsequent visit to a health care center. If there are one or more days between the page view and the visit, then these 2 events could occur during different weeks. Shifting the data by 1 week accounts for this behavior.

**Future Work**

We conclude that more studies on internet data streams are needed to understand when and why internet data work. Our methods are consistent with other feasibility studies and provide insight into the conditions under which internet data streams may inform influenza models. Future work should include rigorously testing the predictive power of the models by separating data into training and testing sets [6].

More studies on geographic resolution could provide a better insight into why some models outperform others at various spatial resolutions. National models across single influenza seasons performed well, with each season included in the study having at least one model with an $r^2$ value greater than 0.75. We attribute the national model successes to the representation of all 50 states. Internet access may not be as prevalent in all states, but the inclusion of all 50 states allows for more data to be considered. Likewise, the census division models performed well, with overall $r^2$ values greater than those achieved from national models. Each census division had at least one model in the study with an $r^2$ value greater than 0.79. We attribute these successes to not only the inclusion of all states but also the division into geographic areas. There are instances in which a person may live in one state and seek medical care in another, perhaps because of working in a neighboring state. These instances are not accounted for by simply looking at states but can be accounted for by considering several neighboring states for 1 model. At the state level, models were overall less successful than at national and census division levels, but each state considered in the study had at least one model with an $r^2$ value greater than 0.65, and all but Maine had models with an $r^2$ value greater than 0.75. We attribute the overall lower success of state models to a combination of varying levels of internet access across populated and rural areas, the possibility of people living near neighboring states seeking health care in another state, and the inconsistencies in data availability during the study period. As our study focused on using data sources available during the study, we were limited in the states we could model because of the scarcity of the data.

More studies on temporal resolution could provide a better insight into how best to model seasonal diseases over multiple seasons. Models across multiple seasons were not successful, which we attribute in part to the off-season ILI data being unavailable during the study period. As influenza is a seasonal disease, modeling multiple seasons with 1 model may not be the correct approach, and our multiseason models support this idea. However, more exhaustive studies are needed to draw definitive conclusions on the appropriate spatial resolution for modeling influenza.
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Abstract

Background: News media coverage is a powerful influence on public attitude and government action. The digitization of news media covering the current opioid epidemic has changed the landscape of coverage and may have implications for how to effectively respond to the opioid crisis.

Objective: This study aims to characterize the relationship between volume of online opioid news reporting and opioid-related deaths in the United States and how these measures differ across geographic and socioeconomic county-level factors.

Methods: Online news reports from February 2018 to April 2019 on opioid-related events in the United States were extracted from Google News. News data were aggregated at the county level and compared against opioid-related death counts. Ordinary least squares regression was used to model opioid-related death rate and opioid news coverage with the inclusion of socioeconomic and geographic explanatory variables.

Results: A total of 35,758 relevant news reports were collected representing 1789 counties. Regression analysis revealed that opioid-related death rate was positively associated with news reporting. However, opioid-related death rate and news reporting volume showed opposite correlations with educational attainment and rurality. When controlling for variation in death rate, counties in the Northeast were overrepresented by news coverage.

Conclusions: Our results suggest that regional variation in the volume of opioid-related news reporting does not reflect regional variation in opioid-related death rate. Differences in the amount of media attention may influence perceptions of the severity of opioid epidemic. Future studies should investigate the influence of media reporting on public support and action on opioid issues.

(J Med Internet Res 2020;22(7):e17693) doi:10.2196/17693
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Introduction

Each day in the United States, more than 130 people die from opioid overdose and its death toll only continues to rise [1]. The unprecedented magnitude and growth of the opioid crisis have given it a prominent place in news reporting. As mass media is a powerful influence on public opinion, monitoring trends and differences in the volume of opioid-related news stories may offer important insights for addressing this crisis.

Analyzing the content of popular news coverage is an established method for studying the public discourse surrounding health and social issues and how this discourse may influence public attitudes [2-10]. Large bodies of research have demonstrated the agenda-setting function of news media [11,12]. By focusing coverage on some topics rather than on others, news media can influence which issues audiences perceive to be more important and in more need of response. For example, an analysis of over 25 years of General Social Survey data showed that greater rates of newspaper reading and television viewing were associated with higher likelihoods of public desire of funding to be directed to addiction [6]. In another study, a time-series analysis of changing public opinion about the importance of illegal drug use in the United States showed that public views were largely driven by news media describing drug abuse as a crisis [7].

Of particular interest is how differences in the volume of media attention may translate into differences in government policy, funding, and resource deployment, and thereby affect particular geographic regions and social groups. For example, a content analysis of 100 popular press articles revealed that differential media coverage of whites and blacks in the opioid epidemic of the 2000s may have led to different public responses and policy interventions [13]. Another study found evidence that biased media coverage directed policy to be disproportionately aimed at specific stereotypes of drug users [14]. In these ways, the uneven landscape of opioid media reporting may play a major role in the differences in public health outcomes of the current US opioid epidemic.

As the opioid crisis is a relatively new public health problem, previous research on media coverage of the opioid epidemic in the United States is limited. Borwein et al [15] found that print news media in North America portrayed the opioid analgesic oxycodone as a social problem, which coincided with the reduction in oxycodone prescriptions by doctors in Nova Scotia, Canada, but the authors were not able to determine a causal relationship. McGinty et al [9] studied how opioid analgesic use was depicted by the US print and television media from 1998 to 2012, revealing that in the United States, the issue was commonly framed as a criminal justice problem requiring legal solutions rather than a remediable public health issue. Lillian Seklir and Lori Dorfman [5] found contrarily that in media coverage in Northern California, opioid addiction is routinely presented as both a public health and a criminal justice issue, but public health advocates and medical practitioners are largely absent from the coverage.

In this study, we developed a platform called DrugMap.org, a novel multistream real-time surveillance system that aggregates online news reports on opioid-related events, to investigate geographic and socioeconomic differences in the volume of opioid-related news reporting and opioid-related deaths in the United States. Our study expands on current research in four important ways: (1) Our real-time data set allows us to study the most recent (2018-2019) reports to uncover relevant trends in this fast-evolving public health issue. (2) Our expanded data set includes online news sources, which are significant because 93% of US adults report reading news online [16]. (3) The scope of our study encompasses all but 4 US states (Montana, North Dakota, South Dakota, and Wyoming). And (4) we dig more deeply into news trends by associating them with epidemiological data and study how differences in socioeconomic status and geography may contribute to potential discrepancies between news media and the true nature of the opioid crisis.

Methods

DrugMap Data

News Reports Mentioning Opioids From DrugMap

News reports about opioids from February 2018 to April 2019 were collected from DrugMap.org, a multistream news archive platform we developed that captures news media data using automated scripts. Using the Google News API, DrugMap extracts all online news articles from Google News whose body text contained key opioids and opioid-related terms that were developed in consultation with medical toxicologists: opioid, oxycodin, dilaudid, suboxone, oxycodeone, morphin, methadon, buprenorphin, hydrocodon, heroin, fentanyl, naloxon, vicodin, percocet, actiq, duragesic, sublimaz, naltrexone, codeine, tylox, tramadol, tapentadol, ultram, percodon, roburtsin, demerol, roxict, avinza, butrans, dolophine, embeda, exalgo, nucynta, opana, kadian, oxymorphon, levorphanol, dilhydrocodeine, and zohydro. Although we included a detailed list of terms, this search list may not be fully comprehensive. We did not limit search topics to opioid drug overdose or deaths and included all opioid-related news, in line with previous drug news studies that modeled drug epidemics based on volume of all media related to the drug of interest [17].

Geographic coordinates (latitude and longitude) were assigned to each report using a previously established geolocation engine, CLIFF-CLAVIN, a text mining tool that parses news articles to retrieve place mentions [18]. The location where the reported opioid-related event occurred was determined using place names mentioned in the news report text. US county information was derived by inputting latitude and longitude into the census geocode Python library [19].

The number of opioid-related news reports retrieved from DrugMap was 92,124, spanning from February 7, 2018 to April 8, 2019. Duplicate online news reports, news reports with the same body text and URL, and articles in geographies outside the United States were excluded. News reports that reported a granularity larger than state level (eg, New England) were also removed from the analysis as these articles could not be defined to a specific county. After data cleaning, the total number of
reports mentioning opioids was 35,758 and represented all 50 states and 1789 unique counties. The data covered 56.93% (1789/3142) of all US counties. Of the 1789 counties represented by the DrugMap data, 14.76% (464/3142) also contained Centers for Disease Control and Prevention (CDC) opioid-related death data, and this subset was used in the regression analysis. The 464 counties represent 46 states plus Washington DC, with the 4 states not included being Montana, North Dakota, South Dakota, and Wyoming. To account for variation in county population, adjusted news volume was defined as the number of news reports per population and was calculated by dividing total report count by county population times 100,000 total population.

**County-Level Opioid-Related Deaths**

Population-adjusted rates of opioid-related deaths in 2017 were obtained from the Multiple Cause of Death data set produced by the Division of Vital Statistics of the National Center for Health Statistics at the CDC, accessible through the WONDER portal of the CDC [1]. This CDC data set was compiled from death certificates for US residents, with each entry containing a single underlying cause of death and up to 20 additional contributing causes. Because death certificates for drug overdose are not complete in identifying drugs involved (in 2017, 12% of drug overdose death certificates did not provide information on specific drugs involved), we aimed to be broad in our inclusion criteria for opioid-related deaths, querying for all deaths that contained an opioid in the multiple-cause-of-death category rather than the underlying-cause-of-death category. Specifically, the criteria for inclusion were the following ICD-10 codes: opioids (T40.0, T40.1, T40.2, T40.3, T40.4, or T40.6); natural and semisynthetic opioids (T40.2); methadone (T40.3); synthetic opioids, other than methadone (T40.4); and heroin (T40.1). Death rates were given in units of deaths per 100,000 total population in county. Retail opioid prescriptions dispensed per 100 persons were collected from the CDC Opioid Prescribing Rate database [20].

**County-Level Demographic and Socioeconomic Data**

Demographic and socioeconomic variables were used to assess how media reporting and death rate differed in their relationship to external variables. Data on census region membership (Northeast, South, Midwest, and West), county population, high-school attainment in county, percent white in county, median income in county, and percent rurality in county were obtained from the US Census Bureau of Statistics [21].

**Descriptive and Visual Analysis**

To examine spatial trends, population-adjusted opioid news volume from DrugMap was visualized on a geographic map of the United States. To examine social and demographic trends, 2 heatmaps were created: one showing opioid news volume per 100,000 total population in county on the axes of rurality and educational attainment and another showing opioid-related death rates per 100,000 total population in county on the same axes. These maps were created in the following manner: first, we identified counties that contained both news data and death data. Of this subset of counties, we created 25 groups based on quintiles of percent rurality in county and high-school graduation rate in county. For each group, we computed the average opioid news rate and average opioid-related death rate by taking the mean of the individual rates of the counties in each group. This allowed us to visualize differences in associations with socioeconomic factors for opioid-related deaths versus opioid reporting.

**Statistical Analyses**

Ordinary least squares regression was used to model county death rate and county report rate. A Poisson model was initially considered with population as an offset, but upon evaluation this model was rejected because of overdispersion, a violation of model assumptions. We then chose ordinary least squares after checking that the assumptions of normality of the residual terms were met. Counties with both DrugMap and CDC death data were used for this analysis. In Model 1, we modeled opioid-related death rate in county as a linear function of county geographic, demographic, and socioeconomic variables to identify area-level characteristics of greater opioid-related mortality. In Model 2, we used ordinary least squares regression to model news reporting rate in county as a linear function of county death rate and county variables to identify areas of higher volume of news reporting. A number of studies have described county characteristics associated with opioid use [22,23]. These include educational attainment, racial composition, physician supply, opioid prescribing rate, income, and rurality. These variables were included as controls in Model 1 and Model 2. All analyses were conducted with Python statsmodels [24].

**Results**

**Descriptive and Visual**

The median number of reports per state was 565.5 (range 7-4169) and the median number of reports per county was 5 (range 1-1631). At the county level, the median was 9.35 reports per 100,000 total population (range 0.38-430.57 per 100,000 total population). Figure 1 displays the population-adjusted volume of DrugMap reporting across the United States by percentile category. As can be seen, opioid reporting volume is higher in the Northeast, especially in the areas of Maine, New Hampshire, Vermont, and Massachusetts. Other states with high opioid reporting relative to population size are Alaska and Nevada.
Figure 1. US Map of DrugMap reports in county divided by county population, 2018-2019.

Figure 2A shows the mean value of opioid-related death rate on the axes of percent rurality quintile and high-school graduation rate quintile, and Figure 2B shows the mean value of opioid reporting on the same axes. In the mortality heatmap, counties in higher quintiles of rurality and lower quintiles of education are shaded more darkly, indicating greater opioid-related death rates in rural and less educated populations. By contrast, the heatmap of DrugMap news reporting shows more variation and does not reflect the pattern observed for opioid-related death. When we compare the distribution of online opioid news from DrugMap with the US populations, we find that for rurality, the news data represented 53.7% of the first quintile (least rural), 15.3% of the second quintile, 4% of the third quintile, and 0.4% of the fourth/fifth quintile (most rural). For high-school graduation rate, the news data represented 2.6% of the first quintile (least educated), 8.5% of the second quintile, 18.2% of the third quintile, 23.9% of the fourth quintile, and 18.9% of the fifth quintile (most educated). These differences show that there exists greater news coverage about opioids relative to opioid mortality in urban and more educated areas.

Figure 2. Heatmap showing distribution of opioid-related death rate (A) 2017 and DrugMap report rate (B) 2018-2019 by percent rural and percent high-school graduate.

**Regression**

Model 1 regression results are presented in Table 1. For every percentage point increase in percent white at the county level, there was on average 28.02 less opioid-related deaths per 100,000 total population \((P<.001)\), controlling for median income, rurality, high-school graduate rate, opioid prescribing rate, and geographic region. For every percentage point increase in percent rurality at the county level, there was on average 0.14 more opioid-related deaths per 100,000 total population \((P<.01)\), controlling for all other variables. For every percentage point increase in percent high-school graduation rate at the county level, there was on average 0.86 less opioid-related deaths per 100,000 total population \((P<.001)\), controlling for all other variables. Compared with the Midwest, the West had on average 9.99 less opioid-related deaths per 100,000 total population \((P<.001)\), whereas there was no significant differences for the
Northeast or South. Median income and opioid prescribing rate at the county level were not significantly associated with opioid-related death rate.

Model 2 regression results are presented in Table 1. Opioid mortality was positively associated with opioid news reporting; for every additional death per 100,000 total population at the county level, there was on average 0.40 more news reports per 100,000 total population (<.001), controlling for median income, percent white, rurality, high-school graduate rate, opioid prescribing rate, and geographic region. For every dollar increase in median income at the county level, there was on average 0.0003 more news reports per 100,000 total population (<.001), controlling for all other variables. For every percentage point increase in percent high-school graduation rate at the county level, there was on average 0.65 more news reports per 100,000 total population (<.01), controlling for all other variables. For every additional opioid prescription per 100 persons at the county level, there was on average 0.112 more news reports per 100,000 total population (<.001), whereas the South and West exhibited no significant differences. Percent white at the county level was not significantly associated with news reporting frequency.

Table 1. Summary of regression results of Models 1 and 2.\textsuperscript{a,b}

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Model 1</th>
<th>Model 2</th>
<th>95% CI</th>
<th>Model 1</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>Standard error</td>
<td>P value</td>
<td>Coefficient</td>
<td>Standard error</td>
</tr>
<tr>
<td>Death rate</td>
<td>84.202</td>
<td>18.575</td>
<td>&lt;.001</td>
<td>47.701 to 120.703</td>
<td>24.040</td>
</tr>
<tr>
<td>Death rate</td>
<td>N/A\textsuperscript{A}</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.397</td>
</tr>
<tr>
<td>Median income</td>
<td>–0.0001</td>
<td>6.28 $\times$ 10^{-5}</td>
<td>.11</td>
<td>–0.000 to 2.32 $\times$ 10^{-5}</td>
<td>–0.0003</td>
</tr>
<tr>
<td>Percent white</td>
<td>28.019</td>
<td>6.431</td>
<td>&lt;.001</td>
<td>15.382 to 40.656</td>
<td>0.410</td>
</tr>
<tr>
<td>Percent rural</td>
<td>0.143</td>
<td>0.054</td>
<td>&lt;.01</td>
<td>0.036 to 0.249</td>
<td>–0.172</td>
</tr>
<tr>
<td>Percent high-school graduate</td>
<td>–0.857</td>
<td>0.242</td>
<td>&lt;.001</td>
<td>–1.332 to –0.381</td>
<td>0.649</td>
</tr>
<tr>
<td>Opioid prescribing rate</td>
<td>0.024</td>
<td>0.046</td>
<td>.55</td>
<td>–0.065 to 0.114</td>
<td>–0.112</td>
</tr>
<tr>
<td>Northeast</td>
<td>–0.786</td>
<td>2.054</td>
<td>.70</td>
<td>–4.823 to 3.251</td>
<td>10.115</td>
</tr>
<tr>
<td>South</td>
<td>–1.919</td>
<td>1.911</td>
<td>.32</td>
<td>–5.675 to 1.836</td>
<td>0.779</td>
</tr>
<tr>
<td>West</td>
<td>–9.991</td>
<td>2.418</td>
<td>&lt;.001</td>
<td>–14.743 to –5.238</td>
<td>0.129</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Midwest was used as the reference group in both models.

\textsuperscript{b}For both models, N=464.

\textsuperscript{c}N/A: Not applicable.

**Discussion**

Results from our study show that opioid-related mortality and opioid-related news reporting were positively correlated with each other: increases in opioid-related death rate at the county level were associated with increases in news reports. However, opioid-related mortality and opioid-related news reporting differed in how they related to geographic, demographic, and socioeconomic factors. Opioid-related deaths are less common in the geographic region of the West and more common in communities that are less educated, have a greater proportion of whites, and are more rural. While this finding regarding how opioid mortality relates to geography, education, and racial breakdown is consistent with prior studies [25], our analysis suggests that opioid-related news reporting follows different trends. Areas with greater news reporting tended to be more educated, more urbanized, and located in the Northeast. These discrepancies in news reporting rate and death rate, which can be interpreted as a sign of the magnitude of the opioid crisis in a certain area, highlight potential differences in the relative attention of news coverage across regions, rural areas, and socioeconomic status. More urban and educated areas receive greater media attention even though the opposite pattern is observed for opioid-related deaths. Previous research has shown that greater media attention and coverage increase public and governmental responses [6,13]. This increased attention may lead the public and the government to devote more resources and develop policy intervention targeted to areas that are less affected by the opioid epidemic.

In recent years, mass media has become increasingly relevant because its online transmission is immediate and its reach is broad. Because online news is often the first point of contact people have with current events, online sources prime people’s perceptions of the reported issues going forward and potentially override conflicting information received afterward [26]. For example, during the 1980s War on Drugs, media depiction of the cocaine epidemic as a “ghetto” problem is widely believed to have contributed to the public’s perception of African American and Latino communities as more involved in drug use and distribution than was actually the case. For similar reasons, we propose that the public’s excessive perception of the opioid crisis is a result of the media’s greater attention to opioid-related news, especially in the Northeast, compared with other regions.
Americans and Latinos as addicts and criminals and white drug users as casualties and victims [13,27,28]. Another devastating case of differential media attention is the widely circulated news associating the measles vaccine with autism. News headlines prominently reported this association, and even though academics have long dispelled and discredited this link, this belief still persists because of the heightened media attention received by the original report and the lower media attention received by the studies that dismissed this association [29-31]. Through examining media trends for the current US opioid epidemic, we see that patterns of opioid media attention do not reflect the distribution of opioid-related deaths. This may lead to exacerbations of health disparities as previous studies have linked media attention with resource allocation. Lower media volume in areas with greater opioid use risk may reduce attention from government officials or public health agencies for these regions, leading to an increase in disparities. For instance, opioid-related deaths occur most in rural areas with lower education, suggesting that these areas are being affected the most. However, our results indicate that there may be less opioid-related news reporting and coming from these areas. This relative lack of news discussion could signal less awareness, interest, and investment in opioid issues in regions that are at greater risk.

Limitations

Results from this study were obtained at the area level based on county variables, so conclusions must be drawn at the ecological and not at the individual level. First, issues of collinearity across these demographic and socioeconomic variables prevented us from including all socioeconomic and demographic variables into the model. The specific variables selected in this study were based on previous research on opioid-related events. Second, our regression models provide information on associations and cannot be deemed causal. Third, while we adjusted news volume to consider differences in county population, the measures of baseline news output and readership may have been more direct control variables; however, these were unavailable during the study. Using these measures may have yielded different results.

There are benefits and drawbacks to our methodology of using opioid-related deaths as opposed to opioid-related overdose deaths for our analysis. Although the variable of opioid overdose deaths is more specific and perhaps more directly interpretable, overdose death data from the CDC are limited in important ways. Specifically, CDC data on drug overdose deaths are derived from information provided on death certificates, and not all death certificates for overdose include information on drugs involved. We chose not to specify drug overdose as the underlying cause of death for opioid-related mortality in order to encompass a broader view of the impact of the opioid epidemic across the United States. Although our data are still subject to the aforementioned data limitations, the broader scope of our inclusion criteria allows us to achieve a more comprehensive analysis. These limitations in national databases are reflected in our analysis as counties with poorer reporting, which tend to also be more rural, and are thus excluded. However, even with greater representation in more urban areas, our results demonstrate a relative lack of media opioid reporting in rural and less educated areas, thereby supporting the existence of biases in media reporting on opioids.

Finally, our study did not examine the language or content of opioid-related news reporting, such as positive and negative connotation or types of vocabulary used. Textual examination of media content should be conducted in follow-up studies as previous research has shown that framing can impact public perceptions and judgments toward certain socioeconomic groups [8,12,13,32]. Furthermore, while our study supports the existence of differences in reporting volume, it does not measure the effect of such trends on government support and action on opioid issues. Future studies should be carried out to empirically investigate the relationship between variation in news reporting volume and variation in realized efforts.

Conclusion

Our study brings to light potential differences in the volume of media portrayal of the current opioid epidemic. Previous research and theory have demonstrated a strong link between media attention and its impact on public perception, future resource allocation, and population-level opioid use behaviors. Although our study did not directly test these consequences, our results provide evidence supporting the existence of these media disparities across the United States. Given the importance of news media in shaping public attitudes and government efforts, it is critical that news reporting on opioids is distributed equitably and accurately to prevent misperceptions. Future studies should investigate trends in the content of news reporting on the opioid epidemic and how framing of news stories may be affecting government support and action on opioid issues.
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Abstract

Background: Health awareness initiatives are frequent but their efficacy is a matter of controversy. We have investigated the effect of the Eating Disorder Awareness Week and Wake Up Weight Watchers campaigns on Twitter.

Objective: We aimed to examine whether the Eating Disorder Awareness Week and Wake Up Weight Watchers initiatives increased the volume and dissemination of Twitter conversations related to eating disorders and investigate what content generates the most interest on Twitter.

Methods: Over a period of 12 consecutive days in 2018, we collected tweets containing the hashtag #wakeuptweightwatchers and hashtags related to Eating Disorder Awareness Week (#eatingdisorderawarenessweek, #eatingdisorderawareness, or #EDAW), with the hashtag #eatingdisorder as a control. The content of each tweet was rated as medical, testimony, help offer, awareness, pro-ana, or anti-ana. We analyzed the number of retweets and favorites generated, as well as the potential reach and impact of the hashtags and the characteristics of contributors.

Results: The number of #wakeuptweightwatchers tweets was higher than that of Eating Disorder Awareness Week and #eatingdisorder tweets (3900, 2056, and 1057, respectively). The content of tweets was significantly different between the hashtags analyzed (P < 0.001). Medical content was lower in the awareness campaigns. Awareness and help offer content were lower in #wakeuptweightwatchers tweets. Retweet and favorite ratios were highest in #wakeuptweightwatchers tweets. Eating Disorder Awareness Week achieved the highest impact, and very influential contributors participated.

Conclusions: Both awareness campaigns effectively promoted tweeting about eating disorders. The majority of tweets did not promote any specific preventive or help-seeking behaviors.

(J Med Internet Res 2020;22(7):e17626) doi:10.2196/17626
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Introduction

Eating disorders belong to a wide group of disorders characterized by weight concern, body image preoccupation, and persistent disturbances in eating that impair health and psychosocial functioning [1]. These diseases occur worldwide, mostly commonly in young women, with an estimated lifetime prevalence of 0.8% for anorexia nervosa and binge eating disorder and 0.3% for bulimia nervosa [2,3]. The etiology of these disorders is complex and not fully understood. Nonetheless, many aspects of Western culture, such as the “thin ideal” or media pressure, promote an obsession with weight loss and body image [4].

Several strategies have been established to reduce the prevalence of eating disorders [5]. Health awareness initiatives have become a frequent intervention strategy, as high-visibility programs have stimulated the discussion of certain health risks and enhanced public exposure to these issues [6]. For instance, Eating Disorder Awareness Week is an annual event sponsored by a wide range of partners that aims to increase public recognition of the preventive and supportive options for individuals suffering from eating disorder behaviors [7]. However, some initiatives are not scheduled in advance, as was the case with Wake Up Weight Watchers. On February 6, 2018, many health care providers were concerned when Weight Watchers announced free memberships for teenagers, because dieting as a teenager increases the risk of developing eating disorders and risky behaviors [8,9]. Thus, the Wake Up Weight Watchers initiative was developed to counteract the potentially negative effects of adolescent dieting [10]. Although the efficacy of health awareness initiatives is a matter of controversy, analytical studies of those related to eating disorders are particularly scarce [11].

Notably, research using Twitter has been an effective assessment strategy for analyzing patient attitudes toward various medical topics, including mental health [12,13]. Additionally, Twitter has been used to assess the impact of disease awareness programs on users, especially young adults and adolescents [14]. Thus, this platform could help health care providers effectively reach many young people troubled by eating disorders [15]. It has been shown that medical interventions conducted through Twitter can modify health-related behaviors [16]. Therefore, this platform could provide a good setting for the promotion of healthy lifestyles among at-risk individuals and encourage them to get in touch with health providers [17]. Previous research has found that engaging in help-seeking behavior has been an important factor in protecting the mental health of young people [18]. Despite these efforts to help, evidence nevertheless suggests that those experiencing eating disorder thoughts and behaviors are less likely to seek help for their mental health difficulties [19]. One recent study even reported that body image was the second leading personal concern for which people between the ages of 18 and 25 years sought help online [20].

The aims of this study are the following: (1) Examine the volume of Twitter conversations related to eating disorders generated by the Eating Disorder Awareness Week and Wake Up Weight Watchers initiatives, and compare the dissemination of these tweets with tweets related to eating disorders that did not use the official hashtags of these campaigns. (2) Describe the main content themes of tweets from both initiatives and compare them to those of typical tweets related to eating disorders. (3) Investigate what content generates the most interest on Twitter. (4) Identify and categorize the most active and influential users among those that participate in these conversations.

Methods

Research Strategy

In this observational quantitative and qualitative study, we focused on searching for tweets that referred to two eating disorder campaigns in particular: Eating Disorder Awareness Week (#eatingdisorderawarenessweek, #EDAW, #eatingdisorderawareness) and Wake Up Weight Watchers (#wakeupweightwatchers). As a control, we simultaneously studied those tweets related to eating disorders stemming from the hashtag with the name of the disease (#eatingdisorder). The inclusion criteria for tweets were the following: (1) tweeted by a public account, (2) included the previously mentioned hashtags, (3) posted between February 24 and March 7, 2018, and (4) posted in English. The 12-day period was chosen to align our research with the dates of the two campaigns included in this study. Eating Disorder Awareness Week 2018 started February 26, 2018, and the Wake Up Weight Watchers initiative began in February 2018. In addition, we obtained the number of retweets and favorites each tweet generated, the date and time of each tweet, the potential reach and impact of each hashtag, as well as the user’s profile description.

Search Tool and Data Collection

For this study, we used the Twitter Firehose (Gnip) data stream, which allows access to 100% of all public tweets that match a certain criteria (query) [21]. In our study, the search criteria were the previously mentioned hashtags. Tweet Binder, the search engine we employed, uses automatic machine learning text analysis algorithms, as well as node.js and PHP language; this enabled us to analyze tweets in a JavaScript Object Notation (JSON) format, which is used by Gnip.

Content Analysis Process

All 7468 retrieved tweets were directly inspected by two raters (authors IV and MAAM). First, we scanned all of the tweets, and excluded 455 tweets that provided information that was too limited (ie, tweets consisting mainly of hashtags), contained only pictures, or included hashtags of both initiatives. All remaining tweets were considered for content analysis. Second, we created a codebook based on our research questions, our previous experience in analyzing tweets, and what we determined to be the most common tweet themes. Third, IV and MAAM analyzed 300 tweets separately to test the suitability of these themes. Discrepancies were discussed between the raters and with another author (MLV). After revising the codebook, the interrater reliability was reassessed with a different set of 159 tweets. As this resulted in adequate k values (range 0.89-0.99), the raters then proceeded to perform a content analysis.
analysis of 1500 tweets, including 500 tweets each from the three different groups of hashtags, randomly selected. Each tweet, depending on the content, was rated as medical, personal testimony, pro-ana (tweets glorifying or encouraging ED behaviors or portraying them as a lifestyle choice), anti-ana (tweets confronting pro-ana ideas), awareness, or help offer. The coding categories were not mutually exclusive. If the contents of a tweet were repeated exactly or almost identically in other tweets, they were classified in the same way as the first tweet encountered. The classification criteria we used and examples of tweets according to category are shown in Table 1.

Table 1. Category definitions and examples of classification.

<table>
<thead>
<tr>
<th>Categories and definitions</th>
<th>Examples of classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical (clinical or epidemiological information)</td>
<td>“#EatingDisorderAwarenessWeek remember that 1) ppl with eating difficulties are not always underweight 2) it’s not about wanting to diet and be thin 3) recovery is not as simple as “eat a bit more to recover” 4) ED’s are life threatening illnesses”</td>
</tr>
<tr>
<td>Testimony (expression of experience)</td>
<td>• “When I was about to become a teenager, my parents put me on Weight Watchers. I have been battling Anorexia since then. Dieting is one of the most common antecedents of disordered eating in young people. #WakeUpWeightWatchers” • “We are warriors whether we are still battling this war or we have overcome and conquered it. We stand together in a battle which costs lives and relationships but we stand together. #EatingDisorderAwarenessWeek” • “My younger sister has this too - as if she is cured and we can now resume normal life and carry on from where we left off. But everything has changed. #StateNotWeight #EatingDisorderAwarenessWeek” • ”As someone who suffered from an ED after dieting I am so worried about promoting weight watchers to teenagers. It may be dangerous. #WakeUpWeightWatchers”</td>
</tr>
</tbody>
</table>
| Pro-ana (pro-eating disorder content, promoting compensatory behaviors or disordered eating for weight loss) | • “Ohh wow my dad really bought me the scale I wanted. I’m so excited but at the same time it’s better he doesn’t know why I really wanted it so bad. #eatingdisorder #proana #edx” • “I can’t eat because I’m allergic to calories. #ana #mia #anorexia #anorexic #anorexia #anoreccisa #anorexie #anorexique #vita #lavie #mystory #Mylife #conversation #quote #quotes #meme #memes #MEMES #anamia #proana #eatingdisorder #diary #mydiary #me #life” • ”Skip dinner, wake up thinner. #Eatingdisorder.”
| Anti-ana (expressing concerns regarding pro-ana content) | “As the mom of a teen who struggles with an eating disorder, seeing WW target teens makes me worry. It is not correct to tell kids that a number on the scale is what gives them their value. #livelife #smile #behappy #BodyPositivity #WakeUpWeightWatchers” |
| Help offer (promoting help- and treatment-seeking behaviors) | • “It’s #EatingDisorderAwarenessWeek If you have concerns about your loved ones or if you feel keen to talk to a professional counselor about your difficulties, call our confidential helpline at XXX #EatingDisorderAwarenessWeek” • ”Are you concerned that your child may have an eating disorder? Help and support is available from @XXX” |
| Awareness (aim to raise awareness, combat misconceptions, or educate) | • “Sign this petition against @WeightWatchers' insidious campaign to recruit teens to their dangerous business #WakeUpWeightWatchers” • “Eating disorder experts, dietitians, physicians, and advocates around the world are standing together against @weightwatchers marketing dangerous “free” summer memberships to vulnerable young people. A season of fat-shaming, a lifetime of weight cycling;” • “Spotting the signs: “If you suspect an eating disorder you should talk to them directly, and express your concerns – because the sooner you get help the better” #EatingDisorderAwarenessWeek #SpeakYourMind” |

#Usersnames and personal names have been removed.

Measuring Influence on Twitter: Retweets, Favorites, and the Reach and Impact of Hashtags

We analyzed the number of retweets and favorites generated by each tweet as an indicator of user interest in a given topic. We also measured the potential reach and impact of all analyzed hashtags to best assess tendencies in the dissemination of tweets. For the purpose of this study, impact is defined as a numerical value representing the potential views a tweet may receive, while reach is defined as a numerical value measuring the potential audience of the hashtag. These metrics are analyzed by Tweet Binder, a Twitter tool that automatically tracks hashtags. A more detailed explanation is shown in Multimedia Appendix 1.

User Categorization

The number of tweets that each Twitter user (contributor) posted with a certain hashtag was automatically quantified by Tweet Binder. We defined the contributors as very active if posting at least 6 tweets with a certain hashtag. The number of followers of the contributors was automatically quantified by Tweet Binder at the time of the study. We classified those with at least 5000 followers at the time of our analysis as very influential.
contributors. Furthermore, we collected the profile description of the ten most influential and active users that participated in these conversations. The user profile description was used to determine whether a tweet was posted by health providers (such as physicians or nurses), health organizations (hospitals, journals, medical societies, or research institution), or by non–health-related users.

**Ethical Considerations**

This study was approved by the Research Ethics Committee of University of Navarra. This study did not directly involve human subjects and did not include interventions, but instead used publicly available tweets. Nevertheless, we have taken care to not reveal any username and to avoid citing the tweets that could reveal usernames.

**Statistical Analysis**

A descriptive study of the sample was performed, describing the variables by their absolute and relative frequencies. The percentages found were compared using the chi-square test. The mean and median numbers of retweets or favorites per original tweet about the different hashtags studied were compared using the Kruskal-Wallis test. All statistical analyses were performed using SPSS (Version 20, IBM Corp).

### Results

#### Public Awareness Initiatives Succeeded in Spreading Their Tweets

Our search tool found that the total number of tweets generated with the hashtags associated with the Eating Disorder Awareness Week and Wake Up Weight Watchers awareness campaigns and the control hashtag #eatingdisorder were 7468. Of these, 455 were excluded according to the criteria of the study. The number of #wakeupweightwatchers tweets (3900) was double that of the Eating Disorder Awareness Week tweets (2056 tweets included the hashtags #eatingdisorderawarenessweek, #eatingdisorderawareness, or #EDAW). There were 1057 tweets using the control hashtag #eatingdisorder.

As shown in Table 2, we found that the potential impact and reach of the tweets was higher among Eating Disorder Awareness Week hashtags (54,143,739 and 9,547,326, respectively) and #wakeupweightwatchers (28,371,411 and 9,332,345, respectively) than observed with the #eatingdisorder hashtag (7,384,797 and 4,175,017, respectively).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Eating disorder</th>
<th>Eating Disorder Awareness Week</th>
<th>Wake Up Weight Watchers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potential impact, n</td>
<td>7,384,797</td>
<td>54,143,739</td>
<td>28,371,411</td>
</tr>
<tr>
<td>Potential reach, n</td>
<td>4,175,017</td>
<td>9,547,326</td>
<td>9,332,345</td>
</tr>
<tr>
<td>Contributors, n</td>
<td>1243</td>
<td>2531</td>
<td>4609</td>
</tr>
<tr>
<td>Very active contributors, n (%)</td>
<td>70 (5.6)</td>
<td>59 (2.3)</td>
<td>383 (8.3)</td>
</tr>
<tr>
<td>Very influential contributors, n (%)</td>
<td>127 (10.2)</td>
<td>186 (7.4)</td>
<td>289 (6.3)</td>
</tr>
</tbody>
</table>

#### Eating Disorder Awareness Campaigns Fail to Promote Medical Content, Help Offers, Or Personal Testimonies But Can Increase Pro-Ana Criticism

We performed a content analysis of 1500 tweets, including 500 randomly selected tweets each from the three different groups of hashtags. First, we studied the medical contents of the tweets. Although the frequency was low, there were significant differences between the 3 groups ($P<.001$; Figure 1). The percentage of tweets with medical content was higher in those with the #eatingdisorder hashtag than in those with the awareness campaign hashtags. The lowest frequency was found in the #wakeupweightwatchers group.

We also analyzed the content of the 1500 tweets according to the other five established categories: personal testimony, help offer, awareness, pro-ana, and anti-ana. Different patterns of distribution among the five categories were found between the 3 groups of hashtags ($P<.001$). The percentage of tweets with personal testimony content was similar in #eatingdisorder tweets and tweets using Eating Disorder Awareness Week hashtags, while the percentage was lower in #wakeupweightwatchers tweets (Figure 1). The frequency of awareness tweets was higher in the tweets with Eating Disorder Awareness Week hashtags and lower in the tweets with the #wakeupweightwatchers hashtag (Figure 1). Help offer tweets were more prevalent in tweets with the #eatingdisorder hashtag and Eating Disorder Awareness Week hashtags. The frequency of anti-ana tweets was clearly higher in the #wakeupweightwatchers group and minimal in Eating Disorder Awareness Week tweets (Figure 1). Pro-ana content was absent in #wakeupweightwatchers tweets and the frequency was highest in #eatingdisorder tweets (Figure 1).
Pro-Ana and Medical Contents Did Not Attract Much Attention Among Twitter Users

We measured the number of retweets and favorites generated by each hashtag and category. Since these hashtags have different contribution numbers, we used ratios, dividing by the total number of tweets in each campaign. We found that the retweet-to-tweet and favorite-to-tweet ratio between the three hashtag groups were significantly different ($P<.001$; Table 3).

As whole group, #wakeupweightwatchers was the hashtag with the highest retweet-to-tweet and favorite-to-tweet ratio. We found that the retweet-to-tweet and favorite-to-tweet ratio between the six categories were significantly different ($P<.05$; Table 4). Regarding the medical content, the highest ratios were found in #wakeupweightwatchers tweets, while they were low among the #eatingdisorder and Eating Disorder Awareness Week hashtags. Furthermore, tweets with personal testimony, help offer, and awareness content showed higher retweet-to-tweet and favorite-to-tweet ratio in #wakeupweightwatchers than those found in the other two groups. The tweets with anti-ana content generated higher ratios in #eatingdisorder tweets and lower ratios in Eating Disorder Awareness Week tweets. We found that the pro-ana tweets generated no or low numbers of retweets and likes in the 3 groups of tweets studied.

Table 3. Retweet-to-tweet and favorite-to-tweet ratio per hashtag analyzed.

<table>
<thead>
<tr>
<th>Parameter and value</th>
<th>Eating disorder</th>
<th>Eating Disorder Awareness Week</th>
<th>Wake Up Weight Watchers</th>
<th>$P$ value$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Retweet</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>0.84 (7.21)</td>
<td>0.1 (0.79)</td>
<td>4.23 (21.51)</td>
<td>N/A$^b$</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0 (0-0)</td>
<td>0 (0-0)</td>
<td>1 (0-3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Favorite</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.76 (16.46)</td>
<td>0.2 (1.43)</td>
<td>9.52 (58.09)</td>
<td>N/A</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>0 (0-0)</td>
<td>0 (0-0)</td>
<td>2 (0-7)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$The Kruskal-Wallis test was used.

$^b$N/A: not applicable.
Table 4. Retweet-to-tweet and favorite-to-tweet ratio per category in each hashtag analyzed.

<table>
<thead>
<tr>
<th>Category and parameter</th>
<th>Eating disorder, median (IQR)</th>
<th>Eating Disorder Awareness Week, median (IQR)</th>
<th>Wake Up Weight Watchers, median (IQR)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retweet</td>
<td>0 (0-0)</td>
<td>0 (0-0)</td>
<td>4 (1-4)</td>
<td>.03</td>
</tr>
<tr>
<td>Favorite</td>
<td>0 (0-1)</td>
<td>0 (0-0)</td>
<td>4 (1-4)</td>
<td>.02</td>
</tr>
<tr>
<td>Pro-ana</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retweet</td>
<td>0 (0-0)</td>
<td>0 (0-0)</td>
<td>__ b</td>
<td>.88</td>
</tr>
<tr>
<td>Favorite</td>
<td>0 (0-1.75)</td>
<td>0 (0-0)</td>
<td>__</td>
<td>.72</td>
</tr>
<tr>
<td>Anti-ana</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retweet</td>
<td>2 (0-7.5)</td>
<td>0 (0-0)</td>
<td>1 (0-3)</td>
<td>.002</td>
</tr>
<tr>
<td>Favorite</td>
<td>5 (1.5-9.5)</td>
<td>0 (0-0)</td>
<td>3 (1-7)</td>
<td>.001</td>
</tr>
<tr>
<td>Personal testimony</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retweet</td>
<td>0 (0-0)</td>
<td>0 (0-0)</td>
<td>1 (0-2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Favorite</td>
<td>0 (0-2)</td>
<td>0 (0-0)</td>
<td>3 (2-6.25)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Help offer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retweet</td>
<td>0 (0-1)</td>
<td>0 (0-0)</td>
<td>2 (1.25-2)</td>
<td>.002</td>
</tr>
<tr>
<td>Favorite</td>
<td>0 (0-1)</td>
<td>0 (0-1)</td>
<td>4 (0.5-6.75)</td>
<td>.047</td>
</tr>
<tr>
<td>Awareness</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retweet</td>
<td>0 (0-1)</td>
<td>0 (0-0)</td>
<td>1 (0-3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Favorite</td>
<td>0 (0-2)</td>
<td>0 (0-0)</td>
<td>3 (1-6.75)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aThe Kruskal-Wallis test was used.
bNot available.

Eating Disorder Awareness Campaigns Increased the Participation of Twitter Users, But Not of Those Considered Very Active or Influential

We also analyzed the number and type of users that participated in conversations using any of the three hashtag groups (Table 2). The total number of contributors was higher in the #wakeupweightwatchers group (4609) than in the Eating Disorder Awareness Week (2531) and #eatingdisorder groups (1243). The frequency of very active users was higher in the #wakeupweightwatchers group (8.3%) than in the #eatingdisorder (5.63%) and Eating Disorder Awareness Week groups (2.33%). The percentage of very influential participants was highest in #eatingdisorder group (10.22%) than in the #wakeupweightwatchers (6.27%) and Eating Disorder Awareness Week groups (7.35%). The percentage of health providers or health organizations among the ten most active or influential users that participated in these conversations was higher in the #wakeupweightwatchers group (40%) than in the #eatingdisorder (30%) and Eating Disorder Awareness (20%) groups.

Finally, we analyzed the 5 hashtags more frequently associated with the 3 groups of hashtags studied (Table 5). We found that the hashtags most frequently associated with the 3 groups analyzed were different.

Table 5. Top 5 hashtags associated with the 3 groups of hashtags analyzed.

<table>
<thead>
<tr>
<th>Hashtag group</th>
<th>The top 5 hashtags and the number of tweets per hashtag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eating disorder</td>
<td>Anorexia (n=199), HAES (Health At Every Size; n=195), HelpfaithHeal (n=193), bodypositive (n=171), recovery (n=156)</td>
</tr>
<tr>
<td>Eating Disorder Awareness Week</td>
<td>GlobalGoodEmi (n=1201), Winsday (n=289), Wednesday (n=287), Giveaway (n=196), Flash (n=180)</td>
</tr>
<tr>
<td>Wake Up Weight Watchers</td>
<td>HAES (n=341), simplyNYC (n=283), MNYFashionweek (n=281), sheopenedthedoor (n=281), weightwatchers (n=198)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this study, we have demonstrated that the eating disorder awareness campaign initiatives Eating Disorder Awareness Week and Wake Up Weight Watchers generated a greater number of tweets, with more far-reaching dissemination than the control eating disorder hashtag. Nonetheless, they failed to increase the frequency of tweets containing medical content, personal testimonies of recovery, or offers for treatment.
Moreover, those Twitter users classified as “very influential” did not command a strong presence in driving awareness of the aforementioned initiatives; on the whole, medical institutions also did not have a strong presence. Lastly, hashtags commonly used by pro-ana social networks are not used to any great extent by the awareness campaigns studied, thus making the campaigns less likely to reach at-risk individuals.

Our findings show that awareness initiatives generated a greater number of eating disorder–related tweets than those spontaneously posted. This finding suggests that awareness initiatives trigger conversations and social responses to eating disorders that would not have occurred otherwise. The total number of tweets related to the 3 groups of hashtags we analyzed over a period of 12 days was higher than the numbers of tweets associated with other mental health conditions [22]. However, the interest in eating disorders shown by the American media overall can be classified as low [23]. Notwithstanding, our results show that the Eating Disorder Awareness Week and Wake Up Weight Watchers campaigns had a positive effect on Twitter users. Furthermore, the potential impact and reach of the tweets related to the two campaigns were clearly higher than those achieved by our eating disorder control group.

According to the analysis of the generated tweets, both awareness initiatives have limitations. They failed to increase the percentage of tweets related to medical content, in contrast to previous evidence showing that tweets with medical content generated special interest among Twitter users [24]. A study performed within a population of young people highlighted the use of scientific data as being a key indicator of credibility in online resources [20]. The scarcity of medical content found by our study has also been reported in other awareness initiatives focused on other medical diseases, such as several prevalent types of cancer [25]. For example, Breast Cancer Awareness Month tweets most commonly contained content related to the practices of wearing pink, promoting walks/runs, and promoting fundraisers, as opposed to direct medical advice and preventive measures [25]. Furthermore, the frequency of tweets generated with help content was not higher in tweets related to awareness campaign hashtags. These results are concerning due to the existence of evidence that interventions that included help resources increased participants’ knowledge of treatment resources [7].

Interestingly, one-third of the tweets analyzed have personal testimonies. This finding supports the value of Twitter as a means of communicating personal content related to eating disorder symptoms [26,27]. One-third of US teenagers use Twitter and this share has remained consistent over the past several years [28]. In general, Twitter users tend to be younger, have more education, and have higher incomes than the overall US population, but these differences are minimal among teenagers [29]. In addition, similar results have been reported in other countries. Twitter is a predominantly public-facing platform. It gives anonymity to user testimonies, encourages communication by people with real or perceived personal or social restrictions, and prevents the potential stigmatization of those with mental health diseases [30]. In addition, it provides an insight into the potential value of Twitter as a tool to reach these patients and encourage them to get in touch with health care providers. Unfortunately, neither campaign increased the percentage of tweets that included testimonies. It has been shown that young people value resources that allow them to access the personal stories of peers with lived experiences [31]. As expected, Eating Disorder Awareness Week had the highest proportion of awareness tweets. There is no evidence that this type of content increases the odds of seeking help or changing behaviors.

The awareness initiatives increased the frequency of tweets with anti-ana content. Additionally, pro-ana contributors were absent. The analysis of the eating disorder tweets showed a very low percentage of pro-ana content. Several reasons that are not mutually exclusive may explain this finding. First, Twitter has a policy of excluding pro-ana content [32]. Second, the pro-ana community may communicate through other web-based means, such as pro-ana websites [33]. Third, pro-ana social media posts are often tagged using specific hashtags, such as #thinspo, #thinspiration, #Thin15, #edprobs, and #proana. Pro-ana communities on social media have been described as tighter and more cohesive than others, as well as more secretive and exclusive [34]. Our findings show that these pro-ana hashtags have not been included in tweets related to the awareness campaigns or tweets tagged with #eatingdisorder. These findings suggest that Twitter awareness campaigns should include hashtags commonly used by these pro-ana communities to increase the likelihood of reaching people in need of interventions for disordered eating behaviors [35,36].

Retweet frequency is a parameter that indicates user interest in the topic of each tweet [37]. We also measured the number of favorites generated as an additional parameter of user interest, as previously shown [38]. Our results show that the Wake Up Weight Watchers hashtag obtained higher retweet and favorites frequencies than Eating Disorder Awareness Week hashtags and the control #eatingdisorder hashtag. Other Twitter metrics of diffusion (such as the potential impact and reach of tweets) were higher in Eating Disorder Awareness Week and Wake Up Weight Watchers tweets than in #eatingdisorder tweets. Furthermore, the awareness campaigns were associated with an increased number of contributors and tweets generated; there was an increased frequency of posting by very active users. However, these campaigns failed to promote the activity of very influential participants that were identified by the number of followers. It has been shown that verified accounts influence Twitter users [39].

**Strengths and Limitations**

This study has some limitations. First, Twitter may not be reflective of the general population. Second, researchers cannot directly measure eating disorder behavior or clinical outcomes from tweets. Third, the codebook design and text analysis imply a degree of subjectivity. However, this methodology is consistent with previous medical research studies using Twitter and could be applied to different topics by different authors [40-42]. Furthermore, to address this issue, the study comprised a series of steps including the initial review, design of the codebook, and agreement between the coders. Although computerized machine learning methods have been tested to automatically identify and classify topics in medical research.
in social media [43], we used an analysis strategy based on the raters’ clinical expertise in mental health and endocrinology, which constitutes a qualitative advantage compared to automated strategies. On the other hand, it can be argued that #eatingdisorder content may be influenced by awareness campaigns. However, to our knowledge, there is no evidence of content seasonality. The time frame was selected according to awareness campaign dates. To collect data, we used the Twitter Firehose data stream, which is managed by Gnip and allows access to 100% of all public tweets that match a set of search criteria, which enables the creation of a very representative database. For the content analysis, we randomly collected a number of tweets that enabled us to make inferences from the text to summarize the content [44]. Finally, we did not determine whether a campaign prepared in advance (eg, Eating Disorder Awareness Week) affected Twitter activity differently (eg, user engagement) than a campaign that was more spontaneous (eg, Wake Up Weight Watchers).

Conclusions
The initiatives Eating Disorder Awareness Week and Wake Up Weight Watchers increased the volume of eating disorder–related tweets, but the content of most tweets focused on raising awareness rather than promoting treatment-seeking behaviors, which would likely have a more significant outcome. Our findings support the need to reconsider the message and communication strategy employed by eating disorder awareness campaigns. The involvement of health institutions appears to be desirable because they are an important indicator of credibility and generated more tweets focused on medical information. Furthermore, the testimony of patients who have recovered from eating disorders should be promoted in these campaigns. Awareness campaigns may also wish to consider a strategy in which hashtags targeted toward those with eating disorders are included.
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Conversations and Misconceptions About Chemotherapy in Arabic Tweets: Content Analysis

Abstract

Background: Although chemotherapy was first introduced for the treatment of cancer more than 60 years ago, the public understanding and acceptance of chemotherapy is still debatable. To the best of our knowledge, no study has assessed the conversations and misconceptions about chemotherapy as a treatment for cancer on social media platforms among the Arabic-speaking populations.

Objective: The aim of this study was to assess the types of conversations and misconceptions that were shared on Twitter regarding chemotherapy as a treatment for cancer among the Arabic-speaking populations.

Methods: All Arabic tweets containing any of the representative set of keywords related to chemotherapy and written between May 1, 2017 and October 31, 2017 were retrieved. A manual content analysis was performed to identify the categories of the users, general themes of the tweets, and the common misconceptions about chemotherapy. A chi-square test for independence with adjusted residuals was used to assess the significant associations between the categories of the users and the themes of the tweets.

Results: A total of 402,157 tweets were retrieved, of which, we excluded 309,602 retweets and 62,651 irrelevant tweets. Therefore, 29,904 tweets were included in the final analysis. The majority of the tweets were posted by general users (25,774/29,904, 86.2%), followed by the relatives and friends of patients with cancer (1913/29,904, 6.4%). The tweets were classified into 9 themes; prayers and wishes for the well-being of patients undergoing chemotherapy was the most common theme (20,288/29,904, 67.8%), followed by misconceptions about chemotherapy (2084/29,904, 7.0%). There was a highly significant association between the category of the users and the themes of the tweets ($\chi^2_{40}= 16904.4, P<.001$).

Conclusions: Our findings support those of the previous infodemiology studies that Twitter is a valuable social media platform for assessing public conversations, discussions, and misconceptions about various health-related topics. The most prevalent theme of the tweets in our sample population was supportive messages for the patients undergoing chemotherapy, thereby suggesting that Twitter could play a role as a support mechanism for such patients. The second most prevalent theme of the tweets in our study was the various misconceptions about chemotherapy. The findings of our exploratory analysis can help physicians and health care organizations tailor educational efforts in the future to address different misconceptions about chemotherapy, thereby leading to increased public acceptance of chemotherapy as a suitable mode of treatment for cancer.
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internet; chemotherapy; cancer; Twitter; social media; Arab world; misconceptions; infodemiology; infoveillance
Introduction

Although chemotherapy linguistically refers to any type of treatment with chemicals, it is now specifically used to describe cytotoxic anticancer medications, which are used to treat hematological and solid tumors [1,2]. Chemotherapeutic agents can be used alone or in combination with surgery or radiotherapy to achieve the goal of the treatment, which varies among patients based on many factors. The goal of the treatment may be to cure the cancer completely, control the cancer, stop it from spreading, or to use these agents as a palliative means to ease the symptoms and improve the patients’ quality of life [3]. However, the natural mechanism of action of these chemotherapeutic agents results in relatively a wide spectrum of side effects, which might be unpleasant to the patients.

Despite continuous improvements in chemotherapy for increasing its effectiveness in treating cancer, the public understanding and acceptance of chemotherapy is still debatable. Many misconceptions can occur, thereby causing compliance issues and other problems related to the acceptance of chemotherapy as a treatment modality [4]. Most of the previous studies that assessed the perceptions and experiences of chemotherapy were performed with selected groups of patients who were either surveyed or interviewed [5-8]. However, large-scale studies attempting to understand the public views and conversations on chemotherapy are lacking. Retrieving and analyzing the contents of various social media platforms on this matter serves as an evolving method to gather information about the perceptions, misconceptions, and experiences with chemotherapy as a treatment for cancer. One of the most popular social media platforms that has been explored is Twitter, which is a large microblog wherein users can write up to 280-character messages called tweets and share them with their followers and the public. There are almost 313 million monthly active users who write around 500 million tweets daily [9,10]. In March 2017, it was estimated that the number of the monthly active Twitter users in the Arab world was around 11.1 million [11]. Moreover, the number of their tweets per month in March 2016 was estimated to be 849.1 million tweets, and 72% of them were written in Arabic [11].

Twitter can be useful for exploring public opinions on health-related matters and it may play an important role in clinical settings by providing an avenue for patients to increase their knowledge regarding their diseases and by leading to a positive impact on their medical outcomes [12-14]. For example, a study showed that the mental health of the patients was affected by social media content, as positive messages were shown to reduce anxiety in patients with breast cancer who were using Twitter [12]. Moreover, social media contents show the public impression and knowledge in addition to their emotions and stress regarding diseases and their associated factors in real time [15,16].

The aim of this study was to report a content analysis of the Arabic tweets regarding chemotherapy to determine the categories of the contents and to explore the possible cases of misconceptions about chemotherapy in the Arab world. This study addresses the common areas of misconceptions on cytotoxic chemotherapies in Arabic Twitter conversations, which may help to direct the future educational efforts to address these areas of misconception.

Methods

Data Collection

This observational study was conducted on Arabic tweets about chemotherapy over a 6-month period, and the main themes to which these tweets belonged were determined. A search was conducted on every publicly available tweet in Arabic containing any of the keywords mentioned in the supplementary file (Multimedia Appendix 1). Keywords were chosen on a linguistic basis; therefore, they represented all the possible spellings and abbreviations of the word “chemotherapy” in Arabic. The Twitter Archiver add-on to Google Sheets was used to collect the data [17]. This tool searches for new public tweets every 15 minutes that include any prespecified keywords and allows users to download them on a Microsoft Excel spreadsheet. Further, this tool collects the related data of every user whose tweet has been collected such as the number of people who follow those users, whom they follow, and a brief biography that users may share about themselves on the profile page. All Arabic tweets from May 1, 2017 to October 31, 2017 that contained any of the predetermined keyword(s) were retrieved. Among these, we excluded all retweets because they might deviate from the thematic analysis as they do not necessarily imply endorsement and we excluded irrelevant tweets containing the keyword but that were used in a context other than chemotherapy as a medical intervention (eg, chemical weapon attacks in Syria).

Data Analysis

To help expand the knowledge on the tweets circulated on chemotherapy, the main questions asked to generate the coding scheme were if there were misconceptions or not about chemotherapeutic agents as cancer treatments and what other patterned meanings appeared in the data set. After a thorough study of a sample of 150 tweets, the primary author generated a preliminary list of the themes of the tweets and the categories of the users. This list was used by the rest of the authors to code the same 150-tweet sample for the themes and the categories of the users, which resulted in the modification and addition of a few themes. Thereafter, another 150 tweets were used to finally test the comprehensiveness of the themes and the categories of the users along with assessing the inter-rater reliability of the coders of the main data set (JA and KA) by using the Cohen kappa coefficient. The Cohen kappa coefficients were estimated as 0.90 and 0.92 for themes and categories of users, respectively. Table 1 describes the themes of the tweets and the illustrative quotes translated from Arabic. Table 2 describes the different categories of the users who were identified on the basis of the information provided in their biographies mentioned in their Twitter profile page or on the basis of their tweets.

Using the coding scheme, 2 of the investigators (JA and KA) independently assigned each tweet and the user who shared it to the proper mutually exclusive theme and user category. Cases of ambiguity were resolved by consensus among the authors.
Tweets under the misconception theme were further analyzed to establish the most common misconceptions among the studied groups of users.

### Table 1. Descriptions of the different themes of the tweets on chemotherapy and the illustrative tweets.

<table>
<thead>
<tr>
<th>Theme of the tweet</th>
<th>Description</th>
<th>Examples of the translated tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advice and information</td>
<td>Disseminating true information and advice about chemotherapy</td>
<td>…We use chemotherapy because its efficacy is proven—that is why it is called as evidence-based medicine.</td>
</tr>
<tr>
<td>Experience</td>
<td>Sharing an experience of chemotherapy either by the patients themselves or by the people who surround them</td>
<td>…My brother is on chemotherapy—the first session was on his birthday. It was like a birthday present—a painful and sad present.</td>
</tr>
<tr>
<td>Misconception</td>
<td>Sharing a false concept or a false idea about chemotherapy</td>
<td>…a long time ago I heard that a cure for cancer was discovered, but the person who discovered it was killed because companies wanted to benefit from the profits that are generated from selling chemotherapeutic drugs.</td>
</tr>
<tr>
<td>Prayers and wishes</td>
<td>Saying a prayer or a wish for recovery for people receiving chemotherapy</td>
<td>…They have been worn out by cancer; by chemotherapy…oh Allah heal our patients and all Muslim patients.</td>
</tr>
<tr>
<td>Seeking medical information/advice</td>
<td>Asking for medical information about chemotherapy</td>
<td>…If a patient has started chemotherapy for treating cancer, does he lose only the scalp hair or does he lose the hair all over his body?</td>
</tr>
<tr>
<td>Seeking medical/financial help</td>
<td>Asking for medical or financial help for patients receiving chemotherapy</td>
<td>…My mother is supposed to receive chemotherapy this week but we cannot afford it. All radiographic images and reports are attached. We need your help.</td>
</tr>
<tr>
<td>Offering medical intervention/financial help</td>
<td>Offering medical or financial help for patients needing or receiving chemotherapy.</td>
<td>…If anyone is in need of paclitaxel, which is a chemotherapeutic drug that is well over 3000 Egyptian pounds (US $187), please do not hesitate to contact me.</td>
</tr>
<tr>
<td>Analogy</td>
<td>Using chemotherapy in an analogic way to share an idea or a concept.</td>
<td>…Whatever concerns you now is nothing compared to those who are waiting for chemotherapy or hemodialysis tomorrow.</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>Tweets that did not fit any of the other categories.</td>
<td>…I hope I can discover a cancer treatment better than chemotherapy.</td>
</tr>
</tbody>
</table>

### Table 2. Description of the categories of the different Twitter users who tweeted on chemotherapy.

<table>
<thead>
<tr>
<th>Category of the Twitter user accounts</th>
<th>Description of the Twitter user accounts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients with cancer/survivors</td>
<td>Accounts of patients with cancer receiving chemotherapy</td>
</tr>
<tr>
<td>Relatives/friends of patients with cancer</td>
<td>Accounts of a relative or a friend of a patient receiving chemotherapy</td>
</tr>
<tr>
<td>Cancer specialists</td>
<td>Accounts of people working in the oncology field</td>
</tr>
<tr>
<td>Health-related accounts</td>
<td>Accounts of an organization in the medical field or of a person working in a medical field other than oncology</td>
</tr>
<tr>
<td>Media-related accounts</td>
<td>Accounts of media platforms such as newspapers and news channels</td>
</tr>
<tr>
<td>General users</td>
<td>Accounts of anyone who does not belong to the other categories or who belongs to unidentified accounts.</td>
</tr>
</tbody>
</table>

### Statistical Analysis

Statistical analysis was performed using the SPSS software (release version 23.0.0.0, IBM Corp). Descriptive statistical analyses were used to report the frequencies for each theme and the category of the users. The chi-square test for independence was used to assess any significant associations between the types of users and the themes of the tweets. To further identify the cells that contributed to the overall significant results, adjusted residuals (z-scores) were calculated for each cell along with the P values, as described by Beasley and Schumacker [18]. Taking into consideration the multiple comparisons in this analysis that might lead to type I error, a Bonferroni-adjusted \( P < .001 \) was utilized to indicate statistical significance.

### Results

#### Frequency of Themes and Categories of Users

A total of 402,157 tweets were retrieved. Of these, we excluded 309,602 retweets and 62,651 irrelevant tweets (Figure 1). Therefore, 29,904 tweets were included in the final analysis. Table 3 provides the frequencies of all the themes and the user categories. Under the 9 previously identified themes, over two-thirds of the tweets (20,288/29,904; 67.8%) expressed “prayers and wishes” for the recovery of patients with cancer on chemotherapy. Approximately 7.0% (2084/29,904) of the tweets contained misconceptions regarding various aspects of chemotherapy. Providing “advice and information” was the third most frequent theme (1888/29,904, 6.3%), followed by tweets expressing “experience” (1847/29,904, 6.2%) with...
chemotherapy for cancer management and, lastly, tweets that used 1 or more of the keywords for “analogy” (1556/29,904, 5.2%).

**Figure 1.** Overview of the process of collecting and filtering the data.

<table>
<thead>
<tr>
<th>n (%)</th>
<th>Category of users</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>General users</td>
</tr>
<tr>
<td>25,774</td>
<td>(86.2)</td>
</tr>
<tr>
<td>854</td>
<td>(2.9)</td>
</tr>
<tr>
<td>1913</td>
<td>(6.4)</td>
</tr>
<tr>
<td>222</td>
<td>(0.7)</td>
</tr>
<tr>
<td>459</td>
<td>(1.5)</td>
</tr>
<tr>
<td>680</td>
<td>(2.3)</td>
</tr>
</tbody>
</table>

Table 3. Frequency analysis of the themes of the tweets on chemotherapy and the Twitter user categories (N=29,904).

In terms of the proportions of the categories of the users, general users represented the majority of the users in the analyzed data set (25,774/29,904, 86.2%). The relatives and friends of patients with cancer were the second most common contributors (1913/29,904, 6.4%), followed by patients with cancer and survivors (854/29,904, 2.9%). Cancer specialists, health-related accounts, and media-related accounts represented the remaining less than 5% (1361/29,904, 4.5%) of the tweets. Tweets under the theme “misconceptions” were further analyzed to capture the most common misconceptions, as described in detail in Table 4. Falsified and unrealistic side effects of chemotherapy were the most common misconceptions (1271/2084, 60.9%) in the studied data set. The other misconceptions were that chemotherapy causes cancer to spread (282/2084, 13.5%) and that chemotherapy has no therapeutic benefit (214/2084, 10.3%). We compared the volumes of the tweets of misconception with the volumes of the tweets by cancer specialists and health-related accounts for the same period, and we found that the 2 noticeable spikes on June 1-16, 2017 and July 1-16, 2017 in the volume...
of the tweets containing misconceptions seemed to drive both categories of users to tweet more (Table 5).

**Table 4. Frequency of the main misconceptions about chemotherapy in the Arabic tweets (n=2084).**

<table>
<thead>
<tr>
<th>Misconceptions</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Falsified and unrealistic side effects about chemotherapy; the main shared tweet was that &quot;a drop of chemotherapy spilled on a healthy man’s skin would severely burn the skin.&quot;</td>
<td>1271 (60.9)</td>
</tr>
<tr>
<td>Chemotherapy causes cancer to spread.</td>
<td>282 (13.5)</td>
</tr>
<tr>
<td>Chemotherapy has no therapeutic effect on cancers.</td>
<td>214 (10.3)</td>
</tr>
<tr>
<td>Claims that there are natural products/preparations (eg, olive oil, <em>Nigella sativa</em>, ginger, almonds, camel milk or urine) or other practices (eg, blood cupping, carbohydrate restriction), which are more effective than chemotherapy for treating cancers</td>
<td>170 (8.2)</td>
</tr>
<tr>
<td>Chemotherapy is prescribed so that pharmaceutical companies and physicians can make huge profits.</td>
<td>67 (3.2)</td>
</tr>
<tr>
<td>Claims about some pharmaceutical products (eg, vitamin B17, antibiotics, vitamin C) being more effective than chemotherapy for treating cancers</td>
<td>47 (2.3)</td>
</tr>
<tr>
<td>Claims that there are few religious practices (eg, Roqya, Zamzam water intake, seclusion in mosque, fasting from dawn to sunset), which are more effective than chemotherapy for treating cancers</td>
<td>33 (1.6)</td>
</tr>
</tbody>
</table>

**Table 5. Comparison of the number of tweets containing misconceptions by any user category and the number of tweets by cancer specialists and health-related accounts during the study period.**

<table>
<thead>
<tr>
<th>Time period (2017)</th>
<th>Tweets containing misconceptions (n)</th>
<th>Tweets by cancer specialists and health-related accounts (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>May 1-16</td>
<td>1616</td>
<td>35</td>
</tr>
<tr>
<td>May 17-31</td>
<td>1992</td>
<td>33</td>
</tr>
<tr>
<td>June 1-16&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4365</td>
<td>108</td>
</tr>
<tr>
<td>June 17-30</td>
<td>2561</td>
<td>41</td>
</tr>
<tr>
<td>July 1-16&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3441</td>
<td>104</td>
</tr>
<tr>
<td>July 17-31</td>
<td>2854</td>
<td>84</td>
</tr>
<tr>
<td>August 1-16</td>
<td>2486</td>
<td>21</td>
</tr>
<tr>
<td>August 17-31</td>
<td>2758</td>
<td>59</td>
</tr>
<tr>
<td>September 1-16</td>
<td>2026</td>
<td>49</td>
</tr>
<tr>
<td>September 17-30</td>
<td>2670</td>
<td>51</td>
</tr>
<tr>
<td>October 1-16</td>
<td>1372</td>
<td>52</td>
</tr>
<tr>
<td>October 17-31</td>
<td>1761</td>
<td>44</td>
</tr>
</tbody>
</table>

<sup>a</sup>Noticeable spikes in the number of tweets containing misconceptions and tweets by cancer specialists and health-related accounts.

**Comparison of the Themes by the Categories of the Users**

The initial Pearson chi-square test of independence showed a highly significant association between the category of the users and the themes of tweets ($\chi^2_{a0}=16904.4$, $P<.001$). Further post-hoc analyses revealed the cells that contributed the overall significance (Table 6).

Table 6 shows that general users were more likely to support patients with cancer by tweeting prayers and wishes and less likely to tweet about experiences, seeking medical intervention, and advice and information themes. Patients with cancer and the relatives and friends of patients with cancer tweeted significantly more about experiences and seeking medical advice and intervention than all other themes. They were less likely to tweet misconceptions. Cancer specialists were more likely to tweet advice and information about chemotherapy and less likely to tweet either prayers and wishes or misconceptions. Health-related accounts showed a similar statistically significant tendency as the cancer specialists to tweet more about advice and information, but they had a greater tendency to tweet about offering medical interventions. Finally, media-related accounts were more likely to tweet about advice and information but also more likely to share misconceptions than all others. In contrast, they were less likely to share tweets on prayers and wishes or tweets containing analogy.
The aim of this study was to assess the types of conversations and misconceptions regarding chemotherapy among Twitter users in Arabic-speaking populations. Given the large number of tweets retrieved, with their further spread via retweets, our study solidified the conclusions of previous studies that showed Twitter as a rich social media platform for obtaining health-related information [19-23]. Therefore, understanding these social media websites and having a glimpse of what is shared on these websites might serve as an important step for physicians to improve the health care delivered to their patients.

Twitter also represents a growing venue for researchers to analyze on what is shared about various topics of interest in health care either related to oncology [13-19] or related to topics on other health care fields (eg, antibiotics [24], vaccinations [25], smoking [26,27]). Twitter provides researchers and health care organizations with an opportunity to outreach a wide group of participants, overcome barriers pertaining to research resources, and track emerging health-related discussions and problems in real time [28,29].

In our manual content analysis, the most common theme of the tweets was “prayers and wishes.” This finding highlights a possible role of social media platforms as a support mechanism for patients with cancer receiving chemotherapy. Previous studies have also shown that social media platforms play a positive role in optimizing health care interventions [30], particularly in oncology settings [31].

Tweets containing misconceptions accounted for 7.0% (2084/29,904) of the total tweets in our sample population, making it the second most common theme. A further analysis of the misconceptions showed that most of these misconceptions were on the unrealistic side effects of chemotherapeutic agents, and people who do not have the knowledge or the experience of chemotherapy may tend to exaggerate their harmful effects, as reported in a previous study [5]. Therefore, health care organizations and professionals must tailor their awareness activities to target such common misconceptions in a given population.

Most of the tweets on media-related accounts delivered misconceptions about chemotherapy. We also found that when there was a spike in the misconceptions during the study period, the contributions of the cancer specialists and health-related accounts also increased proportionately to correct these misconceptions and to answer the questions of other users. This proportionate increase can limit the dissemination of misconceptions because cancer specialists and health-related accounts check the medical information that is tweeted and provide reliable information through tweets prior to sharing with the followers on Twitter. Further, health care organizations can promote the true information shared by cancer specialists and health-related accounts by using the payable option offered by Twitter to show a certain tweet in search results and user feeds so that wide groups of the targeted population can be reached with reliable information [32].

Among the themes of the studied tweets, those containing prayers and wishes were the most common. This finding corroborates that reported in previous studies that showed that religious coping strategies were the most commonly followed strategies by patients with cancer [33]. A study on Arab women in Israel who had breast cancer showed that most of them used religious coping skills to actively cope with their disease [34].

This study had the following limitations. First, even though we searched for tweets containing representative spelling variations and abbreviations for the word “chemotherapy” in Arabic, there is still a possibility of some tweets being missed. For example, some tweets may have not mentioned chemotherapy directly but may have tweeted about it indirectly. Second, even with the large number of tweets retrieved and analyzed, the...
representativeness of the users and their age groups to the whole Arabic-speaking populations cannot be guaranteed. Third, the period of the study was 6 months. Longer study periods (eg, 1 year) will possibly give a broader view and include seasonal spikes such as special occasions such as Ramadan wherein prayers and wishes for recovery can increase, which might add valuable information to the current findings. Fourth, lacking automated content analysis might limit the reproducibility of the findings to some extent. Fifth, the generalizability of the findings is limited as tweets were subjected to multiple external factors that could not be controlled such as the timing of the tweets and the geographical place wherein the users lived [35]. Lastly, some users may have appeared multiple times within the data set which, to some extent, limits the interpretation of the statistical analysis, as their views on the matter being discussed might be overrepresented. Future studies should account for bots and assess for their contributions in conversations about chemotherapy on Twitter.

In conclusion, our findings corroborate those of the previous studies that showed Twitter as a valuable social media platform to assess public perception and misconceptions about various health-related topics. Most of the tweets in our sample population showed supportive messages for patients undergoing chemotherapy, thereby suggesting that Twitter could play a supportive role for such patients, while the second most prevalent theme of the tweets in our study was misconceptions about chemotherapy. The findings of our exploratory analysis can help physicians and health care organizations tailor educational efforts in the future to address the common areas of misconceptions about chemotherapy, thereby leading to increased public acceptance of chemotherapy as a suitable mode of treatment for cancer.
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Abstract

Background: The popularity of dengue can be inferred from Google Trends that summarizes Google searches of related topics. Both the disease and its Google Trends have a similar source of causation in the dengue virus, leading us to hypothesize that dengue incidence and Google Trends results have a long-run equilibrium.

Objective: This research aimed to investigate the properties of this long-run equilibrium in the hope of using the information derived from Google Trends for the early detection of upcoming dengue outbreaks.

Methods: This research used the cointegration method to assess a long-run equilibrium between dengue incidence and Google Trends results. The long-run equilibrium was characterized by their linear combination that generated a stationary process. The Dickey-Fuller test was adopted to check the stationarity of the processes. An error correction model (ECM) was then adopted to measure deviations from the long-run equilibrium to examine the short-term and long-term effects. The resulting models were used to determine the Granger causality between the two processes. Additional information about the two processes was obtained by examining the impulse response function and variance decomposition.

Results: The Dickey-Fuller test supported an implicit null hypothesis that the dengue incidence and Google Trends results are nonstationary processes (P=.01). A further test showed that the processes were cointegrated (P=.01), indicating that their particular linear combination is a stationary process. These results permitted us to construct ECMs. The model showed the direction of causality of the two processes, indicating that Google Trends results will Granger-cause dengue incidence (not in the reverse order).

Conclusions: Various hypothesis testing results in this research concluded that Google Trends results can be used as an initial indicator of upcoming dengue outbreaks.

(J Med Internet Res 2020;22(7):e17633) doi:10.2196/17633
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Introduction

Dengue is known as an infectious disease, which is caused by the dengue virus from Flaviviridae and genus Flavivirus families. This virus has four serotypes, namely DEN-1, DEN-2, DEN-3, and DEN-4 [1-3]. Infection by one of these four serotypes does not give cross-protective immunity. Hence, people who live in endemic areas can be reinfected by the other three serotypes throughout their lifetime [4]. Aedes aegypti and Aedes albopictus mosquitoes are vector transmitters of dengue. The disease is transmitted by mosquitoes through arthropod vectors in tropical and subtropical areas around the world [5]. As the most rapidly spreading mosquito-borne disease in the
world, dengue fever has affected the lives of approximately 1.8 billion people in Southeast Asia alone. In the dengue-endemic region, Indonesia is one of the largest countries, with a population of 267 million [6]. Since the first dengue incidents reported in 1968, the number and range of dengue incidents in Indonesia have increased nationwide [7]. All 34 provinces in Indonesia have been reported to have dengue cases, showing the extensive range of the disease [8]. Early detection of disease activity can reduce the impact of the disease [9].

Bandung is one of the crowded cities in Indonesia. It has the highest dengue incidence, especially in West Java. Daily habits, landscape structures, weather, and the ecosystem in the city play roles in dengue vector breeding as primary factors for dengue transmission. The climate in Bandung is a mountainous climate (humid and cold), with an average temperature of 23.5°C. The average rainfall is 200.4 mm, and there are on average 21.3 rainy days per month. It is an ideal environment for Aedes aegypti. According to the Extraordinary Early Childhood Awareness System (SKDKLB-DBD) report, Bandung had the highest dengue incidence from 2002 to 2006, with a total of 22,335 infected people. In January 2019, the West Java Provincial Health Office recorded 236 dengue cases in Bandung. For these reasons, we selected Bandung as our study area to investigate and analyze the association between dengue data from Google Trends and dengue incidence data from a reputable hospital in Bandung.

In this modern world, it is impossible to say that technology, especially the internet, does not influence human lives. Over the years, research has been performed to investigate the accuracy of using internet search engine data to predict real-life phenomena, such as influenza epidemics and flu trends [9], stock markets [10-12], house prices [13,14], and tourism demand [15-17]. Google Trends is a public website belonging to Google Inc that offers data based on Google Search, which shows how frequently a particular search term is entered.

According to StatCounter, in 2016, Google was the most used text search engine in Indonesia. About 97% of people who use the internet in Indonesia use Google. It is assumed that Indonesian people show the trends to find information about dengue on the internet [18]. Therefore, we hypothesized that the popularity of dengue on Google has a correlation with the dengue incidence in Indonesia. Several studies about Google Trends results and the relationship with various diseases have been carried out, such as a study on dengue fever in Indonesia by using moving average analysis [19]. Other Google Trends–related work is presented in the following sentences. Dengue in several countries (Bolivia, Brazil, India, Indonesia, and Singapore) has been studied to maximize a fitting model by using a univariate linear model [20]. A spatiotemporal analysis of dengue incidence has been performed by using an exponential generalized autoregressive condition heteroscedastic model [21]. In other studies, we can see a web-based search for the early identification of the disease prevalence of coronary heart disease [22], forecasting of influenza cases using internet data [23], the use of Google Trends in health care research by using correlation analysis [24], infodemiology and infouneillance [25-27], a framework of social media data and quality assessment for a reporting standard [28], the spread of pertussis in Europe [29], and the spread of AIDS in the United States [30]. This led us to hypothesize that dengue incidence and Google Trends results have a long-run equilibrium.

We started our research with an initial hypothesis that the popularity of dengue on Google correlates with dengue cases in Bandung. We then investigated the relationship between these two data by using the Dicky-Fuller test, error correction model (ECM), impulse response function, and variance decomposition. We hoped that information from Google Trends can be used for the early detection of upcoming dengue outbreaks so that policymakers can prepare for the early prevention or control of the epidemic.

**Methods**

**Collected Data**

Google Trends is a website that analyzes the popularity of a topic in various countries and various languages based on search requests. The data source is over the internet and open source and can be easily accessed by everyone. In Google Trends, a user can enter a keyword in the form of words or phrases related to the selected topic or cases. Google Trends is not case sensitive but takes into account spelling errors that might occur. Users can specify the duration of time they want to review by selecting a time range or specifying a date. In addition, users can specify the area to be reviewed by selecting the appropriate country, city, or province or state. They can also see the popularity of these keywords globally by selecting the option worldwide.

Data used in this study are time-series data of dengue incidence from Santo Borromeus Hospital in Bandung, as well as popularity data taken from Google Trends via the website (Figure 1). The time range used in this paper is from September 9, 2012 until September 7, 2017. We consider weekly data over the time interval, and there were 261 data points. We assumed that the incidence data represent all dengue cases in Bandung owing to the location of the hospital in the city center. Google Trends data were obtained from the Google Trends website on google [31] by entering the keyword “demam berdarah dengue” plus “dbd.” With regard to the technique of taking data, we followed previous guidelines [32] when using Google Trends for valid results in our study by selecting the appropriate keyword(s), region(s), period, and category. Quotation marks were used so that the search results only showed the popularity of keywords in that exact order. The data represented the popularity of the keyword “demam berdarah dengue” plus “dbd” found on Google. Google Trends normalizes its popularity data by dividing each data point by the total amount of searches at a given time and location. This results in a proportion scaled in a range from 0 to 100. This scale shows the popularity of specific keywords relative to the time and location of the query.
Stationary Test

We performed a stationary test for the time series data of Google Trends ($X_t$) and the dengue incidence ($Y_t$). A time series $\{y_t\}$ is said to be stationary if it satisfies the following conditions: (1) $E[y_t] = \mu < \infty$; (2) $\text{Var}[y_t] = \sigma^2 < \infty$; and (3) $\text{Cov}[y_t, y_{t+s}] = \gamma_s < \infty$, for $s > 0$.

Differencing a series produces another set of observations, such as the first differenced values, where $\Delta y_t = y_t - y_{t-1}$. Generalizing this operation and performing the difference operation as much as $n$ times can be written as $\Delta^n y_t = y_t - y_{t-n}$.

If a series is stationary without any differencing, it is said to be integrated of the order 0 or $I(0)$. However, if it is stationary only after differencing once, it is said to be integrated of the order 1 or $I(1)$. The Dickey-Fuller test was used to detect the presence of a unit root and determine the stationarity of Google Trends and dengue fever incidence series.

Cointegration Test

For cointegration, Engle and Granger [33] used the stationarity test of the residual series obtained from the long-run equilibrium equation. If the residual series, denoted by $\{e_t\}$, is stationary, given that $y_t$ and $z_t$ are first-order stationary, they are cointegrated.

After finding the Google Trends and dengue incidence series to be first-order difference stationary, the long-run equilibrium relationship can be stated in the following form:

$$Y_t = \beta_0 + \beta_1 X_t + e_t$$ (1)

where $e_t$ denotes the residual.

Let $\{\hat{e}_t\}$ be the residual sequence. The series $\{\hat{e}_t\}$ contains the estimated values of deviations from the long-run relationship. By using the Dickey-Fuller test to check its stationarity, it was found that the level values of $\{\hat{e}_t\}$ were stationary.

Estimation and Analysis of a Vector ECM

After a cointegrating relationship has been established, an ECM can be built to establish the short-run relationship between two variables. A likelihood ratio test can be used to determine the time lag of the vector ECM or the value of $p$. The regression equation for an ECM is as follows:

Analysis of cointegration shows that Google Trends and dengue incidence have a long-run equilibrium relationship. However, they are in disequilibrium in the short term. View equations 2 and 3 as a vector autoregression (VAR) model as follows:

Hence, the vector ECM at hand can be written as a VAR model as follows:

Before estimating the vector ECM, the optimal lag order is first determined.

Causal Relationship Between Google Trends and Dengue Incidence

One way to test causality is to see whether the time lag of one variable is relevant for another variable. In a two-equation system with stationary variables $y_t$ and $z_t$ with $p$ lags, it is said that $\{y_t\}$ does not Granger-cause $\{z_t\}$ if and only if the coefficients of $y_t$ in the equation for $z_t$ are equal to zero. In other words, if $\{y_t\}$ does not provide improvement for the forecasting performance of $\{z_t\}$, $\{y_t\}$ does not Granger-cause $\{z_t\}$. Granger
causality only shows the effects of past values of \( y_t \) toward the current values of \( z_t \).

In order to test Granger causality, a standard \( F \) test of the restriction \( a_{21}(1) = a_{21}(2) = \ldots = a_{21}(p) = 0 \) is performed.

In a cointegrated system, \( X_t \) does not Granger-cause \( Y_t \) if the values of \( \Delta X_{t-i} \) do not enter in the equation of \( \Delta Y_t \), and if \( Y_t \) does not respond to deviation from the long-run equilibrium.

**Impulse Response Function and Variance Decomposition**

To analyze the dynamic effects of the model in response to shocks and the effects on the two variables, the impulse response function and variance decomposition were examined.

**Table 1.** Dickey-Fuller test for Google Trends data, dengue incidence data, first differenced Google Trends data, and first differenced dengue incidence data.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Dickey-Fuller test statistic (value)</th>
<th>Dickey-Fuller critical value (N=250)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_t )^a</td>
<td>-2.42 (.02)</td>
<td>-2.58</td>
</tr>
<tr>
<td>( Y_t )^b</td>
<td>-2.24 (.03)</td>
<td>-2.58</td>
</tr>
<tr>
<td>( \Delta X_t )^c</td>
<td>-21.76 (.01)</td>
<td>-2.58</td>
</tr>
<tr>
<td>( \Delta Y_t )^d</td>
<td>-27.85 (.01)</td>
<td>-2.58</td>
</tr>
</tbody>
</table>

^aGoogle Trends data.  
^bDengue incidence data.  
^cFirst differenced Google Trends data.  
^dFirst differenced dengue incidence data.

**Figure 2.** (A) \( \{X_t\} \) and (B) \( \{Y_t\} \) plots with one-time difference. \( X_t \): Google Trends data; \( Y_t \): dengue incidence data.

**Cointegration Test**

The cointegration test results of ordinary least squares regression yielded that the long-run equilibrium relationship can be shown as follows:

\[
X_t = c + \sum_{i=1}^{p} a_{21}(i) \Delta Y_{t-i} + \epsilon_t
\]

with \( \epsilon_t \) denoting the residual.

Let \( \{\hat{\epsilon}_t\} \) be the residual sequence. The series \( \{\hat{\epsilon}_t\} \) contains the estimated values of deviations from the long-run relationship. By using the Dickey-Fuller test to check its stationarity, it was found that the level values of \( \{\hat{\epsilon}_t\} \) were stationary. The results are shown in Table 2.

From previous results, it was seen that \( \{X_t\} \) and \( \{Y_t\} \) are \( I(1) \), and because the \( \{\hat{\epsilon}_t\} \) series is stationary, \( \{X_t\} \) and \( \{Y_t\} \) are cointegrated. Hence, a vector ECM can be constructed.
Likelihood Ratio Test to Find the Time Lag

The longest feasible lag length was set as 8 weeks. Thereafter, the value of the determinant of the variance-covariance matrix of a model with lag length eight was examined (denoted as $\Sigma_8$) and compared with that of a model with lag length seven (denoted as $\Sigma_7$). The likelihood ratio is $(T - c)(\ln \Sigma_7 - \ln \Sigma_8)$, where $T$ is the number of observations and $c$ is the number of parameters that are estimated in each equation of the unrestricted system. In the case of comparing the eight-lag model to the seven-lag model, the value of $c$ is $1 + 8n$, with $n$ being the number of variables, which is two in this case. If the likelihood ratio is smaller than the critical value ($\chi^2_4$ at a significance of $\alpha=1\%$), the null hypothesis of the restriction $A_8=0$ is rejected. This is done until lag 1.

The results of this test are shown in Table 3. The likelihood ratio test showed that the optimal number of lags needed for this vector ECM is three.

<table>
<thead>
<tr>
<th>Number</th>
<th>$H_0$</th>
<th>$H_1$</th>
<th>Likelihood ratio</th>
<th>$\chi^2_4$</th>
<th>Verdict</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$A_8=0$</td>
<td>$A_7\neq0$</td>
<td>7.655</td>
<td>13.277</td>
<td>$H_0$ rejected</td>
</tr>
<tr>
<td>2</td>
<td>$A_7=0$</td>
<td>$A_7\neq0, A_6=0$</td>
<td>3.291</td>
<td>13.277</td>
<td>$H_0$ rejected</td>
</tr>
<tr>
<td>3</td>
<td>$A_6=0$</td>
<td>$A_6\neq0, A_7=0$</td>
<td>0.221</td>
<td>13.277</td>
<td>$H_0$ rejected</td>
</tr>
<tr>
<td>4</td>
<td>$A_5=0$</td>
<td>$A_5\neq0, A_6=0$</td>
<td>2.543</td>
<td>13.277</td>
<td>$H_0$ rejected</td>
</tr>
<tr>
<td>5</td>
<td>$A_4=0$</td>
<td>$A_4\neq0, A_5=0$</td>
<td>6.191</td>
<td>13.277</td>
<td>$H_0$ rejected</td>
</tr>
<tr>
<td>6</td>
<td>$A_3=0$</td>
<td>$A_3\neq0, A_4=0$</td>
<td>19.666</td>
<td>13.277</td>
<td>$H_0$ rejected</td>
</tr>
<tr>
<td>7</td>
<td>$A_2=0$</td>
<td>$A_2\neq0, A_3=0$</td>
<td>27.887</td>
<td>13.277</td>
<td>$H_0$ rejected</td>
</tr>
<tr>
<td>8</td>
<td>$A_1=0$</td>
<td>$A_1\neq0, A_2=0$</td>
<td>60.361</td>
<td>13.277</td>
<td>$H_0$ rejected</td>
</tr>
</tbody>
</table>

Estimation of the ECM

After finding the optimal number of lags, an ECM model was built. The estimated vector ECM is as follows:

![Vector ECM equation]

From the equation, it is seen that the speed of the adjustment parameter is −0.1816 for $\{Y_t\}$ and −0.0267 for $\{X_t\}$. This means that when there is a deviation of 1 from the long-run equilibrium in the period $t-1$, the number of dengue incidences will decrease by 0.1816 and dengue popularity in Google will decrease by 0.0267.

The speed of adjustment parameter for dengue incidence was nine times larger than the value for Google Trends, meaning that dengue incidence is more responsive to deviations from the long-run equilibrium. On the other hand, Google Trends only responds slightly to the aforementioned deviation.

It was found that this model has an R-squared value of 0.4128 for the $\Delta X_t$ equation and 0.1511 for the $\Delta Y_t$ equation, as well as an Akaike Information Criterion (AIC) value of 2370.2. Since the R-squared value is quite low, it can be said that the model cannot explain the data at hand accurately.

Causal Relationship Between Google Trends and Dengue Incidence

Based on the vector ECM in equation 7, Granger causality was tested between Google Trends and dengue incidence. It was noted that at lag 2 and 3, $X_t$ Granger-causes $Y_t$ at a significance of $\alpha=5\%$, since the $P$ obtained was similar (.04). However, $Y_t$ does not Granger-cause $X_t$. This means that information from past values of Google Trends regarding dengue at a lag of 2 and 3 weeks is useful for explaining the present value of dengue incidence. The results are shown in Textbox 1.
Textbox 1. Granger causality test for Google Trends data and dengue incidence data.

<table>
<thead>
<tr>
<th>Part 1: Does Google Trends Granger-cause incidence?</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_0: \beta_1=\ldots=\beta_j=0$ (Google Trends does not Granger-cause incidence)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Part 2: Does incidence Granger-cause Google Trends?</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_0: \beta_1=\ldots=\beta_j=0$ (incidence does not Granger-cause Google Trends)</td>
</tr>
</tbody>
</table>

**Impulse Response Function and Variance Decomposition**

The results for 12 periods (3 months) are obtained as presented below.

**Impulse Response Function**

As shown in Figure 3B, a positive shock in dengue popularity on Google Trends has a relevant impact on dengue incidence. Dengue incidence shows a large increase after two periods. Thereafter, it shows a slight decrease, but then, it increases again slowly. Its effects seem to be long term, since the incidence keeps increasing until the end of the 12 periods. This phenomenon suggests that shocks in dengue fever popularity on Google have a relevant impact on dengue fever incidence.

On the other hand, through analysis of the response of dengue incidence to a positive shock, it was found that dengue popularity increases slightly and then remains constant. This behavior is presented in Figure 3A. After a positive shock in dengue incidence, there is little fluctuation in its popularity on Google Trends. This suggests that shocks in dengue incidence do not have a relevant effect on its popularity on Google Trends. Its effects are only short term and do not remain in the long run.

Generally, the impulse response function shows that Google Trends has a relevant impact on dengue fever incidence and has a long-term effect. On the contrary, dengue incidence has only a short-term and small effect on the popularity of dengue on Google.

**Variance Decomposition**

Variance decomposition estimates the contribution of shocks in a variable toward the response of another variable. As shown in Figure 3D, the contribution of dengue incidence to its variance gradually declines in the first two periods. Thereafter, it declines further until the contribution of dengue incidence is finally only around 40%. In the first period, Google Trends only has a small contribution to dengue incidence variance with only 0%. Thereafter, during the second period, it increases to around 28% and then continues to climb gradually. After the 12 periods, Google Trends has up to 60% contribution to dengue incidence variance.

On the other hand, Figure 3C shows that Google Trends variance mainly comes from itself, where dengue incidence only contributes at a rate of approximately 4%. This rate increases in the first four periods (from 3.6% in the first period to 4.2% in the fourth period). Thereafter, the contribution rate from dengue incidence remains around 3.7%. This means that dengue incidence very slightly influences Google Trends in the short term, but does not influence the popularity of Google Trends in the long term.

In summary, it can be seen that Google Trends influences dengue incidence in the long term, but dengue incidence only influences Google Trends in the short term and not in the long term. As presented in the model, dengue incidence is related to not only the popularity of dengue in Google but also its lagged value of up to 1 week.
Discussion

Principal Findings

Our results show that there is indeed a causal relationship between dengue popularity in Google Trends and dengue incidence in Bandung. A Granger cointegrated relationship between dengue popularity in Google Trends and dengue incidence in Bandung was noted. This is justified because both data sets were found to be $I(1)$, and the residual from the ordinary least squares regression was also found to be stationary.

Based on the ECM, it can be seen that there is a relationship between Google Trends results and dengue incidence. Through Granger analysis, it was seen that Google Trends Granger-causes dengue incidence in Bandung at a lag of 2 and 3 weeks. This was further supported by the impulse response function, where shocks in dengue popularity in Google cause dengue incidence to increase. It was also supported by the variance decomposition, where after 1 week, the contribution from Google Trends to dengue incidence variance increases. Granger analysis also showed that dengue incidence does not Granger-cause its popularity in Google.

The vector ECM also showed that dengue incidence is more responsive to deviations from the long-run equilibrium, since it has a larger value of the speed of adjustment, which is nine times the value for Google Trends.

Limitations

The results showed a causal relationship between dengue popularity in Google Trends and dengue incidence in Bandung. However, this exact ECM cannot be used for forecasting or early detection owing to the low R-squared values of 0.4128 for the Google Trends equation and 0.1511 for the dengue incidence equation. A further improved model will need to be built for future forecasting.

The results of this study can help provide a more real-time indication of dengue outbreaks in Bandung. Owing to Indonesia’s standard and traditional approach to dengue surveillance, the data of dengue cases have several weaknesses, such as low accuracy and timeliness [20]. In addition, data available from Santo Borromeus Hospital were only from 2008 until 2017. Owing to the limitations of Google Trends, it was preferable to use weekly data with a 5-year period (giving 260 data points) rather than data from 2008 to 2014 on a monthly
basis with only 84 data points. Another limitation is that people searching for dengue-related information may not necessarily have the disease, as they could be searching because a relative or friend is ill. Besides, a search in Bandung does not necessarily mean that the intended sick person is in Bandung. The individual could be searching for someone else who is ill in another city. Our proposed model used strong assumptions, such as the behavior of the use of gadgets and social media in the community, which is quite high, and a good internet signal in the observation area (Bandung in this case). Therefore, it is risky to implement the findings in areas with low internet access.

Conclusions
Google Trends data may be used as an initial indicator of a dengue outbreak in Bandung. However, further improvements to the ECM need to be made by using more data points to gain more extensive insights.
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Abstract

Background: Discrimination in the health care system contributes to worse health outcomes among lesbian, gay, bisexual, transgender, and queer (LGBTQ) patients.

Objective: The aim of this study is to examine disparities in patient experience among LGBTQ persons using social media data.

Methods: We collected patient experience data from Twitter from February 2013 to February 2017 in the United States. We compared the sentiment of patient experience tweets between Twitter users who self-identified as LGBTQ and non-LGBTQ. The effect of state-level partisan identity on patient experience sentiment and differences between LGBTQ users and non-LGBTQ users were analyzed.

Results: We observed lower (more negative) patient experience sentiment among 13,689 LGBTQ users compared to 1,362,395 non-LGBTQ users. Increasing state-level liberal political identification was associated with higher patient experience sentiment among all users but had stronger effects for LGBTQ users.

Conclusions: Our findings highlight that social media data can yield insights about patient experience for LGBTQ persons and suggest that a state-level sociopolitical environment influences patient experience for this group. Efforts are needed to reduce disparities in patient care for LGBTQ persons while taking into context the effect of the political climate on these inequities.

(J Med Internet Res 2020;22(7):e17087) doi:10.2196/17087
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Introduction

Health Disparities and Discrimination in Health Care Among Lesbian, Gay, Bisexual, Transgender, and Queer Patients

Across several health indicators, lesbian, gay, bisexual, transgender, and queer (LGBTQ) people consistently experience worse health outcomes than their non-LGBTQ counterparts [1]. Discrimination in the health care system is associated with worse health outcomes [2-4]. Previous studies have shown that LGBTQ persons report increased rates of discrimination from medical providers and other staff across a wide variety of health care settings [5,6]. In one study, almost one-third of transgender survey respondents reported postponing medical care because they experienced discrimination [6]. In addition, many LGBTQ persons report reluctance to disclose their sexual orientation or gender identity to their health care providers [7,8]. Such an environment results in a lack of understanding and acceptance of LGBTQ people and their specific health care needs, and leads to inadequate treatment and an erosion of trust in the health care services for this group [7,8]. Although there has been increasing awareness and understanding of LGBTQ patient experiences, many recent studies have consisted of small qualitative inquiries focused on specific LGBTQ populations [9-12]. Furthermore, there is a dearth of valid scales and indices that measure LGBTQ patient experience [13] as well as limited research on the sociopolitical cultural factors that contribute to these discriminatory accounts.

Geographic Disparities in LGBTQ Health Care

There is a large body of evidence characterizing regional variation in health care and patient experiences across the United States [14-16]. Some studies have further stratified this variation by social variables such as socioeconomic status and race [15,17]. However, research has yet to explore the geographic disparities for LGBTQ care due to methodological limitations in the identification of LGBTQ patients [18]. US states vary considerably in their policies and practices that provide protection against sexual orientation and identity-based discrimination. In the areas of employment, housing, public accommodations, and health care services, there is wide variation of legislatures and pre-empt local protections that help protect LGBTQ persons by ensuring fair and equal treatment [19,20]. Although certain states have adopted protection laws for LGBTQ persons, other states have not been committed to the passage or enforcement of local nondiscrimination laws [21]. In fact, some states have policies that explicitly prevent the passage or enforcement of local nondiscriminatory laws, including those that relate to health care [21]. States without LGBTQ protective policies also tend to have higher percentages of conservative voters [22], and the social climate of a geographic area has been shown to be associated with differences in health outcomes for LGBTQ persons [23,24]. Prior research has also shown that residence in areas with a higher percentage of Republican voters is associated with a greater risk for depression among LGBTQ youth at the neighborhood level [25] and health care refusal among transgender patients at the state level [21]. In addition, physician political identity has been shown to be highly correlated with treatment decisions, with physician partisan bias leading to variation in patient care [26]. However, a large-scale, geographically contextual analysis has not been conducted to study the effect of the political environment on LGBTQ patient experience.

Twitter as an Outlet for Patient Feedback

Recently there has been a shift in US health care to emphasize patient experiences, as this has been linked with quality of care [16]. Novel methods based on online data have been applied to studying this field [27]. For instance, the social media platform Twitter has been shown to be an effective resource for obtaining unsolicited feedback on quality of hospital care [16,27-29]. It has also been validated as a method to characterize differences in LGBTQ hospital care across the United States [30]. This previous study assessed how hospitals either supported or did not support LGBTQ care and showed that hospitals deemed as having LGBTQ equitable policies were also shown to be more supportive toward LGBTQ practices on Twitter. However, it did not investigate LGBTQ patient users’ experiences or how geopolitical state-level factors may influence the sentiment of these experiences. Other studies have demonstrated the feasibility and promise of real time social media sites to study the patient experiences of LGBTQ communities but only in small-scale content analyses, and they did not consider how geographic variation in political identity may shape these experiences [31,32]. In these ways, online social media information from LGBTQ patients can provide researchers with unfiltered accounts of patient experience and help develop an understanding of the complexities surrounding LGBTQ health disparities [33,34].

This study sought to fill the gap in research by examining the geographic variation in patient experiences among LGBTQ persons in the United States using novel computer science methods to curate a large-scale data set from the online social media platform Twitter. The goal of this research was to identify differences in patient experience among LGBTQ and non-LGBTQ patients, and to statistically model the state-level geopolitical factors that are associated with LGBTQ patient experiences using Twitter. Understanding the political factors associated with LGBTQ patient experience can be used to uncover reasons for these LGBTQ disparities in care and inform the development of targeted interventions to improve equity and advocate for this marginalized group.

Methods

Sample

Health Care Patient Experience Twitter Data

Tweets relating to patient experience from February 16, 2013, to February 15, 2017, were collected. A supervised machine classifier was built from a combination of keywords and rule-based learning algorithms to identify tweets related to health care patient experiences in the areas of medical facility and staff, medical procedures, hospital visits and stays, medications, hospital bills and insurance, care condition, and pain. Tweets repeated more than 5 times from the same user were deemed
irrelevant based on manual inspection and the tweet was removed from the data set. Geolocation was collected through
the metadata of Twitter. Using the geolocation inference engine,
we identified the latitude and longitude of tweets. We verified
the accuracy of our geolocation classifier by using Amazon
Mechanical Turk (MTurk) to manually curate 10,000 randomly
selected tweets and found that using MTurk validated 91% (n=9100/10,000) of the inferred locations through the
geolocation engine were correct (with 87%, n=8700/10,000
agreement between two MTurk curators). Only tweets with
geolocation data were used for locational analysis. The detailed
methods and validation of the patient experience data set
procedure is documented in Multimedia Appendix 1, which has
been validated in a previous study [35].

LGBTQ Users
The Twitter user descriptions were collected. A user who used
any of the terms “lesbian,” “gay,” “bisexual,” “transgender,”
“trans,” “queer,” “LGBT,” “LGBTQ,” “intersex,” “homosexual,” or “cis” in their profile description was deemed
an LGBTQ user. A non-LGBTQ user was defined as any Twitter
user who did not use these terms in their profile description.
The control population was comprised of the user population
that did not self-identify as being LGBTQ on Twitter. The
LGBTQ user was defined as a binary variable: tweets from
LGBTQ users were labeled with 1, and tweets from non-LGBTQ
users were labeled as 0. Tweets were labeled according to the
user description at the time of the tweet; changes in LGBTQ or
non-LGBTQ status over time were not considered. A
conservative manual inspection of 200 user profile descriptions
categorized as LGBTQ agreed 81% (n=162) of the time.

State Identification
Tweet latitude and longitude information were matched with the United States Census Bureau’s American Community Survey
5-year estimates to identify the corresponding state and generate
a state-level field [36].

Geographic Regions
The geographic regions Northeast, Midwest, South, and West
were determined by the US Census and were matched to the
latitude and longitude of user’s tweets. The region of the
Northeast includes Maine, New Hampshire, Vermont,
Massachusetts, Rhode Island, Connecticut, New York, New
Jersey, and Pennsylvania. The Midwest includes Ohio,
Michigan, Indiana, Wisconsin, Illinois, Minnesota, Iowa,
Missouri, North Dakota, South Dakota, Nebraska, and Kansas.
The South includes Delaware, Maryland, Virginia, West
Virginia, Kentucky, North Carolina, South Carolina, Tennessee,
Georgia, Florida, Alabama, Mississippi, Arkansas, Louisiana,
Texas, Oklahoma, and Washington, DC. The West comprises
of Montana, Idaho, Wyoming, Colorado, New Mexico, Arizona,
Utah, Nevada, California, Oregon, Washington, Alaska, and
Hawaii. Graphical map descriptions of patient experience
sentiment maps of LGBTQ and non-LGBTQ users were
conducted using the plotly Python (Python Software Foundation)
visualization library [37].

Political Composition
Political party affiliation at the state level was retrieved through the Gallup Daily Tracking data set [22]. Political composition
was defined as percent Republican and percent Democratic for
each state. Democratic advantage was defined as percent
Democratic minus percent Republican by each state and was
included in the analysis as a continuous variable [22]. We chose
to use political affiliation data from 2015 to represent the middle
point of the study time frame. There may have been changes in
political affiliation, but this was not measured for this study.

Dependent Variable: Sentiment of Patient Experience
Tweet
Sentiment analysis has been frequently used to determine the attitude and emotion of the user (ie, author) with respect to a
topic [38,39]. For instance, a user might tweet “the doctors were
so knowledgeable and kind. Thank you!” that would be deemed
as positive, whereas a tweet from a user that states “how could
you allow patients to be treated so horribly” would be
determined to possess negative sentiment. The sentiment of a
patient experience tweet was defined as the attitude of the patient
toward their health care experience. Sentiment analysis
determines the attitude of the user by measuring the polarity of
the sentiment which lies in the range of -1 to 1, where 1 is an
extremely positive attitude and -1 means an extremely negative
attitude. We measured the sentiment polarity using the widely
accepted and used lexicon and rule-based sentiment classifier
called Valence Aware Dictionary for Sentiment Reasoning
(VADER) to identify the sentiment of the patient experience
tweet [40]. VADER computes sentiment for each word and
generates compound scores for the sentence by summing the
sentiment score of each word. For VADER, a sentiment score
is positive if the mean compound score is greater than or equal
to 0.5 and negative if the score is less than or equal to -0.5.
Mean compound scores between -0.5 and 0.5 are considered
neutral. Scores of exactly 0.0 are discarded as they indicate that
there is not sufficient context. We expanded on VADER’s
dictionary and rules to better represent the microblogging style
of platforms like Twitter. This included the incorporation of
emojis and their respective sentiment scores.

Analysis
Data analysis was conducted using the scikit-learn [41] and
statsmodels [42] packages in Python. Descriptive statistics were
conducted to compare the frequency of tweets by each state-level
factor between LGBTQ and non-LGBTQ Twitter users. Tweets
were separated into LGBTQ user and non-LGBTQ user tweets, and
the geolocation was identified. The proportion of LGBTQ
or non-LGBTQ users in a region was calculated by dividing the
number of either of these users in that region by the total number
of users in the region. The mean democratic advantage was
calculated by summing the democratic advantage of each user
group and dividing it by the total number of users. Chi-square
tests for proportions were conducted to compare the breakdown
of LGBTQ users by geographic region compared to the
breakdown of non-LGBTQ users by geographic region. An
ordinary least squares regression was used to model the effect
of state-level democratic advantage on patient experience
sentiment while controlling for geographic region. The inclusion
of an interaction term between democratic advantage and LGBTQ status allowed for LGBTQ status to moderate the effect of democratic advantage on patient experience sentiment.

**Regression Model**

tweet_sentiment ~ LGBTQ + democratic_advantage + LGBTQ * democratic_advantage + NE + S + W + ε

**Results**

The total number of users in the patient experience data set was 1,376,084 users. Out of these users, 13,689 (1.00%) self-identified as LGBTQ, and 1,362,395 (99.00%) did not self-identify as LGBTQ. The number of LGBTQ users that had available geolocation data used in these analyses was 5545, and the number of non-LGBTQ users was 445,919. The data-cleaning process removed 171 out of 22,570 LGBTQ user tweets and 15,211 out of 1,946,795 non-LGBTQ user tweets. As shown in Table 1, the highest proportion for both LGBTQ and non-LGBTQ users came from the South, followed by the West, Midwest, and Northeast. A statistically significant lower proportion of LGBTQ users compared to non-LGBTQ users were present in the areas of the South and the Midwest. Alternatively, there were significantly higher proportions of LGBTQ users compared to non-LGBTQ users in the areas of the Northeast and the West. Mean democratic advantage was also significantly higher in areas with greater proportions of LGBTQ users relative to non-LGBTQ users.

*Table 1. Descriptive analysis of LGBTQ (n=5545) and non-LGBTQ (n=445,919) tweets in the United States, 2013-2017.*

<table>
<thead>
<tr>
<th>Variable</th>
<th>LGBTQ users</th>
<th>Non-LGBTQ users</th>
<th>Test statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Northeast, n (%)</td>
<td>1053 (18.99)</td>
<td>75,761 (16.99)</td>
<td>3.78</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>South, n (%)</td>
<td>1786 (32.21)</td>
<td>167,635 (37.59)</td>
<td>–8.52</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Midwest, n (%)</td>
<td>1166 (21.03)</td>
<td>98,354 (22.06)</td>
<td>–1.87</td>
<td>.06</td>
</tr>
<tr>
<td>West, n (%)</td>
<td>1540 (27.77)</td>
<td>104,169 (23.36)</td>
<td>7.29</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Democratic advantage, mean</td>
<td>3.92</td>
<td>2.60</td>
<td>9.44</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aLGBTQ: lesbian, gay, bisexual, transgender, and queer.

The multilevel regression output is presented in Table 2, which illustrates the association between LGBTQ individual-level status and state-level predictors of patient experience sentiment from February 2013 to February 2017. Users in the Northeast had on average a 0.0444 (P<.001) lower patient experience sentiment, and users in the South had on average a 0.0390 (P<.001) lower patient experience sentiment compared to users in the Midwest, controlling for individual-level LGBTQ status and the state-level political factor. Users in the West had on average a 0.0188 (P<.001) higher patient experience sentiment compared to that of users in the Midwest while controlling for all other variables in the model. Users that self-identified as LGBTQ had on average 0.0191 (P=.01) lower patient experience sentiment compared to users that did not self-identify as LGBTQ in areas with no difference in democratic or republican advantage, controlling for region- and political-level factors.

*Table 2. Ordinary least squares regression results demonstrating association between LGBTQ status and state-level political leaning with patient experience sentiment in the United States, 2013-2017.*

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficient</th>
<th>SE</th>
<th>t statistic</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>–0.0407</td>
<td>0.001</td>
<td>–31.163</td>
<td>&lt;.001</td>
<td>–0.043 to –0.038</td>
</tr>
<tr>
<td>Northeast</td>
<td>–0.0444</td>
<td>0.002</td>
<td>–20.199</td>
<td>&lt;.001</td>
<td>–0.049 to –0.040</td>
</tr>
<tr>
<td>South</td>
<td>–0.0390</td>
<td>0.002</td>
<td>–23.217</td>
<td>&lt;.001</td>
<td>–0.042 to –0.036</td>
</tr>
<tr>
<td>Midwest (reference group)</td>
<td>N/A a</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>West</td>
<td>0.0188</td>
<td>0.002</td>
<td>9.820</td>
<td>&lt;.001</td>
<td>0.015 to 0.022</td>
</tr>
<tr>
<td>LGBTQ b</td>
<td>–0.0191</td>
<td>0.006</td>
<td>–3.408</td>
<td>.01</td>
<td>–0.030 to –0.008</td>
</tr>
<tr>
<td>Democratic advantage</td>
<td>0.0008</td>
<td>&lt;0.0001</td>
<td>4.467</td>
<td>&lt;.001</td>
<td>0.000 to 0.000</td>
</tr>
<tr>
<td>Democratic advantage x LGBTQ user</td>
<td>0.0014</td>
<td>0.001</td>
<td>2.713</td>
<td>.007</td>
<td>0.000 to 0.002</td>
</tr>
</tbody>
</table>

aNot applicable.
bLGBTQ: lesbian, gay, bisexual, transgender, and queer.

*Figure 1 shows the difference in average patient experience sentiment for LGBTQ users compared to non-LGBTQ users for each US state. Darker colors represent a more negative differential in LGBTQ user patient experience sentiment compared to non-LGBTQ users, while lighter colors represent a more positive LGBTQ user sentiment compared to non-LGBTQ users. For non-LGBTQ users, each 1-point gain in state-level democratic advantage was associated with a predicted value increase of 0.0003 in patient experience sentiment, controlling for regional variation. The effect of democratic advantage on patient experience sentiment is moderated by LGBTQ status.*
at the state level has a stronger effect on LGBTQ users compared to non-LGBTQ users’ patient experience sentiment. For LGBTQ users, each 1-point gain in state-level democratic advantage was associated with a predicted value increase of 0.0017, controlling for all other variables in the model. The positive effect of democratic advantage on patient experience was 5.67 times greater in LGBTQ patients than non-LGBTQ patients.

**Figure 1.** Map of patient experience tweets. LGBTQ: lesbian, gay, bisexual, transgender, and queer. (Note: Positive sentiment scores are ≥0.5; negative sentiment score ≤-0.5; neutral sentiment scores are between ±0.5).

### Discussion

**Principal Findings**

Our analysis highlights geographical and political factors associated with patient experience sentiment for LGBTQ persons in the United States. As documented by the online social media network Twitter, LGBTQ status was associated with worse patient experiences compared to their non-LGBTQ counterparts even after adjusting for regional variation and political stance at the state level. This is consistent with previous reports that have documented the everyday discrimination experienced by LGBTQ individuals [43]. In 2016, the Center for American Progress showed that 1 in 4 LGBTQ persons reported discrimination that compels them to make significant changes to their everyday lives to avoid that discrimination [43]. However, users from the Northeast did not appear to rate their experience as well as those in the West or the Midwest. Although it has been documented that the Northeast tends to have a higher health care quality, many communities in the Northeast also have higher costs and elevated rates of avoidable hospital use, which could explain the poorer patient experience feedback reported among Twitter users in this area [36,37].

Based on our study, political values at the state level may influence the sentiment of individual-level patient experiences for LGBTQ persons more so than for non-LGBTQ persons. The political climate of a geographic area has been shown to be associated with health-related outcomes and access to care among LGBTQ persons [21,23]. However, prior studies have only focused on specific outcomes such as depression or on subsets within the LGBTQ community. For instance, one study identified that the percent of state residents voting republican was the strongest and most significant state-level predictor of health care refusal among transgender individuals [21]. Our results showed that an increasing democratic advantage at the state level contributed to better patient experiences reported at many quality measures [37]. Our results mirror such regional patterns, as we found that the South Region exhibited the worst patient experiences compared to all other regions in the United States. Findings in our study also revealed that Twitter users in the West reported the best patient experiences, which is also consistent with prior research, as this is an area that tends to perform better on the majority of quality measures [37]. However, users from the Northeast did not appear to rate their experience as well as those in the West or the Midwest. Although it has been documented that the Northeast tends to have a higher health care quality, many communities in the Northeast also have higher costs and elevated rates of avoidable hospital use, which could explain the poorer patient experience feedback reported among Twitter users in this area [36,37].

Regional analysis of quality of care for the general public have indicated that areas in the South often perform more poorly on...
the individual level for all users even after controlling for regional variation. Furthermore, this state-level political factor had a 5.67 times stronger positive effect on patient experience sentiment for LGBTQ users compared to non-LGBTQ users. These macrolevel political affiliations based on voting behavior can potentially serve as proxies for local attitudes and culture toward LGBTQ persons, and influence structural stigmatization in health care [21,47]. It has been demonstrated that Republican-identified voters are more likely to hold discriminatory attitudes toward LGBTQ persons compared to Democratic voters [47]. Therefore, LGBTQ persons living in states with more republican voters may be more likely to encounter and receive poorer quality care from biased providers or health care systems.

Limitations
There are limitations in this study that should be noted when interpreting our findings. First, our results examined state-level factors that were associated with patient experience sentiment and cannot be interpreted as causal. Second, the keywords methodology used to identify LGBTQ users may have incorrectly placed some LGBTQ users in the non-LGBTQ group and vice versa. The keywords list is not comprehensive and may have missed some LGBTQ-identifying descriptors such as shorthand phrases. Although we were able to manually confirm that 80-90% of LGBTQ categorized users were indeed LGBTQ users, we were not able to place a number on the accuracy of non-LGBTQ categorization. However, we believe that the percentage of LGBTQ users in the control group would not be more than the national percentage of 4.5% [48], which still provides a reasonable and valuable control population for this study. Third, there are limitations with the geo-tagged Twitter data set. Only 15% of online adults regularly use Twitter, with those 18-29 years of age being most represented. Only approximately 1% of users geo-tag the majority of the tweets they post [49,50]. Therefore, the sample population is likely not representative of the US patient population. Despite this potential limitation, many patient experience surveys have reported low response rates that range from 20-30% and have a greater proportion of older adult and female participants [51]. Our study may have a better representation of a demographic of patient participants that are normally excluded from mainstream or traditional surveys. For instance, Twitter users are generally more educated, younger, male [52], and have overrepresentation of ethnic minorities including blacks and Hispanics to a greater extent [48]. For our analysis on sentiment, previous studies have shown that the time of day, the ordering of activities within a day, and location can influence the sentiment of an individual’s tweet [49,53]. We did not control for these temporal and spatial differences, which may have influenced the results of our study.

In the past, research on LGBTQ populations has been sparse due to methodological limitations or because of issues related to homophobia (fear of people who are attracted to members of the same sex) and heterosexism (discrimination against homosexuals because of the assumption that heterosexuality is the norm of sexual orientation) [18]. Most national and state surveys lack appropriate questions pertaining to gender and sexual identity, making it difficult to conduct large-scale research [46]. Even large-scale studies typically identify few LGBTQ individuals, which has meant that LGBTQ research must rely on smaller qualitative studies or that investigation is lacking altogether [18]. Our study is the first to use a novel online social media data set captured from the popular Twitter platform to investigate LGBTQ patient experiences across the United States. Research shows that LGBTQ persons are more open to coming out and defining their LGBTQ status in their online social networks when compared to offline networks [54,55]. In fact, Twitter is a highly popular social media space for LGBTQ users when compared to other social media networks such as Facebook [55]. Finally, LGBTQ persons are more likely to search for health and medical information online when compared to their non-LGBTQ counterparts (81% vs 46%) [56]. Since LGBTQ persons face significant discrimination in typical health care settings [8], LGBTQ persons are less likely to voluntarily identify themselves as LGBTQ in the health care setting or in response to health surveys. This lack of identification prevents researchers from effectively capturing LGBTQ patient experiences. However, through our online big data set, we were able to identify an extensive number of self-identified LGBTQ users on Twitter. Based on this evidence, even though not all LGBTQ persons may have identified themselves as LGBTQ on Twitter, our study was able to capture novel insights into LGBTQ patient experiences that may not have been documented in the past.

Conclusion
The Institute of Medicine recognizes that LGBTQ persons experience a disproportionate burden of disease and poorer health outcomes compared to the general population, and there is growing recognition of the need to further study these disparities to identify the factors that contribute to them [57]. This is the first study to leverage an online social media data set to characterize the patient experiences of LGBTQ persons. This study demonstrated that LGBTQ users experience worse patient experiences compared to non-LGBTQ users and that the political climate of a state determined through voting percentages is a prominent factor influencing patient experiences, especially for LGBTQ persons. This is especially relevant given recent emphasis on how different US government administrations can directly impact policy decisions regarding equitable health care for LGBTQ persons [58]. By identifying the factors that impact patient experience, researchers, health care providers, and policy makers can begin to develop targeted practices and policies that improve health equity for LGBTQ persons and other marginalized groups.
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Abstract

Background: Telemonitoring enables care providers to remotely support outpatients in self-managing chronic heart failure (CHF), but the objective assessment of patient compliance with self-management recommendations has seldom been studied.

Objective: This study aimed to evaluate patient compliance with self-management recommendations of an innovative telemonitoring enhanced care program for CHF (ITEC-CHF).

Methods: We conducted a multicenter randomized controlled trial with a 6-month follow-up. The ITEC-CHF program comprised the provision of Bluetooth-enabled scales linked to a call center and nurse care services to assist participants with weight monitoring compliance. Compliance was defined a priori as weighing at least 4 days per week, analyzed objectively from weight recordings on the scales. The intention-to-treat principle was used to perform the analysis.

Results: A total of 184 participants (141/184, 76.6% male), with a mean age of 70.1 (SD 12.3) years, were randomized to receive either ITEC-CHF (n=91) or usual care (control; n=93), of which 67 ITEC-CHF and 81 control participants completed the intervention. For the compliance criterion of weighing at least 4 days per week, the proportion of compliant participants in the ITEC-CHF group was not significantly higher than that in the control group (ITEC-CHF: 67/91, 74% vs control: 56/91, 60%; P=.06). However, the proportion of ITEC-CHF participants achieving the stricter compliance standard of at least 6 days a week was significantly higher than that in the control group (ITEC-CHF: 41/91, 45% vs control: 23/93, 25%; P=.005).

Conclusions: ITEC-CHF improved participant compliance with weight monitoring, although the withdrawal rate was high. Telemonitoring is a promising method for supporting both patients and clinicians in the management of CHF. However, further refinements are required to optimize this model of care.
Introduction

Chronic heart failure (CHF) is a severe chronic disease that affects more than 26 million people worldwide [1]. It significantly reduces the health-related quality of life and increases the risk of hospitalization and mortality [1]. To improve health outcomes, it is recommended that patients with CHF undertake self-management, such as daily monitoring of body weight to assess fluid balance and seek early clinical support in the event of symptoms, which may indicate decompensation. This has been consistently outlined by evidence-based clinical guidelines for CHF [2,3] and is practically supported by CHF clinics and rehabilitation programs in standard care. Despite these clinical efforts, patient compliance with self-management recommendations is often suboptimal for activities such as body weight recording, fluid restrictions, and medication adherence [4]. Time constraints [5], limited knowledge [6], and insufficient ongoing clinical support [7] are some of the reported barriers to the self-management of CHF. Poor compliance with self-management recommendations often leads to delays in essential treatment [4] and increases the risk of mortality and hospitalization [8].

In recent years, there has been significant research interest in telemonitoring as an innovative approach to remotely assist patients with CHF in self-managing their health [9]. However, to date, only 2 studies, to our knowledge, have evaluated patient compliance with weight monitoring in a randomized controlled trial (RCT) [10,11]. Although they demonstrated a higher rate of compliant participants in the telemonitoring arm (telemonitoring vs usual care: 88.6% vs 70.9% [10] and 91.7% vs 67.4% [11]), the studies relied on self-report, which is known to be influenced by recall bias [12]. In addition, the definition of compliance was loosely defined based on terms such as most of the time or all of the time and, hence, was not sufficiently accurate to reflect the daily weight monitoring recommendation. Moreover, patient adherence to telemonitoring systems has often been found to be low, even in large, well-designed RCTs (55% [13] and 55.4% [14]). This has led to an ongoing debate about the practicality of using telemonitoring to improve CHF care [13-15]. Therefore, further rigorous research for evaluating patient compliance is needed in telemonitoring studies for CHF care.

We evaluated an innovative telemonitoring enhanced care program for CHF (ITEC-CHF) in an open multicenter RCT. The ITEC-CHF program focused on assisting patients in daily weight monitoring and engaging with nurse-supported care in the event of weight fluctuations. This study aimed to examine whether the ITEC-CHF program improved patient compliance with weight monitoring as well as other self-management behaviors and health outcomes.

Methods

Study Design

The protocol for the ITEC-CHF study has been previously published [15]. Images of the user interface and the Bluetooth-enabled scales are provided in Multimedia Appendices 1 and 2. In this study, patients with CHF were recruited from 2 trial sites in Australia: one in Victoria (VIC) and one in Western Australia (WA). The trial sites were at 2 hospitals in VIC and WA, respectively. This study complies with the Declaration of Helsinki. All participants provided written informed consent. The clinical trial protocol was approved by the Human Research Ethics Committee at Peninsula Health, VIC (HREC reference: HREC/14/PH/27), and Royal Perth Hospital, WA (reference: 15-081 and reference: HR 181/2014), Australia. Participants were enrolled from January 2015 to October 2017. The latest data collection of hospitalizations and emergency department (ED) presentations was conducted in September 2018.

Randomization and Masking

Participants in the trial were individually randomized with an allocation ratio of 1:1 to receive either ITEC-CHF or usual care (control) for 6 months. Randomization was stratified by the 2 trial sites (VIC and WA) to ensure that the allocation ratio was consistent at each site. A block method was used to achieve a balanced number of participants between the ITEC-CHF and control groups throughout the trial. The random allocation assignments were sealed in opaque envelopes. Data analysts generated the randomization sequence and were blinded to the trial because of the use of deidentified patient data.

Inclusion and Exclusion Criteria

The inclusion criteria were as follows: patients (1) with CHF with reduced ejection fraction (EF; ie, EF≤40%), (2) able to weigh themselves safely, (3) aged at least 18 years, (4) having a regular personal general practitioner (GP) or agreeing to use a designated GP, (5) with a permanent residential address, and (6) without significant cognitive impairments. The exclusion criteria were as follows: (1) patients with expected survival <12 months, (2) patients with end-stage renal failure on dialysis, (3) long-term nursing home residents, or (4) patients participating in any other clinical trial.

Interventions

At baseline, control participants were provided with a standard package of a paper-based diary and the Living Well with Chronic Heart Failure booklet, produced by the Heart Foundation of Australia.
Australia. They were instructed to maintain their usual CHF care, as provided by clinics specialized in CHF and primary care physicians, and to undertake CHF self-management as previously instructed. Each participant was also provided with an electronic weight scale (FORA TNG W550; ForaCare) and asked to use the scale to measure their body weight daily, immediately after waking, following voiding, without shoes, in light clothing, and before taking medication. Approximately every 3 months, project nurses visited the participants to download the weight entries from the weight scale.

Participants in the ITEC-CHF group received the same resources as those in the control group, in addition to the ITEC-CHF program. The ITEC-CHF consists of 3 major components: remote body weight monitoring, structured telephone support, and nurse-led collaborative care. The service was integrated with a telephone call center (MEPACS, VIC, Australia) and community nurse care services at the trial sites in VIC and WA. Each participant was provided with an electronic weight scale and a computer tablet (Galaxy Tab A, Samsung). Participants were asked to weigh themselves using the procedure described for the control group. After the measurement, the weight entry was automatically transmitted from the weight scale to the tablet via a wireless Bluetooth function. The tablet was preloaded with an Android app (Medtech Global). This app received the weight entry and uploaded the entry to a software package called Manage My Health (MMH; Medtech Global). A rule-based decision support system (a web app) in MMH automatically monitored the uploaded weight entries in real time. In response to the weight data generated by telemonitoring, 6 types of alerts were possible: (1) rapid weight fluctuation (an increase or decrease of 2 kg over 2 days), (2) slow weight fluctuation (an increase or decrease of 5 kg over 28 days), (3) low-risk weight fluctuation (an increase or decrease of 1 kg over 24 hours), (4) missed weight measurement, (5) low level of tablet battery, and (6) tablet connection lost. In the event of a rapid weight fluctuation, project nurses were alerted, and they called the participant to assist him or her in assessing symptoms and activating their CHF action plan, such as attending their GP, visiting a CHF clinic, or presenting to an ED as indicated. For an alert of slow weight fluctuations, the project nurses assisted the participants in assessing CHF symptoms and arranging clinical reviews at the participants’ GP or CHF clinics as indicated. For low-risk fluctuations, a questionnaire was automatically triggered and sent to the participant’s computer tablet to help him or her determine the need for further clinical follow-up. Finally, the generated alerts were distributed to project nurses and/or the MEPACS call center in the ITEC-CHF program. Call operators at the center responded to the alerts in real time (24 hours, 7 days a week), focusing on reminding participants to weigh themselves if they had not done so before 10 AM, helping assess CHF symptoms and manage diet, and arranging a nurse follow-up if needed. The project nurses reviewed their alert requests on weekdays and followed up with the participants via a telephone call. Some participants were unable to monitor their body weight for a short period, such as when they were hospitalized for medical treatment, traveled away from home, or experienced unresolved technical issues. Under such conditions, they were required to notify the call center, and weight monitoring was skipped. If a participant notified the call center to skip the monitoring for a period, the telemonitoring intervention was then switched off during the skipped period, and the call center did not receive any alerts from the participant and provide intervention until the skipped period ended. Monitoring days that were skipped were still included in the per-protocol analysis for the ITEC-CHF group (described in the Primary and Secondary Outcomes section).

Primary and Secondary Outcomes

The primary outcome was in compliance with weight monitoring. The monitoring frequency was calculated as average weight monitoring days per week during the 6-month assessment period (monitoring frequency=weight monitoring days/180 days×7 days/week [for 6 months: 6 months×30 days/month×180 days]). A weight monitoring day was determined if at least one weight entry was practically recorded on the weight scale on that day, irrespective of time. In total, 2 frequencies were employed in the examination. One was that the participant monitored their weight on at least four days per week. This frequency reflects the compliance threshold of most of the time, as previously applied in questionnaire-based assessments [4,12]. The other frequency was at least 6 days per week, which more closely aligns with the advice for patients to monitor their weight daily.

Secondary outcomes included patient compliance with weight monitoring based on a per-protocol analysis (only undertaken in participants who completed the trial) and an analysis of other guideline recommendations assessed by the Heart Failure Compliance Questionnaire [12], health-related quality of life (five-dimension EuroQol, EQ-5D [16]), 6-min walk test distance [17], psychological state (cardiac depression scale short form 2 [18]), frailty (clinical frailty index [19]), and clinical outcomes of CHF-related and all-cause hospitalizations and ED presentations. CHF-related events were determined by using the International Classification of Diseases, Tenth Revision, Clinical Modification, diagnosis codes (Multimedia Appendix 3) [20]. Furthermore, we reported the alerts provided in ITEC-CHF and days when ITEC-CHF participants requested to skip weight monitoring.

Statistical Analysis

In the evaluation, a chi-square test was applied to analyze continuous variables such as age, and a Fisher exact test was used to compare categorical variables such as sex and subgroups of participants under a given weight monitoring frequency (participants who achieved a given monitoring frequency vs participants who did not achieve the monitoring frequency). The Wilcoxon signed-rank test was used to compare compliance scores from questionnaire-based assessments. An analysis of covariance model [21] was used to evaluate the improvement or change in the outcome variables between the 2 groups with an adjustment for baseline. The Andersen-Gill model [22] with an adjustment for sex and age was used to analyze the hazard of hospitalizations and ED presentations. The 95% CI was estimated for the hazard function in each group. A P value <.05 was considered statistically significant. The analysis was conducted using RStudio version 1.1.383 (RStudio Inc) [23] with the R package of survival version 2.43-3. The intention-to-treat principle was applied to the analysis of the
The primary outcome of patient compliance with weight monitoring. It was also applied to the analysis of the hazards of hospitalization and ED. In the intention-to-treat analysis, all participants in the RCT were included. A per-protocol analysis was also applied to weight monitoring as a secondary outcome, only including participants who did not discontinue in the trial. A complete case analysis, which restricts the analysis to individuals with complete data, was used to analyze improvements in questionnaire-based assessments and 6-min walk distances.

Results

A total of 6587 patients were screened for eligibility. Among them, 6403 patients were excluded because of failure to meet the inclusion criteria (n=5998), declined (n=306), or for other reasons (n=99), such as losing contact with the patient (Figure 1). Finally, 184 patients were randomized to the ITEC-CHF (n=91) and control (n=93) groups. During the 6-month intervention period, 24 participants in the ITEC-CHF group discontinued (palliative care or dialysis: n=2; deaths: n=2; and withdrawals: n=20), and 12 participants in the control group discontinued (lost to follow-up: n=1; deaths: n=1; and withdrawals: n=11). According to the intention-to-treat principle, all randomized participants (ITEC-CHF: n=91; control: n=93) were included in the analysis of the primary outcomes of patient compliance with weighing. They were also included in the analysis of the hazards of hospitalization and/or ED presentation.

Figure 1. Patient enrollment and disposition. ITEC-CHF: innovative telemonitoring enhanced care program for chronic heart failure.

Baseline Characteristics of the Participants

There were no significant differences between the characteristics of the ITEC-CHF and control groups at baseline (Table 1). The mean ages of the participants in the ITEC-CHF and control groups were 69.5 (SD 12.3) years and 70.8 (SD 12.4) years, respectively. Participants were predominantly male, and a high proportion of participants were diagnosed with type 2 diabetes, chronic obstructive pulmonary disease, or asthma. Common medications included angiotensin-converting enzyme inhibitors, beta-blockers, loop diuretics, and/or aldosterone receptor antagonists.
Table 1. Patient baseline characteristics.

<table>
<thead>
<tr>
<th>Characteristica</th>
<th>Victoria ITEC-CHFb Control (n=42)</th>
<th>Western Australia ITEC-CHF Control (n=51)</th>
<th>Total ITEC-CHF (n=91)</th>
<th>Control (n=93)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>69.8 (13.4)</td>
<td>69.6 (11.7)</td>
<td>71.8 (13.0)</td>
<td>69.5 (12.3)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>28 (67)</td>
<td>36 (86)</td>
<td>38 (78)</td>
<td>39 (77)</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>87.7 (24.1)</td>
<td>86.9 (19.1)</td>
<td>88.6 (18.3)</td>
<td>83.3 (19.4)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>31.2 (8.9)</td>
<td>30.2 (9.5)</td>
<td>31.6 (10.2)</td>
<td>29.1 (6.6)</td>
</tr>
<tr>
<td>NYHAc class, mean (SD)</td>
<td>1.9 (0.6)</td>
<td>2.0 (0.6)</td>
<td>2.1 (0.4)</td>
<td>2.3 (0.5)</td>
</tr>
<tr>
<td>LVEFd (%), mean (SD)</td>
<td>29.4 (6.5)</td>
<td>25.5 (23.7)</td>
<td>29.0 (7.5)</td>
<td>28.6 (7.9)</td>
</tr>
<tr>
<td>Chronic condition, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type 1 diabetes</td>
<td>1 (2)</td>
<td>3 (7)</td>
<td>0 (0)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Type 2 diabetes</td>
<td>9 (21)</td>
<td>19 (45)</td>
<td>19 (39)</td>
<td>16 (31)</td>
</tr>
<tr>
<td>COPDc or asthma</td>
<td>11 (26)</td>
<td>5 (12)</td>
<td>12 (25)</td>
<td>15 (29)</td>
</tr>
<tr>
<td>Chronic renal disease</td>
<td>4 (10)</td>
<td>10 (24)</td>
<td>6 (12)</td>
<td>10 (20)</td>
</tr>
<tr>
<td>Medical treatment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACEIc</td>
<td>24 (57)</td>
<td>24 (57)</td>
<td>45 (92)</td>
<td>49 (96)</td>
</tr>
<tr>
<td>Beta-blockers</td>
<td>30 (71)</td>
<td>38 (91)</td>
<td>46 (94)</td>
<td>47 (92)</td>
</tr>
<tr>
<td>Digoxin</td>
<td>5 (12)</td>
<td>6 (14)</td>
<td>10 (20)</td>
<td>8 (16)</td>
</tr>
<tr>
<td>Loop diuretic</td>
<td>28 (67)</td>
<td>26 (62)</td>
<td>42 (86)</td>
<td>48 (94)</td>
</tr>
<tr>
<td>Aldosterone receptor antagonist</td>
<td>18 (43)</td>
<td>17 (41)</td>
<td>32 (65)</td>
<td>39 (77)</td>
</tr>
</tbody>
</table>

aThere were no statistical differences between the characteristics of ITEC-CHF and control.
bITEC-CHF: innovative telemonitoring enhanced care program for chronic heart failure.
cNYHA: New York Heart Association Functional Classification.
dLVEF: left ventricular ejection fraction.
eCOPD: chronic obstructive pulmonary disease.
fACEI: angiotensin-converting enzyme inhibitor.

Skipped Monitoring Days in the Innovative Telemonitoring Enhanced Care Program for Chronic Heart Failure

There were 1312 participant monitoring days when weight monitoring was skipped. Being away from home or traveling was the major reason for skipped monitoring, occurring on 515 participant monitoring days (39.3% of total skipped days) in 41 participants. Technical issues (Table 2) resulted in skipped monitoring on 390 participant monitoring days (29.7%) in 27 participants. Hospitalizations and ED presentations caused skipped monitoring on 232 participant monitoring days (17.7%) in 18 participants, whereas health conditions such as being unwell, falling, surgery, and chemotherapy led to 136 skipped participant monitoring days (10.4%) in 11 participants. The skipped days were regarded as noncompliant with daily weighing in the analysis of the primary outcome.
Table 2. The percentage of technical issues in the innovative telemonitoring enhanced care program for chronic heart failure group.

<table>
<thead>
<tr>
<th>Technical issues</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bluetooth connectivity</td>
<td>203 (52.1)</td>
</tr>
<tr>
<td>Network connectivity</td>
<td>61 (15.6)</td>
</tr>
<tr>
<td>Weighing scale connectivity</td>
<td>49 (12.6)</td>
</tr>
<tr>
<td>CHF app</td>
<td>34 (8.8)</td>
</tr>
<tr>
<td>Call center system/support</td>
<td>23 (5.9)</td>
</tr>
<tr>
<td>Weighing scale battery</td>
<td>18 (4.6)</td>
</tr>
<tr>
<td>Tablet battery</td>
<td>2 (0.4)</td>
</tr>
</tbody>
</table>

CHF: chronic heart failure.

Primary Outcome and Related Analysis Results

Applying the intention-to-treat analysis to the primary outcome of weight monitoring at least four days a week on average over the duration of the trial, the proportion of compliant participants in the ITEC-CHF group did not achieve statistical significance compared with that of the control group (ITEC-CHF: 67/91, 74% vs control: 56/93, 60%; P=.06). However, ITEC-CHF was associated with significantly more participants who monitored their body weight on average for at least 6 days per week over the duration of the trial than the control (ITEC-CHF: 41/91, 45% vs control: 23/93, 25%; P<.005; Table 3).

Table 3. Comparison of participant compliance with daily weight monitoring between the innovative telemonitoring enhanced care program for chronic heart failure (ITEC-CHF) and the control groups. Under the conventional weight monitoring standard of at least 4 days per week, there was no significant difference between the ITEC-CHF and the control groups (P=.06). Under a stricter weight monitoring criterion of at least 6 days per week, more participants in the ITEC-CHF group were found to achieve this criterion than those in the control group (P=.005).

<table>
<thead>
<tr>
<th>Compliancea</th>
<th>ITEC-CHFb, n (%)</th>
<th>Usual care, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants who monitored body weight at least 6 days per week</td>
<td>41 (45)</td>
<td>23 (25)</td>
<td>.005</td>
</tr>
<tr>
<td>Participants who monitored body weight at least 4 days per week</td>
<td>67 (74)</td>
<td>56 (60)</td>
<td>.06</td>
</tr>
</tbody>
</table>

aCompliance with daily weight monitoring.
bITEC-CHF: innovative telemonitoring enhanced care program for chronic heart failure.

Secondary Outcomes

Applying a per-protocol analysis by excluding participants who discontinued the study (ITEC-CHF: 24/91 and control: 12/93), the difference in weight monitoring compliance was significant for weight monitoring at least 4 days a week (ITEC-CHF: 65/67, 97% vs control: 56/81, 69%; P<.01) and at least 6 days a week (ITEC-CHF: 41/67, 61% vs control: 23/81, 28%; P<.01).

In the complete case analysis, 147 participants (ITEC-CHF: 66 and control: 81) completed the Heart Failure Compliance Questionnaire at baseline and 6-month assessments (Table 4). ITEC-CHF was associated with a significantly improved score in the domains of health maintenance (P<.01), medication adherence (P<.01), and diet (P<.01). No significant differences were found in the category of exercise (P=.10), smoking (P=.48), or alcohol use (P=.32).

In the EQ-5D assessment, no significant differences were found in the change in category of mobility (P=.44), self-care (P=.26), usual activities (P=.59), discomfort (P=.46), and anxiety or depression (P=.38). The mean change in the overall score of EQ-5D was also not significantly different (ITEC-CHF: 4.05, SD 15.95 vs control: 1.10, SD 14.24; P=.13).

No significant effects were found for the 6-min walk test distance, frailty, and depression.

No significant differences were found in all-cause hospitalizations (ITEC-CHF: 73 vs control: 58; hazard ratio [HR] 1.18; P=.49) or emergency department (ED) presentations (ITEC-CHF: 36 vs control: 45; HR 0.83; P=.55), chronic heart failure (CHF)–related hospitalizations (ITEC-CHF: 15 vs control: 8; HR 1.98; P=.24), CHF-related ED presentations (ITEC-CHF: 4 vs control: 5; HR 0.98; P=.98), or unplanned hospitalizations (ITEC-CHF: 41 vs control: 39; HR 1.06; P=.86).
Table 4. Secondary outcomes of self-management behaviors, quality of life, 6-min walk test, frailty, and depression.

<table>
<thead>
<tr>
<th>Compliancea</th>
<th>Baseline (ITEC-CHF)b</th>
<th>Usual care (ITEC-CHF)</th>
<th>6 months (Usual care)</th>
<th>Difference from baseline (ITEC-CHF)</th>
<th>Usual care (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health mainte-nance score</td>
<td>90 (99)</td>
<td>93 (100)</td>
<td>90 (100)</td>
<td>74 (87)</td>
<td>91 (87)</td>
<td>0.06 (0.49)</td>
</tr>
<tr>
<td>Medications score</td>
<td>90 (99)</td>
<td>93 (100)</td>
<td>90 (100)</td>
<td>74 (87)</td>
<td>91 (87)</td>
<td>0.08 (0.54)</td>
</tr>
<tr>
<td>Diet score</td>
<td>90 (99)</td>
<td>93 (100)</td>
<td>90 (100)</td>
<td>74 (87)</td>
<td>91 (87)</td>
<td>0.35 (1.05)</td>
</tr>
<tr>
<td>Exercise score</td>
<td>90 (99)</td>
<td>93 (100)</td>
<td>90 (100)</td>
<td>74 (87)</td>
<td>91 (87)</td>
<td>−0.03 (1.02)</td>
</tr>
<tr>
<td>Smoking score</td>
<td>90 (99)</td>
<td>93 (100)</td>
<td>90 (100)</td>
<td>74 (87)</td>
<td>91 (87)</td>
<td>0.14 (1.51)</td>
</tr>
<tr>
<td>Alcohol use score</td>
<td>90 (99)</td>
<td>93 (100)</td>
<td>90 (100)</td>
<td>74 (87)</td>
<td>91 (87)</td>
<td>0.06 (1.19)</td>
</tr>
<tr>
<td>EQ-5Dc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobility score</td>
<td>90 (99)</td>
<td>93 (100)</td>
<td>90 (100)</td>
<td>73 (87)</td>
<td>75 (87)</td>
<td>0.12 (0.72)</td>
</tr>
<tr>
<td>Self-care score</td>
<td>90 (99)</td>
<td>93 (100)</td>
<td>90 (100)</td>
<td>73 (87)</td>
<td>75 (87)</td>
<td>0.03 (0.39)</td>
</tr>
<tr>
<td>Usual activities score</td>
<td>90 (99)</td>
<td>93 (100)</td>
<td>90 (100)</td>
<td>73 (87)</td>
<td>75 (87)</td>
<td>0.06 (0.73)</td>
</tr>
<tr>
<td>Discomfort score</td>
<td>90 (99)</td>
<td>93 (100)</td>
<td>90 (100)</td>
<td>73 (87)</td>
<td>75 (87)</td>
<td>0.00 (0.77)</td>
</tr>
<tr>
<td>Anxiety/depression score</td>
<td>90 (99)</td>
<td>93 (100)</td>
<td>90 (100)</td>
<td>73 (87)</td>
<td>75 (87)</td>
<td>0.05 (0.74)</td>
</tr>
<tr>
<td>Your health today score</td>
<td>90 (99)</td>
<td>93 (100)</td>
<td>90 (100)</td>
<td>73 (87)</td>
<td>75 (87)</td>
<td>0.05 (0.74)</td>
</tr>
<tr>
<td>6-min walk test</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walked distance (m)</td>
<td>89 (98)</td>
<td>93 (100)</td>
<td>90 (100)</td>
<td>108 (87)</td>
<td>130 (87)</td>
<td>17.16 (54.23)</td>
</tr>
<tr>
<td>Frailty</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frailty score</td>
<td>90 (99)</td>
<td>93 (100)</td>
<td>90 (100)</td>
<td>93 (87)</td>
<td>91 (87)</td>
<td>0.19 (0.94)</td>
</tr>
<tr>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep score</td>
<td>89 (98)</td>
<td>91 (100)</td>
<td>89 (100)</td>
<td>70 (87)</td>
<td>70 (87)</td>
<td>0.12 (1.59)</td>
</tr>
<tr>
<td>Spirits score</td>
<td>89 (98)</td>
<td>91 (100)</td>
<td>89 (100)</td>
<td>70 (87)</td>
<td>70 (87)</td>
<td>0.18 (1.27)</td>
</tr>
<tr>
<td>Tearful score</td>
<td>89 (98)</td>
<td>91 (100)</td>
<td>89 (100)</td>
<td>70 (87)</td>
<td>70 (87)</td>
<td>0.03 (1.30)</td>
</tr>
<tr>
<td>Frustrated score</td>
<td>89 (98)</td>
<td>91 (100)</td>
<td>89 (100)</td>
<td>70 (87)</td>
<td>70 (87)</td>
<td>0.03 (1.48)</td>
</tr>
<tr>
<td>Pleasure score</td>
<td>89 (98)</td>
<td>91 (100)</td>
<td>89 (100)</td>
<td>70 (87)</td>
<td>70 (87)</td>
<td>0.02 (1.33)</td>
</tr>
</tbody>
</table>

aCompliance with self-management behaviors was assessed using the Heart Failure Compliance Questionnaire.
bThe innovative telemonitoring enhanced care program for chronic heart failure (ITEC-CHF) was associated with significant improvements in the subcategories of health maintenance, medication adherence, and diet in the compliance assessment.
cEQ-5D: five-dimension EuroQol.
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Discussion

Principal Findings

In this study of an innovative telemonitoring program (ITEC-CHF), facilitated by community nurses with call center support, we observed no significant differences in the weight monitoring frequency of at least 4 days a week but observed a significantly higher proportion of the intervention group achieving a weight monitoring frequency of at least 6 days per week compared with the control group receiving usual care. To our knowledge, this is the first study to use objective measures of weight monitoring and the intention-to-treat principle to comprehensively evaluate patient compliance with daily weighing in patients with CHF.

The higher weight monitoring frequency of at least 6 days per week reflects better compliance with the recommendation in contemporary clinical guidelines for patients with CHF to weigh themselves daily as a self-management strategy to maintain fluid balance and identify signs of edema [2,3]. This criterion for compliance is stricter than that applied to weight monitoring in previous studies of most of the time (or at least 4 days per week) and was limited by a questionnaire-based assessment of compliance, which is prone to bias [4,12].

In the intention-to-treat analysis, 45% of participants randomized to ITEC-CHF achieved a monitoring frequency of at least 6 days per week over the 6-month follow-up period of the trial. This figure was influenced by the relatively high proportion of participants who discontinued the trial from the intervention group and provides valuable insight into factors that are pertinent to telemonitoring in clinical practice. In the early stages of the trial, there were relatively frequent technical issues with the telemonitoring system, which may have led to the withdrawal of some participants. It has previously been reported that learning how to use telemonitoring technology is perceived as burdensome and creates anxiety in some patients, especially those who are older [24]. This may be further exacerbated in the event of technical issues. Technical issues also resulted in increased reliance on technical support, which would have increased the cost of telemonitoring, although this was not included in previous studies of most of the time (or at least 4 days per week) and was limited by a questionnaire-based assessment of compliance, which is prone to bias [4,12].

In the ITEC-CHF group, 390 participant monitoring days were skipped because of technical issues, meaning that the difference in weight monitoring compliance between the ITEC-CHF and control groups is likely to be underestimated. These positive findings regarding weight monitoring compliance in participants who adhered to the program are likely to be underpinned by the multifactorial support mechanisms provided. This is further supported by a substantial number of alerts reported in this study, which included the automated generation of reminder alerts on 715 patient days when a weight recording was not received by 10 AM as well as contact made by the call center and project nurses. These findings not only demonstrated the effectiveness of ITEC-CHF in supporting weight management but also indicated a strong need for such support in ongoing CHF care.

The ITEC-CHF group experienced a significant improvement in health maintenance compared with usual care, as measured by the Heart Failure Compliance Questionnaire. This positive result was consistent with a finding of improved self-care maintenance reported in 2 other RCTs of telemonitoring in CHF [27,28]. Similarly, there was a significant improvement in adherence to medication and diet recommendations in the ITEC-CHF group, but not in the control group. These findings imply increased engagement with the heart failure nurses that occurred following the alerts generated through the telemonitoring intervention. These interactions created the opportunity for teachable moments, enabling nurses to provide informal education to reinforce self-management practices. It has previously been acknowledged that patients often benefit from ongoing support in CHF care to effectively manage their health conditions through reinforcement of self-management strategies [29]. It is also possible that merely being monitored was sufficient to enhance adherence to more desirable patterns of care because of a surveillance effect [30]. Nevertheless, the combination of telemonitoring with nursing support resulted in improved self-management activities, although it is often difficult for researchers to identify which component of the ITEC-CHF program drove these improvements.

There were no significant effects of ITEC-CHF on hospitalizations and ED presentations, although it should be noted that the study was underpowered for this analysis. We observed that CHF-related events were not the major cause of hospitalizations (23/131, 17.5%) or ED presentations (9/81, 11%). CHF is a complex condition, more prevalent in older people, and associated with a range of comorbidities. Telemonitoring in the context of this study focused exclusively on daily weight recordings. This finding implies a need to extend telemonitoring intervention for comorbidity and critical non-CHF–related health conditions to more comprehensively address the range of health issues faced by patients with CHF. To date, the effectiveness of telemonitoring in improving hospitalization and mortality remains inconclusive [13,14]. However, it has been shown that reduction in health services utilization, including unscheduled hospitalizations and length of stay, can be achieved for broader chronic disease management by monitoring a range of vital signs using telemonitoring enhanced care coordination [31,32]. Further research to understand the underlying principles that impact hospitalizations and ED presentations related to a specific primary diagnosis such as CHF remains essential in future studies.

There are several limitations of this study that warrant discussion. First, the study was limited to a 6-month intervention, which may have been insufficient to translate to...
meaningful changes in clinical characteristics of patients. In addition, a relatively high number of participants discontinued their involvement in the trial, which has the potential to bias the analysis of some secondary outcomes where the intention-to-treat principle could not be applied. High rates of discontinuation in the ITEC-CHF group suggest a potential bias in the per-protocol analysis. Participants who discontinued in the ITEC-CHF group were unlikely to be random because some were because of deteriorating health (palliative care or dialysis) and because some were deceased, as shown in Figure 1. Therefore, we did not use the multiple imputation approach outlined in the trial protocol [15]. The study did not achieve the target sample size (n=300), proposed in the trial protocol [15]; this might have compromised the power to detect significant effects in the analysis of the primary outcome. There are several reasons for the smaller than proposed sample size. We experienced technical issues with the telemonitoring software that were not apparent during an extensive testing phase before study commencement, which delayed recruitment. This highlights the challenges that arise in a real-world environment that may not be present in a testing scenario. We also experienced slower than anticipated recruitment; some patients were reluctant to engage in a model of care involving technology, whereas others were concerned about their ability to weigh themselves safely because of frailty and were therefore excluded from the trial. A substantial number of patients reported as having CHF did not have an echocardiogram documented in their medical records and were therefore excluded because they failed to meet the inclusion criteria of an EF of <40%. Finally, a high proportion of patients who were residents of nursing homes were excluded on this basis. These issues highlight that the clinical complexity of many patients with CHF, who are often older with multiple comorbidities, may complicate their ability to engage with telemonitoring and underpins the importance of telemonitoring models being developed that are reliable, easy to use, and accessible for patients across the clinical spectrum of CHF. Finally, the patient compliance rate in usual care (25% for at least 6 days per week and 60% for at least 4 days per week) was likely to be influenced by the provision of weight scales to participants, which kept a record of their weight recordings and, accordingly, might have resulted in a Hawthorne effect [33], reducing the difference between the ITEC-CHF and control groups.

Conclusions
The ITEC-CHF study is the first to report the effects of telemonitoring on weight monitoring compliance using an objective measure of weight recordings in patients with CHF. The proportion of participants in the ITEC-CHF program achieving a weight monitoring frequency of at least 6 days per week was higher than that in usual care controls. Furthermore, ITEC-CHF resulted in significant improvements in CHF self-management related to health maintenance, medication adherence, and diet. Among participants who completed the study, there was a high level of compliance with weight monitoring, underscoring the importance of telemonitoring platforms that are seamless to reduce the risk of patients disengaging with the technology. Although telemonitoring and digital health more broadly offer significant potential for supporting patients in self-managing chronic conditions such as heart failure, further research is required to refine these evolving strategies to achieve effective care outcomes.
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Abstract

Background: Adhesive capsulitis (AC) of the shoulder is a common disorder that painfully reduces the shoulder range of motion (ROM) among middle-aged individuals. Although physical therapy with home-based exercises is widely advised to restore ROM in the treatment of AC, clinical results vary owing to inconsistent patient compliance.

Objective: In this study, we aimed to verify the feasibility of a treatment model that involves applying a wearable motion sensor device to assist patients conduct home-based exercises to improve training compliance and the accuracy of exercises, with the ultimate goal of improving the functional recovery of patients with AC.

Methods: The motion sensor device was comprised of inertial measurement unit–based sensors and mobile apps for patients and physicians, offering shoulder mobility tracing, home-based exercise support, and progress monitoring. The interrater reliability of shoulder mobility measurement using the motion sensor device on 10 healthy participants and 15 patients with AC was obtained using an intraclass correlation coefficient analysis and compared with the assessments performed by two highly experienced physicians. A pilot prospective control trial was then carried out to allocate the 15 patients with AC to two groups: home-based exercise group and motion sensor–assisted rehabilitation group. Changes in active and passive shoulder ROM, pain and functional scores, and exercise completion rates were compared between the groups during a treatment period of 3 months.

Results: Shoulder ROM, as measured using the motion sensor device, exhibited good to excellent reliability based on the comparison with the measurements of two physicians (intraclass correlation coefficient range, 0.771 to 0.979). Compared with patients with AC in the home-based exercise group, those in the motion sensor–assisted rehabilitation group exhibited better shoulder mobility and functional recovery and a higher exercise completion rate during and after 3 months of rehabilitation.

Conclusions: Motion sensor device–assisted home-based rehabilitation for the treatment of AC is a useful treatment model for telerehabilitation that enhances the compliance of patients through training, thus improving functional recovery. This helps overcome important obstacles in physiotherapy at home by providing comprehensible and easily accessible exercise instructions, enhancing compliance, ensuring the correctness of exercise, and monitoring the progress of patients.
motion sensor; adhesive capsulitis; rehabilitation; home-based exercise; telerehabilitation; telehealth, telemonitoring

Introduction

Adhesive capsulitis (AC) of the shoulder, which occurs in approximately 2% to 5% of the general population, is an idiopathic, progressive, and painful restriction of the active range of motion (aROM) and passive range of motion (pROM) [1,2]. AC typically affects patients older than 50 years, and involvement of both shoulders is noted in 20% to 30% of cases [1,2]. Although symptomatic improvement tends to occur naturally within years even with minimal treatment [3], approximately 50% of patients experience pain or some mild restriction of movement, and 11% experience some residual disability even several years after the resolution of their other symptoms [4,5]. Although AC is a common condition, high-quality evidence of successful treatment methods for AC has not yet been obtained [6]. The well-accepted standard treatment for AC mostly involves physical therapy and home exercises to restore ROM [7,8]. Evidence suggests that, compared with less frequent self-exercise in a home setting or joint mobilization sessions in a hospital setting, regular and daily self-exercise in a home setting could contribute to greater improvement in shoulder ROM and a shorter duration of symptoms [9].

Despite realizing the importance of daily physiotherapy, including mobilization and strength exercises, clinicians have achieved varied outcomes in patients who are trained in a home-based exercise program [10]. Challenges that affect the effectiveness of home-based exercises for AC may include training compliance and exercise correctness. Patients with AC do not maintain their training frequency and duration at home because the prescribed exercise programs are typically not followed without the constant supervision of a physiotherapist. Failure to incorporate exercises into daily life is the main form of noncompliance, as reported in up to 60% of patients whose treatment plan included home-based exercise [11]. Whether patients can correctly perform exercises at home after initial instruction by physiotherapists is also a concern [12]. Therefore, the development of methods to improve compliance and exercise correctness for patients with AC is worthwhile to maximize the effectiveness of home-based physiotherapy.

Techniques for detecting bodily motions are extensively used in health care to monitor and rehabilitate disabled patients. With the evolution of sensing and body area network technologies, wearable rehabilitation technology has opened up the possibility of independent training, which has advantages over traditional rehabilitation services [13]. Inertial measurement units (IMUs), including accelerometers and gyroscopes, have been extensively used in technology-assisted rehabilitation, with sufficient efficacy [14-16]. However, despite the potential of using IMU-based sensors in neurorehabilitation and for treating musculoskeletal impairments [13,17,18], few such sensors have been used in clinical studies, especially those involving physiotherapy for AC.

Through this study, we tested wearable IMU-based sensors that integrated with interactive mobile apps using wireless telecommunication technology to enable physiotherapists to monitor the progress of patients with AC who were conducting home-based self-exercise and improve their training compliance. We hypothesized that the use of a wearable IMU-based motion sensor device could help patients perform home-based exercises correctly and increase their motivation and compliance regarding training, thereby improving functional outcomes.

Methods

Motion Sensor Device

A wearable motion sensor device (BoostFix wearable self-training kit, COMPAL Electronics Inc, Taipei, Taiwan) was used (see Multimedia Appendix 1). The motion sensor device was comprised of wearable IMU-based sensors that record the angular shoulder motion of a patient, a mobile app termed Patient App for use by the patient, and a mobile app termed Doctor App for use by a qualified health care professional.

Wearable IMU–Based Sensors

The IMU-based sensors were comprised of 6-axis microelectromechanical systems that included accelerometers and gyroscopes. These devices collect information about the angular motion of the shoulder of interest. Three sensors are required for angular measurements of the shoulder. In this study, they were strapped to the sternum, distal third of the lateral upper arm approximately 5 cm above the lateral epicondylar of the humerus bone, and dorsal wrist (Figure 1). Three sensors were calibrated in position A once the measurement began (Figure 1A). The initial calibration process involved placing the sensor on a horizontal fixture to measure the offset for each axis, to align the initial difference for each sensor. The calibration process involved obtaining the initial value of the sensor for relative offset correction instead of correcting the deviation caused by incorrect sensor placement. In addition, the process entailed identifying the original offset of the sensors to each other and applying the zero setting using an algorithm.
Dual-sensor systems were used in the motion sensor device to accurately record the shoulder ROM angle. Using the sensors on the sternum as a reference datum point, the raw data from each sensor can be converted into a quaternion algorithm to convert the relative angle changes of the sensors on the upper arm and wrist into a 3-dimensional (3D) motion of the shoulder structure. Although one sensor can provide the angular change with the gyroscopes on one plane of motion, dual-sensor systems can provide relative angular changes in shoulder movements between the arm and axial body (by compensating for the angle of the body tilting relative to the ground), which was superior for eliminating the error in the shoulder ROM measurement attributed to body tilting from a one-sensor system, especially for patients with AC and painful shoulder movement (Figure 2). Additionally, repeated angular measurements with the dual-sensor system on simulated shoulder motion was validated as highly accurate. This is referred to in Multimedia Appendix 2.

Figure 2. Dual-sensor system simulates the motion of (A) patients with adhesive capsulitis performing shoulder abduction using a (B) 3-dimensional avatar. \( \theta_1 \): angular motion reported by the sensor on the upper arm; \( \theta_2 \): axial body tilting angle reported by the sensor on the sternum; \( \theta_3 \): shoulder abduction angle (ie, \( \theta_1 - \theta_2 \)).
**Mobile Phone App for Patients**

To design the mobile app for patients with AC for use on mobile phones, a cocreation process was used. The app has modes for measuring shoulder mobility, generating historical records of angular measurements and exercise completion rates, and providing daily shoulder exercises with detailed instructions (Figure 3). The mobile app determines shoulder ROM in all directions by calculating the relevant information regarding the angle measurement reported by the 3 wearable sensors (Figures 2B and 3B). The Patient App provides 7 sets of home-based shoulder exercises for training, including a forward wall walking stretch, lateral wall walking stretch, and cane stretch for shoulder flexion, extension, abduction, internal rotation, and external rotation (Figure 4). The mobile app assigns each set of exercises as a “daily task” assigned by the supervising physiotherapist or physicians and provides a demonstration using a 3D avatar (Figure 3E). The app mirrors the user’s shoulder movement during the exercise using angular information collected from the worn motion sensors. Each user has an account in the Patient App to access his or her records, which includes daily progress and the completion rate of the daily exercises (Figures 3C and 3D).

![Figure 3](https://example.com/figure3.png)

**Figure 3.** Examples of screens on the mobile app for patients, including the (A) functional introduction, (B) shoulder mobility measurement, (C) historical records of shoulder range of motion, (D) historical records of daily exercise completion rate, (E) daily home-based exercise tasks.

![Figure 4](https://example.com/figure4.png)

**Figure 4.** Sets of home-based shoulder exercises displayed on the mobile app and demonstrated by participants: (A, H) forward wall walking stretch; (B, I) lateral wall walking stretch; (C, J) cane stretch for shoulder flexion; (D, K) cane stretch for shoulder abduction; (E, L) cane stretch for shoulder external rotation; (F, M) cane stretch for shoulder internal rotation; (G, N) cane stretch for shoulder extension.

**Mobile App for Physiotherapists and Physicians**

The Doctor App was designed for physiotherapists and physicians for use on a mobile tablet. This app provides each patient’s information, including the latest shoulder ROM measurements and exercise completion rates for the previous week (Figure 5A). Physiotherapists and physicians can assign personalized daily home-based exercises with adjustable targeted angles, numbers of repetitions, and holding times for each patient based on the angular status of the affected shoulder (Figure 5B). Physiotherapists/physicians can directly communicate with the patients by sending text messages through the Doctor App.
Figure 5. Examples of screens on the mobile app for physiotherapists and physicians, including the (A) daily and weekly exercise completion rate of each patient displayed with patient information and (B) doctor-assigned daily exercises with specified targeted angles, holding times, and numbers of repetitions.

Study Protocol

This study included two investigations. The first evaluated the reliability of measurements of shoulder ROM using the motion sensor device, and the second confirmed the effectiveness of using the motion sensor device for the rehabilitation training of patients with AC. The Ethical Committee of Taipei Medical University approved the entire protocol and instrumentation (TMU-JIRB N201708048). All participants consented to participation in the study and the publication of data.

Reliability of Shoulder ROM Measurements Using a Motion Sensor Device

From January 2017 to August 2017, two groups of participants — 10 healthy participants and 15 patients with a confirmed diagnosis of AC — were prospectively enrolled for measurement of shoulder angular motion.

Volunteers aged 20 to 70 years were included in the group of healthy participants. Participants who reported discomfort or limited ROM of the shoulder within the preceding year were excluded. Patients were included in the AC group who (1) were aged between 40 and 70 years, (2) had spontaneous onset of a painful stiff shoulder and marked loss of active and passive global shoulder motion, (3) had reported local shoulder pain that was frequently present either over the anteromedial aspect of the shoulder extending distally into the biceps region or over the lateral aspect of the shoulder extending into the lateral deltoid region, and (4) had symptoms for at least 3 months, with normal findings on anteroposterior and axillary radiographs of the glenohumeral joint. Patients were excluded if they (1) had pathological findings of rotator cuff tear on physical examination (eg, abduction weakness and positive dropped arm test); (2) had glenohumeral osteoarthritis upon radiographic evaluation; (3) had clinical evidence of severe cervical spine disease; (4) had a history of severe trauma to the shoulder; (5) received a local corticosteroid injection or any physiotherapeutic intervention to the affected shoulder in the 3 months preceding the study start date; (6) had a history of inflammatory joint disease, infection, stroke, or thyroid diseases that affected the shoulder; or (7) were unwilling to undergo an intervention or participate in the trial.

For angle measurements, aROM and pROM for flexion, extension, abduction, and internal and external rotation at a neutral position for both shoulders of healthy participants and for the affected shoulder of the patients with AC were assessed. The shoulder ROM in all directions for each participant was first assessed using the motion sensor device. Two examiners (one well-trained physiotherapist and one highly experienced orthopedic surgeon) who were blinded to the angle measurements by the motion sensor device measured shoulder ROM in all directions using a universal goniometer.

Each participant stood straight, and scapular rotation was permitted to measure abduction, flexion, and extension (Figures 1B, 1C, 1D). External rotation was measured in a neutral position with the shoulder abducted, the elbow flexed at 90°, and the forearm in a neutral position; the angle between the long axis of the forearm and the sagittal plane of the trunk was measured as external rotation (Figure 1E). Internal rotation was determined by having the participants reach up the back to the highest point along the midline (Figure 1F). Six levels of internal rotation were defined according to the areas that the participant’s hand reached, as follows: interscapular region (T7), T12 vertebra, waist (L3), lumbosacral junction, buttock, and lateral thigh. A high reach corresponded to better internal rotation. The aROM was measured by instructing participants to move their arm as far as they could, and the pROM was measured as the examiner moved the subject’s arm to its mechanical limit or a limit imposed by pain.

Effectiveness of Motion Sensor Device for Rehabilitation Training of Patients with AC

The 15 patients with confirmed diagnoses of AC were allocated to 2 intervention groups: 7 patients to the home-based exercise group and 8 patients to the motion sensor–assisted rehabilitation group. The patients were allocated according to their willingness to use, and familiarity with, mobile apps. The patients in both groups received 3 months of rehabilitation.

Patients with AC in the home-based exercise group received comprehensive instructions on the daily shoulder exercises from an experienced orthopedic surgeon before beginning the exercise program. The information included instructions for home-based
exercises; a description of frozen shoulder; and advice on sleep, posture, and pain relief. Home-based exercises included Codman’s or pendulum exercises (circumduction) and passive stretching exercises, including “wall walking stretch exercises” and “cane stretch exercises” (Figure 4). Further information regarding the standard protocol of the home-based exercises is available in Multimedia Appendix 3. The patients were instructed to perform these exercises within the painless range, maintain the maximal achievable angle for at least 10 seconds in each exercise, and repeat each exercise at least 10 times daily. All patients were instructed to follow the standard home-based exercise protocol, but individualized modification was permitted based on health professionals’ judgment. In practice, an orthopedic surgeon reviewed the progress of each patient every month. They gave advice and modified the exercise program based on the patient’s compliance and AC status. Therefore, if a patient had poor performance on a specific direction of shoulder ROM after the exercise program of the previous month (eg, on shoulder abduction), the orthopedic surgeon could make adjustments to the next month’s exercise protocol by increasing the daily exercise frequency to 15-20 times and the holding time to 15-20 seconds per session for the “lateral wall walking stretch” and “cane stretch for shoulder abduction” exercises.

All patients in the motion sensor–assisted rehabilitation group received detailed instructions on operating the motion sensor device and Patient App on their own mobile phones before they began the rehabilitation program. The aforementioned orthopedic surgeon assigned the standard protocol of daily home-based shoulder exercises to each patient via the Patient App with individualized modifications according to the patient’s performance. The completion rate of these daily tasks was calculated using the app for each patient and sent to the Doctor App over the internet, enabling the supervisor to immediately discuss the progress of each patient with them. In addition, patients in the motion sensor–assisted rehabilitation group were individually assigned each set of stretching exercises with the target angle on the mobile app by the orthopedic surgeon based on the patients’ previous shoulder angular performance (Figure 5B). For example, if the patient had 100° shoulder abduction before starting the shoulder exercise program, the target angle for the “lateral wall walking stretch” and “cane stretch for shoulder abduction” would be assigned as 120° with an acceptable range of 30°. Achievement of the target angle of the assigned exercise could be recorded as a successful count for calculating the daily exercise completion rate on the mobile app (Figure 3D). In this manner, the patient could therefore stretch the involved shoulder to the maximal limit of the angle on each attempt, thereby effectively maximizing the training effect of stretching exercises.

### Outcome Measurement

Basic demographic data, including age, gender, and educational status, were collected for each patient with AC through face-to-face interviews. For all patients, shoulder aROM and pROM in all directions of the affected shoulder were assessed and recorded by the motion sensor device at baseline and each month for 3 months following the initiation of the rehabilitation program. All patients received and completed questionnaires that allowed relevant metrics to be evaluated at baseline and at the 1-month, 2-month, and 3-month follow-ups by an independent physiotherapist who was not involved in treating any patients and was blinded to the treatment allocation. This questionnaire was based on a pain severity visual analog scale (VAS) and the Quick Disabilities of the Arm, Shoulder, and Hand (qDASH) questionnaire. The monthly exercise completion rate, as reported by all participants and by the motion sensor devices in the motion sensor–assisted rehabilitation group, was recorded every month.

### Instruments

#### Measurement of Shoulder Function

The self-reported qDASH, consisting of 11 items, was developed to measure the relevant physical function and symptoms of patients with upper limb disorders [19]. The Chinese version of qDASH has excellent reliability (Cronbach α=.818, intraclass correlation coefficient [ICC]=0.907) [20]. A higher qDASH score indicates poorer shoulder function.

#### Measurement of Pain

A VAS is an instrument that is regularly used to measure the intensity of pain [21]. A researcher asked the patients, “On a scale of 0 to 10, how severe has been the worst pain that you have experienced within the last week?” This question was repeated in the follow-up sessions.

#### Measurement of Exercise Completion Rate

The exercise completion rate reported by the motion sensor device was calculated by dividing the number of exercises completed daily by the number of assigned exercise tasks daily. The monthly exercise completion rate was the average of the daily exercise completion rates over an entire month. The patient-reported exercise completion rate in each month was obtained by asking each patient, “On a scale of 0%-100%, what was your average exercise completion rate in the previous month?”

### Statistical Analysis

The ICC was used to calculate the interrater reliability between the shoulder aROM and pROM outcomes measured by the motion sensor device and the two experienced examiners. The ICC was obtained by conducting a 2-way analysis of variance in a random effects model. ICCs >0.8 and >0.9 were considered to indicate good and excellent reliability, respectively [22]. The ICC was further used to determine the minimal clinically important difference (MCID) in a distribution-based method. Specifically, the standard error of the measurement (SEM) was first computed using the following equation: 

\[
\text{SEM} = \frac{\text{SEM}}{\sqrt{N}}
\]

where \(N\) is the number of patients and was blinded to the treatment allocation. This was your average exercise completion rate in the previous month?"

In the second part of the study, in which the home-based exercise and motion sensor–assisted rehabilitation groups were compared, the Mann-Whitney U test was used to compare two independent, ordinal groups, regardless of the normal distribution of the metric of interest owing to small sample sizes. The Wilcoxon signed-rank test was used for within-group comparisons of the dependent variables at follow-up. The MCID computed from the first part of the study was used to illustrate whether the changes in aROM and pROM were meaningful.
Along with descriptive statistics concerning participant characteristics, generalized estimating equations were used to compare the two groups with respect to improvements in several outcomes (including aROM, pROM, VAS, and qDASH). All generalized estimating equations were analyzed using the restricted maximum likelihood estimation. They all controlled for the effects of time during follow-up. SPSS 23.0 (IBM Corp, Armonk, NY) was used for all data analyses. \( P \leq 0.05 \) was considered to indicate statistical significance.

Results

Regarding the first part of the study on the reliability of measurement by the motion sensor device, Table 1 presents the results for shoulder aROM and pROM in all directions for healthy participants and for patients with AC, as obtained by the motion sensor device and the two examiners.

Table 1. Active and passive ranges of motion of the shoulder measured by different examiners.

<table>
<thead>
<tr>
<th>Examiner</th>
<th>Abduction (°), mean (SD)</th>
<th>Flexion (°), mean (SD)</th>
<th>Extension (°), mean (SD)</th>
<th>External rotation (°), mean (SD)</th>
<th>Internal rotation (level)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Healthy participants (10 patients, 20 shoulders)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Examiner 1</td>
<td>167.4 (9.1)</td>
<td>173.2 (5.2)</td>
<td>161 (8.4)</td>
<td>164.9 (5.6)</td>
<td>( \text{13}^{b}, \text{6}^{c} )</td>
</tr>
<tr>
<td>Examiner 2</td>
<td>167.1 (8.5)</td>
<td>171.6 (6.7)</td>
<td>161.8 (9.9)</td>
<td>166 (7.1)</td>
<td>( \text{11}^{b}, 9^{c} )</td>
</tr>
<tr>
<td>Motion sensor device</td>
<td>162.4 (9.1)</td>
<td>171.7 (7.3)</td>
<td>156.6 (9.4)</td>
<td>162.9 (6.4)</td>
<td>( \text{15}^{b}, 5^{c} )</td>
</tr>
<tr>
<td><strong>Patients with adhesive capsulitis (15 patients, 15 shoulders)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Examiner 1</td>
<td>117.6 (18.1)</td>
<td>128.9 (18.1)</td>
<td>130.7 (13.8)</td>
<td>141.8 (10.5)</td>
<td>( \text{1}^{b}, 2^{c}, 3^{d} )</td>
</tr>
<tr>
<td>Examiner 2</td>
<td>118.8 (17.4)</td>
<td>129.5 (18.3)</td>
<td>132 (14.2)</td>
<td>144.9 (9.4)</td>
<td>( \text{1}^{b}, 3^{c}, 5^{d} )</td>
</tr>
<tr>
<td>Motion sensor device</td>
<td>118.7 (17.8)</td>
<td>131.7 (18.7)</td>
<td>133.7 (13.2)</td>
<td>146.7 (11.4)</td>
<td>( \text{1}^{b}, 2^{c}, 3^{d} )</td>
</tr>
</tbody>
</table>

\( a \)Reported at the internal rotation level.

\( b \)Interscapular (T7).

\( c \)T12 vertebra.

\( d \)Waist (L3).

\( e \)Lumbosacral junction.

Table 2 shows whether the interrater reliability for the measurement of shoulder aROM and pROM in all directions, except for shoulder extension, as assessed by the motion sensor device and the two examiners was good or excellent (ICC range 0.899-0.979). The interrater reliability of the measurement of active and passive shoulder extension was fair to good (aROM: 0.771; pROM: 0.799).

Table 2. Interobserver reliability between angle measurements obtained by different examiners.

<table>
<thead>
<tr>
<th>Values</th>
<th>Abduction</th>
<th>Flexion</th>
<th>Extension</th>
<th>External rotation</th>
<th>Internal rotation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Active</td>
<td>Passive</td>
<td>Active</td>
<td>Passive</td>
<td>Active</td>
</tr>
<tr>
<td>ICC(^a) among examiners</td>
<td>0.971</td>
<td>0.979</td>
<td>0.952</td>
<td>0.899</td>
<td>0.771</td>
</tr>
<tr>
<td>95% lower limit</td>
<td>0.950</td>
<td>0.964</td>
<td>0.918</td>
<td>0.832</td>
<td>0.640</td>
</tr>
<tr>
<td>95% upper limit</td>
<td>0.984</td>
<td>0.989</td>
<td>0.974</td>
<td>0.944</td>
<td>0.867</td>
</tr>
</tbody>
</table>

\( a \)ICC: intraclass correlation coefficient.

In the second part of the study on the effectiveness of the motion sensor device in rehabilitation training, one patient in the motion sensor–assisted rehabilitation group was excluded from the analysis owing to progressive shoulder pain and newly developed shoulder abduction weakness 1 month after rehabilitation. The patient received a subsequent diagnosis of a full-thickness rotator cuff tear based on shoulder magnetic resonance imaging. Therefore, the comparison was of 7 patients in the motion sensor–assisted rehabilitation group and 7 patients in the home-based exercise group. Table 3 presents the patient demographics, which did not differ significantly at baseline between the two groups.
Table 3. Comparison of patient demographics between groups.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Motion sensor–assisted rehabilitation group (n=7)</th>
<th>Home-based exercise group (n=7)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lesion side, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left</td>
<td>3 (42.9)</td>
<td>4 (57.1)</td>
<td>.59</td>
</tr>
<tr>
<td>Right</td>
<td>4 (57.1)</td>
<td>3 (42.9)</td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>53.0 (6.2)</td>
<td>56.1 (13.3)</td>
<td>.35</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4 (57.1)</td>
<td>5 (71.4)</td>
<td>.58</td>
</tr>
<tr>
<td>Female</td>
<td>3 (42.9)</td>
<td>2 (28.6)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Senior high</td>
<td>2 (28.6)</td>
<td>4 (57.1)</td>
<td>.28</td>
</tr>
<tr>
<td>Bachelor’s degree and higher</td>
<td>5 (71.4)</td>
<td>3 (42.9)</td>
<td></td>
</tr>
<tr>
<td>Symptom duration (months), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3-6</td>
<td>4 (57.1)</td>
<td>3 (42.9)</td>
<td>.59</td>
</tr>
<tr>
<td>6-12</td>
<td>3 (42.9)</td>
<td>4 (57.1)</td>
<td></td>
</tr>
<tr>
<td>Range of motion, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active abduction (°)</td>
<td>122.4 (15.7)</td>
<td>113.1 (20.3)</td>
<td>.48</td>
</tr>
<tr>
<td>Passive abduction (°)</td>
<td>126.9 (16.9)</td>
<td>131.6 (17.1)</td>
<td>.65</td>
</tr>
<tr>
<td>Active flexion (°)</td>
<td>138.4 (14.4)</td>
<td>127.9 (11.0)</td>
<td>.28</td>
</tr>
<tr>
<td>Passive flexion (°)</td>
<td>146.4 (15.7)</td>
<td>146.7 (7.3)</td>
<td>.75</td>
</tr>
<tr>
<td>Active extension (°)</td>
<td>56.4 (12.6)</td>
<td>54.1 (5.0)</td>
<td>.95</td>
</tr>
<tr>
<td>Passive extension (°)</td>
<td>63.9 (11.0)</td>
<td>63.1 (6.6)</td>
<td>.95</td>
</tr>
<tr>
<td>Active external rotation (°)</td>
<td>52.4 (11.6)</td>
<td>49.0 (9.7)</td>
<td>.48</td>
</tr>
<tr>
<td>Passive external rotation (°)</td>
<td>61.7 (14.0)</td>
<td>58.0 (11.9)</td>
<td>.52</td>
</tr>
<tr>
<td>Active internal rotation (°)</td>
<td>1^b, 4^c, 2^d</td>
<td>1^b, 2^c, 4^d</td>
<td>.16</td>
</tr>
<tr>
<td>Passive internal rotation (°)</td>
<td>2^b, 4^c, 1^d</td>
<td>1^b, 4^c, 2^d</td>
<td>.67</td>
</tr>
<tr>
<td>VAS^e score, mean (SD)</td>
<td>5.3 (1.3)</td>
<td>6.1 (1.8)</td>
<td>.37</td>
</tr>
<tr>
<td>qDASH^f, mean (SD)</td>
<td>30.6 (18.1)</td>
<td>23.3 (7.2)</td>
<td>.90</td>
</tr>
</tbody>
</table>

^aReported at the internal rotation level.
^bInterscapular (T7).
^cT12 vertebra.
^dWaist (L3).
^eVAS: visual analogue scale.
^f.qDASH: Quick Disabilities of the Arm, Shoulder, and Hand questionnaire.

After 3 months of follow-up, patients in the motion sensor–assisted rehabilitation group exhibited a significant improvement from baseline in terms of shoulder aROM and pROM in all directions, pain score, and qDASH (Table 4). By contrast, patients in the home-based exercise group exhibited significant improvements only in aROM in shoulder abduction, aROM and pROM in shoulder extension, and VAS score (Table 5). Additionally, when the improvements in the motion sensor–assisted rehabilitation and home-based exercise groups were compared, the motion sensor–assisted rehabilitation group had achieved better and faster meaningful changes than the home-based exercise group.
Table 4. Improvement in parameters compared with baseline in the motion sensor–assisted rehabilitation group.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Baseline</th>
<th>1 month</th>
<th>2 months</th>
<th>3 months</th>
<th>P value</th>
<th>MCID&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abduction (&lt;sup&gt;°&lt;/sup&gt;), mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active</td>
<td>122.4 (15.7)</td>
<td>148.1 (17.5)</td>
<td>154.1 (11.9)</td>
<td>156.7 (9.9)</td>
<td>.02</td>
<td>5.99</td>
</tr>
<tr>
<td>Passive</td>
<td>126.9 (16.9)</td>
<td>152.9 (17.1)</td>
<td>157.6 (10.7)</td>
<td>161.6 (10.3)</td>
<td>.02</td>
<td>4.63</td>
</tr>
<tr>
<td>Flexion (&lt;sup&gt;°&lt;/sup&gt;), mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active</td>
<td>138.4 (14.4)</td>
<td>149.1 (11.4)</td>
<td>151.0 (5.4)</td>
<td>159.6 (8.5)</td>
<td>.02</td>
<td>6.78</td>
</tr>
<tr>
<td>Passive</td>
<td>146.4 (15.7)</td>
<td>162.0 (11.9)</td>
<td>164.7 (5.6)</td>
<td>170.1 (8.1)</td>
<td>.02</td>
<td>7.14</td>
</tr>
<tr>
<td>Extension (&lt;sup&gt;°&lt;/sup&gt;), mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active</td>
<td>56.4 (12.6)</td>
<td>62.7 (12.6)</td>
<td>65.9 (10.8)</td>
<td>73.6 (11.9)</td>
<td>.03</td>
<td>11.15</td>
</tr>
<tr>
<td>Passive</td>
<td>63.9 (11.0)</td>
<td>69.3 (12.2)</td>
<td>78.1 (11.4)</td>
<td>84.3 (6.4)</td>
<td>.02</td>
<td>11.36</td>
</tr>
<tr>
<td>External rotation (&lt;sup&gt;°&lt;/sup&gt;), mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active</td>
<td>52.4 (11.6)</td>
<td>66.4 (15.4)</td>
<td>64.7 (14.8)</td>
<td>64.6 (18.8)</td>
<td>.04</td>
<td>5.88</td>
</tr>
<tr>
<td>Passive</td>
<td>61.7 (14.0)</td>
<td>67.6 (18.6)</td>
<td>71.9 (15.2)</td>
<td>76.7 (15.1)</td>
<td>.02</td>
<td>4.44</td>
</tr>
<tr>
<td>Internal rotation (level)&lt;sup&gt;b&lt;/sup&gt;, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active</td>
<td>1&lt;sup&gt;c&lt;/sup&gt;, 5&lt;sup&gt;d&lt;/sup&gt;, 1&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1&lt;sup&gt;f&lt;/sup&gt;, 4&lt;sup&gt;e&lt;/sup&gt;, 2&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3&lt;sup&gt;f&lt;/sup&gt;, 2&lt;sup&gt;c&lt;/sup&gt;, 2&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3&lt;sup&gt;f&lt;/sup&gt;, 2&lt;sup&gt;c&lt;/sup&gt;, 2&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>Passive</td>
<td>1&lt;sup&gt;f&lt;/sup&gt;, 3&lt;sup&gt;c&lt;/sup&gt;, 3&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2&lt;sup&gt;f&lt;/sup&gt;, 4&lt;sup&gt;e&lt;/sup&gt;, 1&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3&lt;sup&gt;f&lt;/sup&gt;, 4&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3&lt;sup&gt;f&lt;/sup&gt;, 4&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.06</td>
<td></td>
</tr>
<tr>
<td>VAS&lt;sup&gt;b&lt;/sup&gt; score, mean (SD)</td>
<td>5.3 (1.3)</td>
<td>4.1 (1.1)</td>
<td>2.7 (1.6)</td>
<td>2.0 (0.6)&lt;sup&gt;+&lt;/sup&gt;</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>qDASH&lt;sup&gt;i&lt;/sup&gt; score, mean (SD)</td>
<td>30.6 (18.1)</td>
<td>15.5 (7.5)</td>
<td>11.4 (9.5)</td>
<td>9.8 (12.4)</td>
<td>.02</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>MCID: minimal clinically important difference. Computed using a distribution-based method using the standard error of measurement (SEM). SEM = SD of the baseline measurements * √1-reliability, where the reliability used was retrieved from the intraclass correlation coefficient, and MCID = SEM * 1.96 * √2.

<sup>b</sup>Internal rotation level.

<sup>c</sup>T12 vertebra.

<sup>d</sup>Waist (L3).

<sup>e</sup>Lumbosacral junction.

<sup>f</sup>Interscapular (T7).

<sup>g</sup>Not applicable.

<sup>h</sup>VAS: visual analogue scale.

<sup>i</sup>qDASH: Quick Disabilities of the Arm, Shoulder, and Hand questionnaire.
A comparison of the improvements in the motion sensor–assisted rehabilitation and home-based exercise groups over time revealed that, compared with patients in the home-based exercise group, those in the motion sensor–assisted rehabilitation group had significantly better pROM in shoulder abduction, flexion, extension, and external rotation; better aROM in shoulder extension and internal rotation; and a better qDASH score at the 3-month follow-up (Table 6). In addition, the changes in shoulder ROM in most of the directions at different follow-up time points from baseline were correlated with improvements in qDASH score, inferring that the motion sensor device is a reliable tool for evaluating treatment efficacy in patients with AC (Multimedia Appendix 4). Table 7 shows that, compared with patients in the home-based exercise group, those in the motion sensor–assisted rehabilitation group had a significantly higher patient-reported exercise completion rate.
Table 6. Generalized estimating equation analysis for improvements between groups with time (reference: home-based exercise group).

<table>
<thead>
<tr>
<th>Dependent variables</th>
<th>1 month, beta (SE)</th>
<th>P value</th>
<th>2 months, beta (SE)</th>
<th>P value</th>
<th>3 months, beta (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abduction (°)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active</td>
<td>23.00 (10.49)</td>
<td>.03</td>
<td>17.00 (8.09)</td>
<td>.04</td>
<td>13.14 (9.83)</td>
<td>.19</td>
</tr>
<tr>
<td>Passive</td>
<td>23.71 (8.37)</td>
<td>.006</td>
<td>27.00 (5.49)</td>
<td>&lt;.001</td>
<td>23.57 (8.38)</td>
<td>.007</td>
</tr>
<tr>
<td>Flexion (°)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active</td>
<td>6.29 (3.29)</td>
<td>.06</td>
<td>2.43 (6.00)</td>
<td>.69</td>
<td>9.00 (5.33)</td>
<td>.10</td>
</tr>
<tr>
<td>Passive</td>
<td>13.71 (2.78)</td>
<td>&lt;.001</td>
<td>12.29 (6.10)</td>
<td>.049</td>
<td>16.14 (4.87)</td>
<td>.002</td>
</tr>
<tr>
<td>Extension (°)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active</td>
<td>4.71 (3.52)</td>
<td>.19</td>
<td>5.29 (3.86)</td>
<td>.18</td>
<td>15.29 (6.03)</td>
<td>.01</td>
</tr>
<tr>
<td>Passive</td>
<td>5.29 (3.57)</td>
<td>.14</td>
<td>11.57 (5.98)</td>
<td>.06</td>
<td>15.29 (5.72)</td>
<td>.01</td>
</tr>
<tr>
<td>External rotation (°)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active</td>
<td>12.14 (3.31)</td>
<td>&lt;.001</td>
<td>10.14 (4.11)</td>
<td>.02</td>
<td>8.00 (4.50)</td>
<td>.08</td>
</tr>
<tr>
<td>Passive</td>
<td>5.14 (3.90)</td>
<td>.19</td>
<td>9.00 (3.12)</td>
<td>.006</td>
<td>12.14 (3.74)</td>
<td>.002</td>
</tr>
<tr>
<td>Internal rotation (level)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active</td>
<td>1.00 (0.28)</td>
<td>&lt;.001</td>
<td>1.14 (0.37)</td>
<td>.003</td>
<td>1.29 (0.40)</td>
<td>.002</td>
</tr>
<tr>
<td>Passive</td>
<td>0.57 (0.31)</td>
<td>.07</td>
<td>0.57 (0.41)</td>
<td>.17</td>
<td>0.43 (0.43)</td>
<td>.32</td>
</tr>
<tr>
<td>VASb score</td>
<td>−0.64 (1.15)</td>
<td>.58</td>
<td>−0.57 (0.94)</td>
<td>.55</td>
<td>−0.43 (0.70)</td>
<td>.54</td>
</tr>
<tr>
<td>qDASHc score</td>
<td>−16.19 (8.28)</td>
<td>.06</td>
<td>−15.70 (6.11)</td>
<td>.01</td>
<td>−16.60 (5.97)</td>
<td>.007</td>
</tr>
</tbody>
</table>

aImprovement at the internal rotation level.
bVAS: visual analogue scale.
cqDASH: Quick Disabilities of the Arm, Shoulder, and Hand questionnaire.

Table 7. Exercise completion rate reported by the participants and motion sensor device.

<table>
<thead>
<tr>
<th>Time point</th>
<th>Motion sensor-assisted rehabilitation group</th>
<th>Home-based exercise group</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recorded by motion sensor device</td>
<td>Reported by participants</td>
<td>Reported by participants</td>
</tr>
<tr>
<td>1 month, n (%)</td>
<td>80.0 (21.2)</td>
<td>82.1 (19.1)</td>
<td>35.7 (18.1)</td>
</tr>
<tr>
<td>2 months, n (%)</td>
<td>79.5 (23.2)</td>
<td>85.6 (19.8)</td>
<td>36.4 (19.1)</td>
</tr>
<tr>
<td>3 months, n (%)</td>
<td>78.5 (26.9)</td>
<td>89.9 (5.5)</td>
<td>35.0 (17.6)</td>
</tr>
<tr>
<td>Overall mean (SD)</td>
<td>79.3 (22.7)</td>
<td>86.0 (13.5)</td>
<td>35.7 (13.2)</td>
</tr>
</tbody>
</table>

aComparison of the participant-reported exercise completion rates between the motion sensor–assisted rehabilitation and home-based exercise groups.

Discussion

Principal Findings

This study revealed that wearable IMU-based sensors can measure shoulder ROM with acceptable reliability. When the wearable motion sensors were integrated with interactive mobile apps and telecommunication technology for the treatment of AC, patients could correctly perform daily home-based shoulder exercises under the remote supervision of a physician, as revealed by a 3-month ambulatory assessment. Consequently, compliance with the daily shoulder exercise regime was enhanced, thus improving the recovery of shoulder ROM and function among patients with shoulder AC using motion sensor device–assisted rehabilitation.

Measurement of shoulder ROM is an important component of related clinical assessments, providing information that is useful for guiding and evaluating interventions for patients with AC. Many methods can be used to measure ROM including a goniometer, 3-dimensional motion analysis (3DMA) systems, and IMU-based sensors. The goniometer is widely used but has variable reliability and tends to fail in assessing joint angles during dynamic movement [25]. The 3DMA system, which is regarded as the gold standard for evaluating lower limb kinematics [26], measures joint angles during dynamic movement with multiple degrees of freedom. However, the use of the system to measure shoulder ROM is technically challenging owing to the complexity of shoulder movement [27]. Moreover, the 3DMA system is typically immobile, difficult to access, and requires expertise to operate, preventing
its general clinical use. Wearable IMU-based sensors are becoming popular and have the potential to measure the joint angles of upper limbs with acceptable reliability [28]. Studies have already revealed that wearable IMU-based sensors can track shoulder movements with high accuracy [29]. In the present study, shoulder ROM measurement by IMU sensors yielded good to excellent interrater reliability with reports from well-experienced physicians who were using goniometers; it can therefore provide reliable angular information that physicians can use to monitor the progress of shoulder rehabilitation and facilitate the design of upper limb exercises that promote the rehabilitation of patients with AC.

An important aspect of the motion sensor device used in this study is the integration of a mobile phone–based system. Mobile phone apps for medical and rehabilitation purposes that are adaptable and easily accessible are being intensively researched [29, 30]. Such apps may help in the development of a platform for delivering self-management interventions, thus improving the delivery of health care and outcomes [28]. Evidence has also revealed that app-based exercise instructions and tools can help patients to monitor their training compliance and progress with high acceptance and usability [29]. In this study, the mobile apps with the motion sensor device system provided an informative patient interface with comprehensible exercise instructions and simple progress monitoring; they support self-managed health care anywhere through the monitoring of rehabilitation exercise performance. Wireless telecommunication is used to synchronize with the Doctor App, send information regarding each patient’s progress with home-based exercises, enable physicians to remotely supervise rehabilitation, and provide instant feedback to patients. Studies have established that the delivery of simple text message reminders to mobile phones increases the compliance of AC patients to a shoulder exercise regimen [31]. With the assistance of a mobile app that is used in conjunction with a motion sensor device for shoulder rehabilitation, physiotherapists or physicians can not only send text messages to remind patients to perform their daily exercises but also assign personal home-based exercises based on their training performance, thus increasing their motivation.

Overall, the positive results justify further work on motion sensor devices for treating AC. Further investigations of the usability of mobile apps and the development of auto-adjusted rehabilitation programs that are based on a user’s personal performance are warranted before well-controlled research is conducted with large patient cohorts to demonstrate the viability of motion sensor devices in real-world environments. The motion sensor device–assisted rehabilitation model in this study can be applied in conjunction with telerehabilitation.

Telerehabilitation is the provision of rehabilitation services at a distance; it can be image-based or sensor-based and can be delivered using virtual environments or virtual reality [32]. A motion sensor device can support image-based and sensor-based telerehabilitation using an activity recognition model, an interactive 3D avatar in mobile phone apps, and a wireless telecommunicated network, supporting medical treatment for patients with AC. The future use of motion sensor devices in telerehabilitation for various muscle skeletal disorders is expected after its development reaches maturation.

**Limitations**

The main limitations of this study were the relatively small number of patients, short follow-up period, and consequent lack of information on the long-term effects of the intervention. The allocation of patients was not randomized, owing to their varying degrees of familiarity with mobile apps and motion sensor devices. Studies have found that new rehabilitation technology may be unlikely to be accepted by many elderly patients [33]. In this study, the targeted patients with AC were 40-70 years old. Within this population, younger and highly educated patients are generally accepting of motion sensor device–assisted rehabilitation and so were likely to be allocated to the motion sensor–assisted rehabilitation group. Researchers of future studies should consider a training program for motion sensor device usage before enrollment to prevent any potential selection bias. Finally, although this study revealed that the IMU-based sensors that were used to measure shoulder ROM were as reliable as goniometers used by two well-experienced physicians, the true accuracy of IMU-based sensors for shoulder ROM measurement is still unclear. Evidence has confirmed that the reliability of shoulder and elbow ROM measurement using the goniometer varies (intrarater ICC, 0.36-0.91) [25]. Further assessment may be required to compare IMU-based sensors and the 3DMA system in the measurement of shoulder ROM with regard to accuracy and reliability.

**Conclusions**

Wearable IMU-based sensors can reliably record the angular motion of shoulders. Motion sensor device–assisted home-based rehabilitation can increase patient compliance with a daily self-exercise regime and facilitate the early stage of functional recovery for patients with shoulder AC. Collectively, motion sensor device–assisted home-based rehabilitation is a useful treatment model for AC with telerehabilitation to overcome obstacles to physiotherapy at home; it provides comprehensive and easily accessible exercise instructions, increases compliance, and enhances exercise correctness through progress monitoring.
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Abstract

Background: Remote measurement technologies (RMT) can be used to collect data on a variety of bio-behavioral variables, which may improve the care of patients with central nervous system disorders. Although various studies have explored their potential, prior work has highlighted a knowledge gap in health care professionals’ (HCPs) perceptions of the value of RMT in clinical practice.

Objective: This study aims to understand HCPs’ perspectives on using RMT in health care practice for the care of patients with depression, epilepsy, or multiple sclerosis (MS).

Methods: Semistructured interviews were conducted with 26 multidisciplinary primary and secondary care HCPs who care for patients with epilepsy, depression, or MS. Interviews were transcribed verbatim and analyzed using thematic analysis.

Results: A total of 8 main themes emerged from the analysis: (1) potential clinical value of RMT data; (2) when to use RMT in care pathways; (3) roles of health care staff who may use RMT data; (4) presentation and accessibility of data; (5) obstacles to successful use of RMT; (6) limits to the role of RMT; (7) empowering patients; and (8) considerations around alert-based systems.

Conclusions: RMT could add value to the system of care for patients with central nervous system disorders by providing clinicians with graphic summaries of data in the patient record. Barriers of both technical and human nature should be considered when using these technologies, as should the limits to the benefits they can offer.

(J Med Internet Res 2020;22(7):e17414) doi:10.2196/17414
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Introduction

Background

In a health care context, remote measurement technologies (RMT) can be used by health care professionals (HCPs) and clinical teams to collect data on a patient’s health or behavior and use this to inform clinical decision making. The benefits of RMT have been explored in the management of patients with cardiac conditions [1-3], early stage dementia [4], neurological disease [5], and attention deficit hyperactivity disorder [6] as well as in behavior change [7] and monitoring for indicators of sepsis [8] among others. The European Union H2020 Remote Assessment of Disease and Relapse-Central Nervous System (RADAR-CNS) project [9] explores the use of RMT in the care of patients with epilepsy, depression, or multiple sclerosis (MS). These conditions were chosen for this project as exemplars of central nervous system disorders that are under-researched in relation to RMT. As part of this project, RADAR-base, a cloud-based platform, is being developed to explore the potential to receive data from patients’ RMT and to provide these data to HCPs with a view to informing clinical decision making [10]. This study is part of this project, aiming to understand the clinical utility of RMT in the care of patients with epilepsy, depression, or MS.

Previous literature has demonstrated the benefits of using RMT in health care practice. A 2013 literature review of the use of RMT in cardiology identified a number of studies demonstrating reduced hospital visits in terms of both emergency and routine appointments, as well as higher survival rates, in patients who were monitored using RMT [11]. Benefits were also found in patients’ relations with the care team, quality of life, and compliance with treatments. However, no quality appraisal was conducted in this narrative review.

Some studies have challenged these findings, suggesting little or no evidence of an effect of RMT on key outcomes [12,13]. Other work has highlighted a number of barriers to implementing RMT in health care practice. Erdmier et al [14] described a lack of regulatory control over wearables as well as a number of barriers to progress in implementation, including technical capability, erratic user (patient) behavior, and a lack of transparency from manufacturers. A patient and HCP-led priority setting exercise in the field of digital mental health highlighted the need to explore the impact of removing face-to-face human interaction in care pathways for mental health conditions, and raised issues of safety, effectiveness, evaluation, and inequalities [15]. These issues apply equally to the use of RMT.

Objectives

Authors of prior work in the area of RMT highlighted a need for research to investigate the value to HCPs of implementing RMT [13]. Davis et al [16] conducted a systematic review of health care staffs’ views on the use of RMT in clinical practice and included 15 relevant studies. They concluded that “there is a critical need to engage end-users in the development and implementation of RMT” and highlighted that the evidence base in this area is small. This paper seeks to address these points by exploring HCPs’ perspectives on the implementation of RMT in three central nervous system disorders.

Methods

Aim

This study aims to understand the perspectives of HCPs on the use of RMT in health care practice for the care of patients with depression, epilepsy, or MS.

Recruitment

We purposively recruited a sample of 26 HCPs, with the intention of covering multiple clinical roles (with representation from medical, nursing, and allied health professionals). Participants were all working in the National Health Service (NHS) in England in the care of patients with epilepsy, depression, or MS or a combination of these conditions. Participants were contacted through the professional networks of the research team members.

Procedure

A semistructured interview approach was used, with interviews lasting from 16 to 56 min (mean 30 min). An interview schedule was used to guide questioning, with ad hoc follow-up questions used to further explore salient points. Participants gave informed consent and were incentivized with a £15 (US $18) charity donation.

A total of 23 interviews were conducted one to one, whereas one interview was conducted with three participants together. Moreover, 13 interviews were conducted by phone, whereas 11 were conducted in person. All interviews were recorded from start to finish using a voice recorder. The study was approved by the University of Nottingham School of Medicine research ethics committee (ref 277-1802).

Analysis

Interviews were transcribed verbatim and analyzed using thematic analysis [17]. Data were coded and themed (by JA) using NVivo 12 (QSR International). Initial codes and themes were discussed within the research team and were iteratively renamed and reformed throughout the analysis process. No new themes emerged when the last interview was coded, and so, it is considered that the sample reached data saturation.

Results

Participants

Participants were HCPs (medical doctors, nurses, clinical psychologists, physiotherapists, and dietitians) from 13 NHS trusts (health care organizations) within England. Of the 26 participants, 8 (31%) were female. A total of 12 participants specialized in the care of patients with epilepsy, 6 in depression, 6 in MS, and 2 were general practitioners working across all 3 conditions. Participants included both primary and secondary care clinicians. Moreover, 13 of the 26 interviewees had used RMT with their patients, and 14 of the 26 said that their patients had brought data to appointments. The health care roles of the participants are presented in Table 1 along with their specialization and gender.
Table 1. Job roles, genders, and specializations of interview participants.

<table>
<thead>
<tr>
<th>Clinical specialization</th>
<th>Depression (n=6)</th>
<th>Epilepsy (n=12)</th>
<th>Multiple sclerosis (n=6)</th>
<th>Generalist (n=2)</th>
<th>Total (N=26)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (female), n (%)</td>
<td>1 (17)</td>
<td>4 (33)</td>
<td>2 (33)</td>
<td>1 (50)</td>
<td>8 (30)</td>
</tr>
<tr>
<td>Job role</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychiatrist</td>
<td>4 (67)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>4 (15)</td>
</tr>
<tr>
<td>Psychologist</td>
<td>1 (17)</td>
<td>0 (0)</td>
<td>2 (33)</td>
<td>0 (0)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Neurologist</td>
<td>0 (0)</td>
<td>6 (50)</td>
<td>3 (50)</td>
<td>0 (0)</td>
<td>9 (35)</td>
</tr>
<tr>
<td>Dietician</td>
<td>0 (0)</td>
<td>1 (8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Specialist nurse</td>
<td>1 (17)</td>
<td>4 (33)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>5 (19)</td>
</tr>
<tr>
<td>Physiotherapist</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (17)</td>
<td>0 (0)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>General practitioner</td>
<td>0 (0)</td>
<td>1 (8)</td>
<td>0 (0)</td>
<td>2 (100)</td>
<td>3 (12)</td>
</tr>
</tbody>
</table>

Thematic Analysis

Our analysis generated 8 main themes, each of which also featured a number of subthemes.

Theme 1: Potential Clinical Value of the Remote Measurement Data

The interviews explored the types of physiological, psychosocial, and lifestyle variables that could be targets for measurement using RMT. The HCPs described uses for certain variables they considered to be potentially useful in the care of patients with 1 of the 3 conditions. Variables considered by participants to hold potential are summarized in Table 2.

Table 2. Target variables considered potentially useful to measure using remote measurement technology.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epilepsy</td>
<td>Activity, anxiety, cognition, diet(^a), heart rate(^b), mood, quality of life, seizures (or proxies thereof), and sleep</td>
</tr>
<tr>
<td>Depression</td>
<td>Activity, anxiety, diet, mood, relapse signatures, sleep, and weight</td>
</tr>
<tr>
<td>Multiple sclerosis</td>
<td>Activity, anxiety, cognition, fatigue, mood, pain, quality of life, and visual acuity</td>
</tr>
</tbody>
</table>

\(^a\)Opposing views on the value of measuring diet were offered by different participants.

\(^b\)It was noted that heart rate would be worth measuring in epilepsy only if proven to be a proxy measure of seizures.

Epilepsy

Participants stated that it would be useful to collect data from RMT that could indicate the occurrence of a seizure or number of seizures, especially in those who have many. However, participants thought that the current approaches to seizure detection (eg, Empatica and Embrace) were limited by lack of sensitivity to detect the full range of seizure types:

*The limitations of this particular device is that it is designed for detecting repetitive movements which is of use for tonic clonic seizures, however, there are different types of seizures which definitely don’t all involve movement but are still epileptic so they wouldn’t be able to detect that [...] It would be ideal to have something where all types of seizures would be recorded.* [P02]

Several types of RMT data were mentioned by participants as possible proxy measures of seizures. These were skin conductance, heart rate, accelerometry, pressure sensor readings, and electroencephalography. There were differing views on the usefulness of measuring heart rate and bed pressure as proxy measures for seizures, given the possibility of false positive signals (ie, lack of specificity).

Video and audio may be utilized remotely to assist with diagnosis and seizure identification, particularly through measurement of the sound and duration of a seizure:

*“I will sometimes tell people who struggle to video their loved one in a seizure for whatever reason, just to start the video going, put the phone down, and then it will both record the sound, and the duration of the seizure, which are probably the two most useful things we need, outside of seeing one.”* [P09]

Depression

Activity data, including movement and GPS, were thought to be useful in detecting whether a patient was “leaving the house” [P21] or “getting out and about” [P06], which in turn could be considered a potential “proxy marker of depression severity” [P16]. This was also thought to have the potential to indicate a patient’s global level of functioning. RMT data were also thought to offer a level of objectivity in the measurement of depression, which was otherwise lacking. Prospective mood monitoring using an electronic diary and measurement of sleep using wearables were also mentioned as potentially helpful in managing depression, where currently, systems such as Fitbits and mood diary apps could not collate this information together automatically.
**Multiple Sclerosis**

Participants saw potential in the use of RMT to measure fatigue, via a self-report app, and also cognition, given its association with relapse. However, some considered it difficult to pick one particular aspect of MS to measure using RMT because the symptoms experienced by patients vary:

> I don’t think you can have a particular tool that you would need to use for everyone. I think it is largely going to be dependent on the symptom profile. [P20]

Multiple participants mentioned visual acuity as an important indicator of relapse, which could be measured using RMT, although they were unsure if technology would be able to measure it when even well-trained humans struggled:

> It would have to be really well designed to pick up those intricacies [...] sometimes it is really difficult even for the neurologist to say this person is having a relapse or they are not. [P19]

**Theme 2: When to Use Remote Measurement Technology in the Care Pathway**

Participants described different points in care pathways when data from RMT could usefully inform the care of their patients. Figures 1-3 demonstrate where participants indicated that it could be useful to receive data from RMT. Clinicians indicated that they would like data collected via RMT to be readily accessible in their electronic patient records (EPRs) when patients attended for appointments.

**Figure 1.** Participants’ comments about the timing of the use of remote measurement technology in the epilepsy care pathway, including monitoring on a yearly basis once stable to allow assessment of follow-up and to create data for future research.
Figure 2. Participants’ comments about the timing of the use of remote measurement technology in the depression care pathway, including monitoring during a change in treatment.

**Depression**

- **Diagnosis in primary care**
  - “Around diagnosis you might want data that would be, say, two or three times a day” [P07]

- **Referral to secondary care**
  - “During a treatment phase you might need it [data] once a day” [P07]

- **Stability**
  - “During a period of stability maybe a sort of overall picture of a week at a time or something like that” [P07]

Figure 3. Participants’ comments about the timing of the use of remote measurement technology in the multiple sclerosis care pathway, indicating the benefits of monitoring for a short period before an appointment.

**Multiple sclerosis**

- **Diagnosis**
  - Referral to secondary care

- **Appointment**
  - 6 months

- **Appointment**
  - 6 months

- **Appointment**

  “So what would be really convenient is every you know, six months or a year when we were going to see a patient, they had the option of taking stock and collecting data over a period, say you know a day, a week, that we could review together” [P01]

It is acknowledged that not every patient’s journey along a care pathway follows the same trajectory. These figures are for illustrative purposes only.

Theme 3: Roles of Health Care Staff Who May Use Remote Measurement Technology Data.

Participants discussed the roles of health care staff who should be involved in using any RMT data. Across all 3 conditions, participants suggested that primary care was a good place for data to be managed, given the systems available:
Primary care is certainly quite well set up with systems in place to action on things based through the electronic patient record. [P06]

In secondary care, specialist nurses were considered to have the closest relationships with patients among members of the care team, and thus, they were suggested to be the team member most likely to review data from RMT. For example, in epilepsy:

If it’s sort of data that is being in some way downloaded in between clinics, then there would certainly be a role for something like an epilepsy nurse to look at that data. [P09]

Participants considered it important that all clinical, but not administrative, members of a team involved in the treatment of a patient should have access to RMT data when it is collected:

The discussions we’ve had are about, is it appropriate for admin staff to review that or actually does it have to be a clinician from a risk perspective [...] Your economic arguments come in about experienced clinicians are too expensive but I think making the wrong triage decision is also too expensive. [P21]

Theme 4: Presentation and Accessibility of the Remote Measurement Technology Data

Participants had a variety of views on the best way for data to be presented to them. Particular emphasis was placed on the importance of interoperability and the ability for any data from RMT to be accessible within an existing EPR system rather than requiring the opening of another window or program:

If [...] you want to have the information available to you at times other than when your patient is there, then it would be good if it could feed directly into your electronic patient record. [P07]

Across all 3 conditions, HCPs were keen to have data aggregated in a visual or graphical format. Some also recalled instances where they had used devices or software that presented information in graphs automatically and commented that this was useful for the patient as well as for the clinician:

For most of them [mood-reporting apps] you can do a graph function so they can show you the whole three months, in a fairly small chart, which helps us to think about if there have been any stresses or life events that have changed their mood or whether there’s a pattern to the time of day, and so on. [P07]

The speed of access to information was also considered to be a priority. Participants spoke of particular situations in which the use of digital records could increase efficiency through time saving:

I certainly think if you can access the information quickly then it could be a focus point for the whole consultation and it could speed things up. [P16]

Uploading data to the EPR was considered preferable to reviewing data that patients brought to the clinic on their mobile phones:

It could be sent in and loaded up in the patients notes or some other big screen device otherwise you are kind of stuck with little handheld mobiles and it’s not really that helpful. [P13]

Theme 5: Obstacles to the Successful Use of Remote Measurement Technologies

Participants mentioned several aspects of the use of RMT, which they considered to be obstacles to their successful use and adoption in practice. These fitted into 2 broad categories of technical issues and human issues.

The most frequently mentioned technical issue was data accuracy (“I’m not sure they’re accurate.” [P03]). However, participants indicated that they would be happy to use devices even when they provided data that were not 100% accurate, so long as the clinician was aware of the margins of error that the data may contain:

So being as clear as possible what the potential pitfalls might be about all the data that we get back [...] I think as long as you know, kind of where it might go wrong, or how to be careful which bits to not over-interpret, then I think it’s fine [P09]

There was also concern about the interoperability of any new system with existing ones, as clinicians are already required to use several different software packages to manage patients:

The main trouble currently is a lack of integration. [P01]

Data security was also discussed as an important issue to consider, although participants had differing views on the level of risk that providing data remotely may entail. Some had concerns:

Who has access to this data? Including if they have it on their phone, what if their phone goes missing, where does this data go? There’s a big, data protection bit, there’s a big big, patient safety bit. [P03]

Some advocated taking a pragmatic approach to reduce risk while continuing to use technology where it provided a benefit:

I think as long as appropriate safeguards are taken then that’s fine, and I think sometimes this can be a barrier, an unnecessary barrier to introducing things that can be helpful. [P06]

Human issues considered obstacles to the use of RMT largely focused on 2 areas: patient anxiety and patient motivation. Participants discussed ways in which the use of RMT may cause patient anxiety through over focusing on their symptoms and how this in turn could be problematic for a health service:

We have had quite a few patients coming in that have used these monitoring devices and say my heart rate is really fast. For them it’s another layer of education so it actually creates us more work. [P03]

However, others were less concerned, believing that RMT would not induce anxiety in patients who were not prone to it in the first place or that any anxiety would be manageable:
We’ve always found ways to react to that anxiety, this is just what it looks like in the current generation. [P21]

Participants suggested that patients with depression would have less motivation to engage with RMT as a result of their condition:

A lot of our patients may, especially if they’re more severely depressed, not be very motivated to interact with the app [P16]

However, the use of RMT to generate more objective evidence of a patient’s health state was considered by some to be useful in motivating engagement with their care:

So if you do your usual interview and you’ve got objective evidence to say, I think your depression is coming back or you haven’t been exercising enough or you have way more seizures than you think, then of course, that might help motivating them to do certain things. [P22]

**Theme 6: Limits to the Role of Remote Measurement Technology**

Several of our participants mentioned elements of care in their specialism, which, in their view, should not be replaced by an RMT-enabled approach. In MS, the importance of face-to-face appointments was highlighted as essential for HCPs to identify subtle signs of worsening condition:

You really need to be physically examining the patient as well as hearing their perspective because there’s subtle deficits that you can pick up on at examination that people won’t notice day to day [...] you can pick up things like subtle signs like nystagmus, or problems with the balance or things like that, that people often won’t notice. [P01]

In epilepsy too, HCPs reiterated the importance of seeing their patients face to face:

If their seizure frequency has increased you’re there thinking I probably need to see you, what else is going on? Have they got a cold, a water infection? Is there something else going on in their life? Are they not taking their tablets? Sometimes some of those conversations need to be had. [P03]

A general practitioner mentioned the relational side of their work as important in the care of patients with depression:

The relationship element of it is very important, and obviously in primary care a lot of what I’m thinking is around depression [...] the human to human contact with someone who’s struggling with mood, and the fact that you’ve got someone who can be empathic and rapport rather than just crunching data. [P06]

**Theme 7: Empowering Patients**

HCPs believed that RMT may benefit patients because it might empower them to take a leading role in their care. Some clinicians believe that patients should lead the use of technology and, therefore, have more control over their own care:

The way I see it is it’s more about the patient using the data for themselves, the clinician is almost the passive recipient of the data who is working with the patient to try and interpret it and help them develop techniques to use the data themselves. [P07]

HCPs also spoke of how patients could be given full control of their own data collected using RMT and allow those data to be shared with a chosen clinician when they deemed it necessary:

Within the patient held database, [...] presumably a sort of secure log in, and that is, it’s patient-controlled [...] and they could give out the ability to share. [P15]

Participants provided examples of how a patient could be empowered through the use of RMT, by determining when to arrange an appointment based on the outputs from the technology:

Through prospective mood monitoring you could capture periods where there had been a persistent lowering of mood over two weeks or more with associated other features or even shorter periods than that, that you’d agreed as part of a relapse signature. What people could do in those instances is potentially bring appointments forward. [P13]

However, in the case of depression, participants saw difficulties with patient motivation and thus thought it would be unlikely that patients would be able to take control of their own care:

[That] involves them taking a lot of responsibility for their own healthcare and I guess that may work better in some conditions, more than depression. [P16]

For some, it was a case of providing care on an individual basis:

I would tailor it to what they wanted, so you will have those who are very tech savvy who don’t have any time and think this will really suit me, others are very much I really want to see you doctor [...] the key is to listen to them and individualise care rather than doing tick box medicine which we sometimes do. [P03]

**Theme 8: Alert-Based Systems**

There was debate across all 3 conditions in the interviews about the potential to use RMT to alert clinicians when a monitoring variable fell outside normative parameters, for example, if seizures increased in severity or frequency, if mood or activity were found to be particularly low, or if fatigue increased. The majority of participants considered such a system to be beneficial, so that interventions could be put in place as soon as possible:

It would be a system that had parameters set and triggered active alerts when those parameters were exceeded, I think would be the only way that I could see a lot of our consultant body engaging in it. [P01]

However, a small number of participants thought that such a system would be problematic, principally because alerts may create excessive demand for immediate processing, interpretation, and response (eg, outside of normal working hours and, therefore, have more control over their own care:
hours), and there would not be enough health care staff available to respond to the alerts produced:

Outside of fixed appointments the question would be who would actually have time and headspace to actually look at what was being flagged up. You would need to really carefully think about the staffing in the NHS and mental health services. [P13]

HCPs also perceived there to be a risk that alerts would go unnoticed in the system:

My worry is this data arrives and nobody looks at it for weeks, it’s sitting somewhere in the ether. [P03]

Several participants suggested that it would be more useful if the technology alerted the patient to take action through their regular treatment pathways, rather than putting the onus on the clinician:

I would want it to prompt the patient to make contact with me. [P14]

Some saw a need for further research to determine the benefits of an alert-based system:

Unless you could do a good study and demonstrate that sending me alerts from an automated app would be helpful, then I would just want information that I could look back on when I next met with a patient face to face. [P14]

Discussion

Principal Findings

A total of 8 themes emerged from the analysis of our interviews. The first theme covered the potential clinical value of the remote measurement data. Where RMT are currently used in health care practice, HCPs find them to be largely inaccurate, particularly in the case of epilepsy, although efforts to develop more effective ways of monitoring epilepsy are welcomed. Participants were optimistic about the future use of activity data to monitor symptoms of depression and considered that using RMT to collect measures of fatigue and cognition in patients with MS would be useful.

In theme 2, key points in care pathways for the 3 conditions were identified as times where RMT data could provide most value. These included monitoring a short period before an appointment (MS), monitoring during a change in treatment (epilepsy), and monitoring on a regular basis once a patient was in a stable condition, to allow assessment of follow-up and to create data for future research (depression, epilepsy, and MS).

The third theme considered staff roles in the management of RMT use by patients. Participants suggested that all staff involved in a patient’s care should have easy access to data generated by RMT via the patient record. Participants also made it clear that triage using data from RMT should be conducted by qualified HCPs rather than by administration staff. Primary care staff and specialist nurses in secondary care were thought to be well placed to manage incoming data from patients.

With regard to the presentation of data, in theme 4, HCPs described ease and speed of access to RMT data to be important for their successful use and emphasized the importance of interoperability with the patient record. Presentation of data in graphs was mentioned as helpful for interpretation.

Theme 5 discussed obstacles to the successful use of RMT, and these included both technical issues such as data accuracy and data security (where views differed on the risks involved) and human issues such as anxiety created by monitoring (although not all participants agreed that this was an issue).

In theme 6 on the limits of RMT benefit, participants emphasized that RMT would never completely replace face-to-face appointments, particularly in depression where relationships were considered important.

The seventh theme concerned patient empowerment. HCPs expressed the value in providing patients access to their own data, enabling them to take an active role in their own care, for example, by advancing appointments where RMT data indicated it was necessary. However, there was some concern about patients with depression having the motivation to take responsibility for their own care.

Theme 8 was related to alert-based systems. Participants debated the value of such systems and highlighted the requirements for their successful use. Some thought alerts should be used to invite the patient to take action rather than alerting a clinician, due to workload concerns. The need for further research to determine the benefits of alert-based systems was also highlighted.

Comparison With Prior Work

Although prior work exploring RMT in health care has principally identified benefits and barriers to its implementation [11,14], this study has investigated HCPs’ perceptions of the clinical value of implementing RMT, helping to address the knowledge gap identified by Vegesna et al [13] and Davis et al [16].

The themes emerging in this study add to findings from prior work in this area. Our findings support the work of Bruno et al [18], who highlighted that HCPs may view the management of data from digital devices as a burden. Goodrich et al [19], among others, have highlighted the importance of interoperability and a preference for data from mobile technologies to be automatically integrated into clinical records, similar to the views of our participants. Clinicians’ concern about the need to respond to alert-based systems has also been raised previously [16,20].

Prior work has also emphasized the importance of face-to-face contact in the context of digital technology and mental health care [21]. A priority setting exercise for digital mental health [15] identified the need to explore the impact of removing such interactions from care pathways. Our data have shown that HCPs view face-to-face appointments as essential in the care of patients with these 3 conditions, even where RMT could provide them with detailed recent data on a patient’s status. Our data show that HCPs imagine patients could be empowered to determine their own need for a clinical appointment based on data from RMT, helping to address questions around the impact of technology on access to services, which has also been identified as a research priority [15].
Davis’ Technology Acceptance Model [22] describes perceived usefulness and perceived ease of use as key mediators to the successful uptake of a new technology. Our analysis highlights ways in which clinicians perceive RMT data could be useful (theme 1) as well as where there are limits or obstacles to this usefulness (themes 5 and 6). We have also identified how speed and ease of access to data are desirable for HCPs (theme 4), evidencing how perceived ease of use is applicable to this area. The analysis also raises the tailoring of care for patients using RMT (theme 7), where it was discussed that patients’ perception of RMT should be that it is both useful and easy to use to motivate continued use.

Beyond the findings presented in previous work, our findings specify the types of RMT data that clinicians would value in the management of epilepsy, depression, and MS as well as the points in patient care at which these data would be of most use and the health care roles that would be best placed to manage these data.

Implications for Researchers and Developers
Findings from these themes will help to inform the development of the RADAR-CNS approach in the application of RMT for better care for epilepsy, MS, and depression. Researchers and companies developing monitoring technologies should ensure that the boundaries of accuracy of any new solution are well defined, such that clinicians can understand the level of confidence they should place in readings from such devices. As HCPs believe patients may benefit from the option to move or advance appointments based on their data, it would also be worthwhile for any mobile health solutions to link with appointment planning services, so that these can be easily accessed. In the United Kingdom, the NHS app is an example of such a system.

Strengths and Limitations
This study has several strengths. We recruited a multidisciplinary group of HCPs working in a variety of clinical staff roles in primary and secondary care. Therefore, the use of RMT was considered from multiple perspectives. The study was limited in its consideration of only three specific central nervous system disorders in one national health care system. However, the analysis has considered how insights gained from staff working in these three conditions might generalize and has permitted a deeper analysis of the three conditions mentioned. The ratio of male to female participants was high, with only 8 of 26 participants being female. Epilepsy staff were over-represented in comparison with depression and MS staff due to the convenience sampling method. However, staff were represented across most roles in the care team for each of the three conditions represented, with the exception of MS, where an MS nurse could not be recruited in the time available.

Future Directions
Although we have focused our consideration of the use of patient RMT data on an individual basis, further work could usefully explore the use of combined RMT data from groups of patients to assess risk or identify trends. The 2019 Topol Review highlighted the potential of integrating predictive analytics into diagnosis and care pathways [23], and data from RMT could feed into these approaches.

Future work should also explore the views of health service managers, commissioners, and public health representatives to understand the value that the implementation of RMT could provide from a health care system payer and management perspective, for example, in its potential to increase efficiencies and improve outcomes for different patient populations.

Given the participants’ views on the importance of nurses’ roles in the management of patients’ use of RMT, it would be useful to conduct further research to better understand nurses’ views on subsuming associated responsibilities into their roles. Although some work has explored nurses’ views on their roles in the use of technology in intensive care situations [24] and telehealth for diabetes [25], to our knowledge, no studies have explored views specifically relating to RMT in central nervous system disorders.

Further work should also be completed to understand how RMT might best facilitate increased patient autonomy (as advocated in the NHS Long Term Plan [26]) and situations where this may be less appropriate or successful. The remote assessment of disease and relapse-major depressive disorder study is recruiting 600 people with a major depressive disorder to use RMT over a period of 2 years, and this study may shed light in this area [27].

Conclusions
This paper has explored the views of HCPs on using RMT in managing central nervous system disorders, specifically epilepsy, MS, and depression. The results are as follows:

- target physiological variables for measurement that clinicians believe would be useful
- points in care pathways at which clinicians perceive benefit to patients using RMT
- roles of health care staff best placed to manage incoming data
- HCPs’ preferred presentation of data
- obstacles to the successful implementation of RMT
- limits to the benefits that the RMT can provide
- ways in which patients may be empowered through the use of RMT
- considerations around alert-based systems.

Our findings show the importance of early engagement and co-design with HCPs when considering user requirements and potential use cases before using RMT in clinical care pathways. HCPs believe that RMT data can add value to the care of patients with these three conditions but are not sufficient for decisions about care to be made exclusively on the basis of these data. We have demonstrated that clinicians are pragmatic about the data security risks of using RMT data with patients. Further research is required to establish how RMT data could be used on a population level to benefit patients with central nervous system disorders.
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Abstract

Background: Health care delivery for cerebrovascular diseases is a complex process, which may be improved using telestroke networks.

Objective: The purpose of this work was to establish and implement a protocol for the management of patients with acute stroke symptoms according to the available treatment alternatives at the initial point of care and the transfer possibilities.

Methods: The review board of our institutions approved this work. The protocol was based on the latest guidelines of the American Heart Association and American Stroke Association. Stroke care requires human and technological resources, which may differ according to the patient’s point of entry into the health care system. Three health care settings were identified to define the appropriate protocols: primary health care setting, intermediate health care setting, and advanced health care setting.

Results: A user-friendly web-based telestroke solution was developed. The predictors, scales, and scores implemented in this system allowed the assessment of the vascular insult severity and neurological status of the patient. The total number of possible pathways implemented was as follows: 10 in the primary health care setting, 39 in the intermediate health care setting, and 1162 in the advanced health care setting.

Conclusions: The developed comprehensive telestroke platform is the first stage in optimizing health care delivery for patients with stroke symptoms, regardless of the entry point into the emergency network, in both urban and rural regions. This system supports health care personnel by providing adequate inpatient stroke care and facilitating the prompt transfer of patients to a more appropriate health care setting if necessary, especially for patients with acute ischemic stroke within the therapeutic window who are candidates for reperfusion therapies, ultimately contributing to mitigating the mortality and morbidity associated with stroke.

 doi:10.2196/18058
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**Introduction**

Stroke is a major source of disability and death in both developed and developing countries [1-4]. The adequate delivery of care for patients with acute stroke symptoms requires the expertise of neurologists and radiologists for timely diagnosis and treatment. Whereas hemorrhagic stroke often requires urgent surgical intervention, ischemic stroke is managed with reperfusion therapies such as thrombolysis with intravenous recombinant tissue plasminogen activator (IV rtPA) as well as early endovascular thrombectomy in the case of large vessel occlusions. These approaches have significantly improved the long-term outcomes of patients with ischemic stroke [5]. Nevertheless, patients frequently do not receive the appropriate treatment either due to the lack of available specialists to perform appropriate clinical assessments or the long distances and prolonged transfer times to stroke care centers [5]. This situation can also occur for patients located in urban areas due to delays in the referral process to health care facilities with the required stroke handling capabilities.

We have developed several strategies to improve the quality of care and speed up the transfer of patients with acute stroke symptoms from urban and rural areas to our hospital, a certified primary stroke center with thrombectomy capabilities. Our experience has shown that, by necessity, robust stroke systems should be able to assist health care providers in real-time scenarios, thus resulting in adequate transfer processes between any level of complexity in a specific health care setting.

The purpose of this work was to establish a protocol for the management of patients with acute stroke symptoms according to the available treatment alternatives at the initial point of care. This protocol was implemented as a web-based telestroke solution and is based on the guidelines from the American Heart Association and American Stroke Association (AHA/ASA) [6] for any patient with acute stroke symptoms (ie, hemorrhagic stroke, acute or chronic ischemic stroke, transient ischemic attack [TIA], stroke mimics, and large vessel occlusions). The authors considered that a detailed description of the workflow protocols, pathways, and clinical and radiological scales used in the design of our telestroke network will help other maturing countries in the development of early-stage health systems assisting patients with acute stroke symptoms.

**Methods**

The work presented here is part of a larger project with the following objectives: evaluation of mobile systems for head computed tomography (CT) interpretation in acute stroke patients, evaluation of the quality of stroke care in our country from a public health standpoint, and development of a telestroke network system (the subject of this article). This initiative was approved by the Institutional Review Board of our hospital and university.

The latest diagnostic and therapeutic recommendation guidelines from the American Heart Association [6], in addition to several predictors, scales, and scores that allow the assessment of the vascular insult severity and neurological status of the patient (Table 1), were evaluated in order to define the protocols of this system.

Stroke care requires human resources (eg, neurologists, radiologists, or neuroradiologists) to evaluate the risk and eligibility of patients to receive reperfusion therapies (intravenous thrombolysis or endovascular thrombectomy) and to perform invasive treatments when indicated. In addition, technological resources, such as CT, computed tomography angiography (CTA), magnetic resonance imaging (MRI), magnetic resonance angiography (MRA), and the necessary medical supplies and equipment, are needed to administer reperfusion therapies. Different human and technological resources may be available according to a patient’s point of entry into the health care system. Therefore, several possible health care settings were evaluated to define the protocols and algorithms of this system. The algorithms for the clinical workflow of the three health care settings were defined and reviewed by a group of experts in our hospital: a stroke neurologist, a general neurologist, a neuroradiologist, and two physicians from our stroke center.
Table 1. Neurological and radiological scales used in the stroke treatment processes.

<table>
<thead>
<tr>
<th>Matrix or scale</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glasgow Coma Scale [7,8]</td>
<td>Assesses the level of consciousness</td>
</tr>
<tr>
<td>National Institutes of Health Stroke Scale (NIHSS) [9-12]</td>
<td>Quantifies the clinical severity of ischemic stroke</td>
</tr>
<tr>
<td>ABCD2 score [14,15]</td>
<td>Predicts subsequent risk of stroke in patients with TIA (^a) diagnosed by emergency physicians</td>
</tr>
<tr>
<td>Field Assessment Stroke Triage for Emergency Destination (FAST-ED) [16]</td>
<td>Determines the probability of large-vessel occlusion</td>
</tr>
<tr>
<td>Intracerebral hemorrhage (ICH) score [17-19]</td>
<td>Grades early hemorrhage growth in patients with intracerebral hemorrhage</td>
</tr>
<tr>
<td>Fisher scale [20]</td>
<td>Grades the severity of the subarachnoid hemorrhage</td>
</tr>
<tr>
<td>Modified World Federation of Neurosurgical Societies (WFNS) [21]</td>
<td>Grades the severity of subarachnoid hemorrhage based on the Glasgow Coma Scale</td>
</tr>
<tr>
<td>BE-FAST score [22]</td>
<td>Evaluate potential stroke before physician evaluation to activate the stroke code</td>
</tr>
<tr>
<td>Alberta Stroke Program Early CT Score (ASPECTS) [23]</td>
<td>Can estimate the infarction size of the middle cerebral artery territory</td>
</tr>
<tr>
<td>Reperfusion Therapy Risk Mitigation [24]</td>
<td>Assesses the absolute and relative risks of thrombolysis or thrombectomy</td>
</tr>
<tr>
<td>Thrombolysis in Cerebral Infarction (TICI) score [25]</td>
<td>Addresses the extent of tissue reperfusion</td>
</tr>
</tbody>
</table>

\(^a\)TIA: transient ischemic attack.

Results

The following health care settings were identified: primary health care setting, intermediate health care setting, and advanced health care setting. The interaction between these three settings is shown in Figure 1, which also shows the optimal health care settings according to a specific patient diagnosis (eg, intensive care unit [ICU], recovery room, facility with neurology or neurosurgery capabilities, regular hospitalization, or ambulatory care). IV rtPA administration can be provided in the intermediate health care setting or advanced health care setting, while thrombectomy is performed only in the advanced health care setting. In both cases, a judicious risk assessment is needed before the administration of any treatment modality [6]. In all settings, the first step is the acquisition of demographic data followed by a clinical background update, blood glucose registry, physical exam, assessment of the level of consciousness using the Glasgow Coma Scale [7], and assessment of the clinical severity of the ischemic stroke using the National Institutes of Health Stroke Scale (NIHSS) [9]. The next step is to determine the onset time to calculate the therapeutic window time (ie, the time between neurological symptom onset and patient arrival to the emergency room). In some cases, the event may be classified as wake-up or unwitnessed stroke. The therapeutic window time may be “within window” (<6 hours) or “out of window” with two possible ranges (6-24 hours or >24 hours) that determine the differences in patient management. The combination of the NIHSS and Glasgow scores as well as the time from onset to care delivery are critical breakpoints for the decision-making process performed at each of the three health care settings.
Figure 1. Interaction between the three health care settings and final possible diagnosis and referrals. ICU: intensive care unit; IV rtPA: intravenous recombinant tissue plasminogen activator; TIA: transient ischemic attack.

Health Care Settings
The general diagnostic and treatments steps, within each health care setting, are presented in a simplified workflow shown in Figure 2.
Primary Health Care Setting

In this setting, diagnostic tools are limited to the physical exam performed by a primary care physician as well as basic blood tests (e.g., blood glucose). This setting may include ambulances, which may be a possible entry point to the health care system. The purpose of this setting is to provide an initial clinical assessment and determine the patient’s transfers to a health care center with reperfusion capabilities, according to possible TIA, large vessel occlusion, or ischemic stroke in the anterior or posterior circulation. In this scenario, there are neither imaging facilities (CT or MRI) nor specialized health care personnel. Therefore, different clinical scales are used to assess the patient’s risk at multiple levels and to predict final patient outcomes. For example, patients with possible compromised posterior circulation will be transferred to an advanced health care setting, while those with anterior circulation may be transferred to any intermediate or advanced health care site; this estimation is achieved using ischemic stroke circulation predictors [13,26]. The ABCD2 score [14] is a powerful tool that predicts the subsequent risk of stroke after a TIA, and the Field Assessment Stroke Triage for Emergency Destination score is used to determine the probability of a large-vessel occlusion [16]. The detailed workflow for this setting is shown in Figure 3.
Intermediate Health Care Setting

At this level of health care facility, head CT must be available to detect hemorrhagic or ischemic stroke; intravenous thrombolysis capabilities are also required at this level.

To diagnose a potential large vessel occlusion and determine if further transfer to the advanced health care setting is necessary, CTA must be available (or contrast head CT if CTA is not available). At the intermediate health care setting, both neurologists and radiologists may be available, but not fulltime. This setting works as a mothership for urgent and priority transfers from the primary health care setting. Possible outcomes include priority transfer to an advanced health care setting for thrombectomy purposes, emergent assessment by the neurology or neurosurgery teams, IV r-TPA administration, or ambulatory care. In this setting, if a patient is eligible for IV r-TPA administration, this is done in situ, to enable early treatment, even if the patient will be transferred to the advanced health care setting. The detailed workflow for this setting is shown in Figure 4.
**Advanced Health Care Setting**

In this health care setting, specialized human and technological resources, such as stroke neurologists, neuroradiologists, CT, CTA, MRI, MRA, and the capacity for thrombolysis and mechanical thrombectomy, are available fulltime. Therefore, interfacility transfers are not necessary. In this setting, CT perfusion images are required for patients with wake-up stroke for which MRI is contraindicated. This setting receives transfers from primary health care settings and intermediate health care settings. The possible outcomes are shown in Figure 5. The workflow in the advanced health care setting for patients within the window for thrombolysis (ie, <6 hours) is shown in Figure 6. To simplify the workflow figures and render each figure on a single page, several common procedures in the intermediate and advanced health care settings were arranged in modules presented in Figures 7-10 (ie, hemorrhagic module, TIA or mimic module, intravenous thrombolysis module, endovascular treatment module, and ischemic stroke out of window module).

---

**Figure 4.** Workflow for the intermediate health care setting (IHS). AHS: advanced health care setting; CT: computed tomography; CTA: computed tomography angiography; Glasgow: Glasgow Coma Scale; ICU: intensive care unit; LVO: large vessel occlusion; NIHSS: National Institutes of Health Stroke Scale; TIA: transient ischemic attack.
Figure 5. Workflow for the advanced health care setting (AHS). CT: computed tomography; CTA: computed tomography angiography; CTP: computed tomography perfusion; Glasgow: Glasgow Coma Scale; MR: magnetic resonance; MRA: magnetic resonance angiography; MRI: magnetic resonance imaging; NIHSS: National Institutes of Health Stroke Scale; TIA: transient ischemic attack.
Common Modules

Hemorrhagic Module
If the imaging examination shows a hemorrhagic stroke, the Fisher scale [20] and modified World Federation of Neurosurgical Societies scale [21] are used to evaluate the severity of the subarachnoid hemorrhage. To predict mortality in patients with intracerebral hemorrhage, the intracerebral hemorrhage score [17-19] is used. CT or CTA may reveal active intracranial bleeding; in this case, the patient is referred to the neurosurgery team for urgent care. Otherwise, the patient can be stabilized and treated in the ICU (Figure 7).
TIA or Mimic Module

If the symptoms are gone or are not consistent with a vascular territory and imaging examination reveals neither a hemorrhagic stroke nor an ischemic stroke, there are two possibilities: the patient is presenting with a stroke mimic or having a TIA. In the later, the ABCD2 score [14] is calculated to evaluate the actual stroke risk. Secondary prevention using statins and antiagregant therapy is initiated, and the patient is discharged for neurologic outpatient care (Figure 8).

Ischemic Module

This module consists of two submodules: intravenous thrombolysis module for IV rtPA administration and endovascular treatment module, to evaluate thrombectomy treatment (Figure 9).
**Intravenous Thrombolysis Module**

If the initial imaging examination reveals an ischemic stroke, an imaging vascular evaluation of the anterior and posterior circulation is performed according to the onset time of the ischemic insult (acute, subacute, or chronic). Patients with subacute or chronic lesions are referred to the recovery room if hemodynamically stable; otherwise, they are hospitalized for neurology assessment. For patients with acute lesions in the middle cerebral artery territory, the Alberta Stroke Program Early CT Scan (ASPECTS) is calculated; patients with ASPECTS <6 are referred to the ICU, whereas patients with ASPECTS ≥6 are evaluated in terms of the absolute and relative contraindications for IV rtPA administration (Table 2) [24]. Next, if there is no risk or only a relative risk after judicious medical assessment, intravenous thrombolysis is performed. At the same time, the patient is evaluated for the presence of large vessel occlusions and possible thrombectomy, as indicated in the endovascular treatment module (Figure 9).
Table 2. Risk mitigation matrices for reperfusion therapies.

<table>
<thead>
<tr>
<th>Risk mitigation treatment</th>
<th>Contraindications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intravenous thrombolysis – absolute criteria</strong></td>
<td></td>
</tr>
<tr>
<td>Clinical history</td>
<td>Previous ischemic stroke within 3 months; previous intracranial hemorrhage (excluded hemorrhagic transformation of a stroke); intra-axial neoplasm or spinal within the inpatient acute period or within the 3 previous months; intracranial or spinal surgery in the last 3 months; infectious endocarditis or actual aortic dissection; extra-axial neoplasia, arteriovenous malformation, or aneurysm not excluded; arterial puncture in noncompressible location not in the last 7 days</td>
</tr>
<tr>
<td>Incoming clinical parameters</td>
<td>Suggestive symptoms of subarachnoid hemorrhage; blood pressure $\geq 185/110$ mm Hg, despite management according to the protocol; blood glucose levels $&lt;50$ mg/dL; active internal bleeding or active hemorrhagic diathesis</td>
</tr>
<tr>
<td>Hematologic</td>
<td>Platelet count $&lt;100,000/mm^3$; INR$^a &gt;1.7$ and PT$^b &gt;15$ seconds or PTT$^c &gt;40$ seconds; heparin (last 48 hours with an abnormal PTT), heparin of low molecular weight in therapeutic doses (last 48 hours); inhibitors of thrombin/Xa factor in the last 48 hours</td>
</tr>
<tr>
<td>Diagnostic imaging</td>
<td>Evidence of acute intracranial hemorrhage, infarction size of the middle cerebral artery territory hemisphere $\geq 1/3$ (ie, ASPECTS$^d &lt;6$)</td>
</tr>
<tr>
<td>Special cases</td>
<td>Start of pregnancy until 14 days postpartum; window 3–4.5 hours, $\geq 80$ years old, diabetes, previous stroke, use of oral anticoagulant</td>
</tr>
<tr>
<td><strong>Intravenous thrombolysis – relative criteria</strong></td>
<td></td>
</tr>
<tr>
<td>Clinical history</td>
<td>Surgery or major trauma in the last 14 days; gastrointestinal tract or urinary tract hemorrhage in the last 21 days; acute myocardial infarction, especially with segment ST elevation or pericarditis in the last 3 months</td>
</tr>
<tr>
<td>Incoming clinic parameters</td>
<td>NIHSS$^e &lt;4$ or NIHSS $\geq 25$</td>
</tr>
<tr>
<td><strong>Thrombectomy – absolute criteria</strong></td>
<td></td>
</tr>
<tr>
<td>Physical exam</td>
<td>NIHSS $&gt;29$</td>
</tr>
<tr>
<td>Hematologic</td>
<td>INR $&gt;3$, PTT $&gt;2$, thrombocytopenia $&lt;30,000/mm^3$</td>
</tr>
<tr>
<td>Diagnostic imaging</td>
<td>ASPECTS $&lt;6$, infarction size (on DWI$^f$) $&gt;70$ mL, active hemorrhage</td>
</tr>
</tbody>
</table>

$^a$INR: international normalized ratio.  
$^b$PT: prothrombin time.  
$^c$PTT: partial thromboplastin time.  
$^d$ASPECTS: Alberta Stroke Program Early Computed Tomography Scan.  
$^e$NIHSS: National Institutes of Health Stroke Scale.  
$^f$DWI: diffusion-weighted magnetic resonance imaging.

**Endovascular Treatment Module**

Large vessel occlusions are evaluated using contrast CT or CTA. If there are no occlusions, the patient is referred to the recovery room if hemodynamically stable; otherwise, they are hospitalized for continuous neurologic assessment. If a large vessel occlusion is confirmed, a comprehensive risk evaluation should be performed before thrombectomy [24]. Then, if no risks are identified, thrombectomy should be performed as soon as possible. After thrombectomy is performed, the degree of reperfusion is measured by means of the Thrombolysis in Cerebral Infarction score [25], and the patient is referred to the ICU (Figure 9).

**Ischemic Stroke Out of Window Module**

Patients arriving to an advanced health care setting after a wake-up stroke, unwitnessed stroke, or “out of window” stroke with symptom onset 6–24 hours before first medical contact may benefit from reperfusion therapies only if certain conditions are met (Figure 10). These conditions rely on the infarct volume as quantified by diffusion-weighted MRI or CT perfusion (if MRI is contraindicated), patient age, and stroke severity (NIHSS score).
Design of Algorithms

The three algorithms work as a handy framework for the most critical steps in the care of patients with ischemic or hemorrhagic stroke. These algorithms were based on decision trees that represent the clinical requirements and specifications of the system and consist of checklists and questionnaires [27] evaluating common physiological variables, the patient’s clinical background, different predictors and scales, and specific laboratory tests according to each algorithm stage. The responses to these questionnaires determine the next step to be performed.

The predictors, scales, and scores implemented in this system allow the assessment of the vascular insult severity and neurological status of the patient. Other factors that determine patient management, either in situ or in a distant health care setting, are shown in Table 1. The clinical background, physical exam, stroke severity, and radiological findings were stored in basic modules within the clinical algorithms. These modules, as implemented in our telestroke system, are shown in Table 3. The software outputs corresponding to specific diagnoses, clinical scenarios, and transfer decisions are shown in Table 4. The checklists for risk assessment before the administration of reperfusion therapies [24] are detailed in Table 2.
### Table 3. Input information modules implemented in the telestroke system.

<table>
<thead>
<tr>
<th>Input data</th>
<th>Examples of possible data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identification data</td>
<td>Name, age, sex, identification number, date of birth</td>
</tr>
<tr>
<td><strong>Triage module</strong></td>
<td></td>
</tr>
<tr>
<td>Short physical exam</td>
<td>Heart rate, blood pressure, respiratory rate, weight</td>
</tr>
<tr>
<td>Triage level</td>
<td>1 or 2</td>
</tr>
<tr>
<td>Incoming patient medium</td>
<td>By their own means, referral from another service, ambulance transfer</td>
</tr>
<tr>
<td>Cincinnati scale</td>
<td>0-3</td>
</tr>
<tr>
<td>Stroke code activation?</td>
<td>Yes/no</td>
</tr>
<tr>
<td><strong>Clinical history module</strong></td>
<td></td>
</tr>
<tr>
<td>Neurological exam</td>
<td>Dysarthria, hemiparesis, hemiplegia, agnosia, aphasia, dysphagia, paresthesia, mutism, headache, delirium, loss of touch, facial weakness sparing the forehead</td>
</tr>
<tr>
<td>Past relevant illnesses</td>
<td>Previous stroke, diabetes mellitus, dyslipidemia, coronary disease, chronic kidney disease, atrial fibrillation, high blood pressure, sleep apnea or hypopnea syndrome, smoking, thrombophilia</td>
</tr>
<tr>
<td>Relevant findings</td>
<td>Patient found unconscious; patient woke with loss of sensation in the one side of her body</td>
</tr>
<tr>
<td>Use of anticoagulant?</td>
<td>Yes/no; if yes, which one: apixaban, dabigatran, rivaroxaban, enoxaparin, warfarin, edoxaban</td>
</tr>
<tr>
<td>Laboratory</td>
<td>Blood glucose levels, clotting times (PT&lt;sup&gt;a&lt;/sup&gt; and aPTT&lt;sup&gt;b&lt;/sup&gt;), platelet count, INR&lt;sup&gt;c&lt;/sup&gt;, blood count</td>
</tr>
<tr>
<td><strong>Physical exam module</strong></td>
<td></td>
</tr>
<tr>
<td>Cardiopulmonary resuscitation?</td>
<td>Yes/no</td>
</tr>
<tr>
<td>Intubation?</td>
<td>Yes/no</td>
</tr>
<tr>
<td>Glasgow Coma Scale</td>
<td>3-15</td>
</tr>
<tr>
<td>NIHSS&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0-37</td>
</tr>
<tr>
<td><strong>Event time</strong></td>
<td></td>
</tr>
<tr>
<td>Time of onset of symptoms</td>
<td>Observed date and time or wake-up or unwitnessed stroke</td>
</tr>
<tr>
<td>Time of arrival at emergency door</td>
<td>YYYY/MM/DD hh:mm</td>
</tr>
<tr>
<td>Evolution time (hours)</td>
<td>Calculated from the previous times or typed directly</td>
</tr>
<tr>
<td>Therapeutic window type</td>
<td>Within therapeutic window (&lt;6 hours), out of therapeutic window (&gt;6 hours) or (6-24 hours; &gt;24 hours), or wake-up or unwitnessed stroke</td>
</tr>
<tr>
<td>ABCD2 score; stroke risk after a TIA&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0-7; percentage (%) at 2, 7, and 90 days</td>
</tr>
<tr>
<td>Imaging evaluation (CT&lt;sup&gt;f&lt;/sup&gt;, CT perfusion, CTA&lt;sup&gt;g&lt;/sup&gt;, MRI&lt;sup&gt;h&lt;/sup&gt;)</td>
<td>Compromised cerebral territory, ischemic event dating (acute, subacute, chronic), ASPECTS&lt;sup&gt;i&lt;/sup&gt;, large vessel occlusions, or infarct volume, dark volume</td>
</tr>
<tr>
<td>Risk evaluation&lt;sup&gt;j&lt;/sup&gt;</td>
<td>Absolute and relative evaluation for thrombolysis, risk evaluation for thrombectomy</td>
</tr>
<tr>
<td>Interventional procedure times</td>
<td>Door to needle time, door to inguinal puncture time</td>
</tr>
<tr>
<td>Thrombectomy</td>
<td>Date and time of inguinal puncture or stent implant or reperfusion; TICI&lt;sup&gt;k&lt;/sup&gt; scale, thrombolysis reperfusion</td>
</tr>
</tbody>
</table>

<sup>a</sup>PT: prothrombin time.  
<sup>b</sup>aPTT: activated partial thromboplastin time.  
<sup>c</sup>INR: international normalized ratio.  
<sup>d</sup>NIHSS: National Institutes of Health Stroke Scale.  
<sup>e</sup>TIA: transient ischemic attack.  
<sup>f</sup>CT: computed tomography.  
<sup>g</sup>CTA: computed tomography angiography.  
<sup>h</sup>MRI=magnetic resonance imaging.  
<sup>i</sup>ASPECTS=Alberta Stroke Program Early CT Scan.  
<sup>j</sup>See details for risk mitigation in Table 4.  
<sup>k</sup>TICI: Thrombolysis in Cerebral Infarction.
Table 4. Output information in the telestroke system.

<table>
<thead>
<tr>
<th>Module</th>
<th>Value suggested by the system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnoses</td>
<td>Hemorrhagic stroke; acute, subacute, or chronic ischemic stroke; TIA(^a); stroke mimic</td>
</tr>
<tr>
<td>Outcomes</td>
<td>Neurosurgery; hemorrhagic care; hospitalization or neurology (if reperfusion risk, chronic or subacute ischemic stroke, TIA); recovery room (if hemodynamic stable); ICU(^c), after thrombolysis and/or thrombectomy; ambulatory care (with secondary prevention using statins or anticoagulants)</td>
</tr>
<tr>
<td>Transfer</td>
<td>Transfer from PHS(^d) or IHS(^e), transfer from IHS to AHS</td>
</tr>
</tbody>
</table>

\(^a\)TIA: transient ischemic attack.
\(^b\)ICU: intensive care unit.
\(^c\)PHS: primary health care setting.
\(^d\)IHS: intermediate health care setting.
\(^e\)AHS: advanced health care setting.

Software Development and Validation

The algorithms included in the three health care settings were incorporated into web-based software. Individual user profiles were created for the administrative staff and health care providers, who were assigned specific privileges.

A user-friendly interface reduces human error and assures the completeness and integrity of the information. The questionnaires implemented were straightforward and only required single-click selections instead of free-text typing for easy and rapid data input. The software was developed using the Hypertext Preprocessor and JavaScript languages and could be executed in any web browser on a laptop, tablet, or smartphone.

For data storage, a MySQL 5.1.40 database (Oracle Corporation, Redwood City, CA) was used, wherein sensitive data were encrypted (ie, patient identification). Data were stored in a structured relational database, allowing future evaluation of the system performance as well as a strong foundation for public health policies. The database included the administrative information of each facility in the telestroke network and the possible referral facilities (ie, those that have a given facility that was contracted to receive patients when a transfer is required). This information allowed the rapid selection of the most suitable stroke center according to the patient’s needs after a judicious assessment of the clinical requirements and transfer times. Given that “time is brain,” potential administrative pitfalls between primary health care settings and advanced health care settings also had to be considered for a quick and effective transfer. In our country, patients may be transported to various emergency departments until they are accepted in one of them, producing a critical delay in the required care known as “the death ride.”

Since a patient can arrive at any given hospital and may be transferred across several health care settings without receiving adequate stroke care, a “case” starting point was defined as the time when the first medical contact was documented in the last visited hospital until the final patient outcome was reported before the patient’s discharge. Therefore, when a patient is transferred to a second health care setting, all the information for the case is available in the receiving facility given that all data are stored in a server database and shared with all the facilities. This design decision allows common access to the patient’s health condition at any moment from any health care setting while also avoiding the entry of redundant information. Hence, past medical history, current clinical condition, blood test results, imaging evaluations, and procedures are available in real-time for all health care facilities across the whole spectrum of stroke patient care. In addition, this allows transfer reporting to the referral facilities ahead of the patient’s arrival, avoiding prolonged waiting times at emergency departments.

Software validation was performed in different phases. The first phase consisted of a simulation of the test scripts on all possible workflow pathways for each of the health care settings, which was performed to validate adequate software representation of each the algorithms. To validate the software implementation, more than 1211 test scripts were performed covering all possible pathways in each of the predefined health care settings. The second phase consisted of a retrospective registry of cases from our stroke database (nearly 600 patients in the last 5 years). The third phase was the validation of the software by neurology residents, who utilized the software while also performing a usual clinical assessment with printed forms. The final phase is to be performed between different health care facilities to test the performance of our telestroke network with real-life cases and transfers based on the information broadcast. The total number of possible pathways documented after this initial experience was as follows: 10 in the primary health care setting, 39 in the intermediate health care setting, and 1162 in the advanced health care setting.

The final system was named Telestroke-RU (copyright 13-70-240, 03/12/2018 from the National Copyright Office, Colombia) and is available for authorized users [28]. This system is not a product intended for commercial or profit uses and may be used for educational purposes.

Discussion

Principal Findings

The comprehensive telestroke platform developed in this work is the first stage to optimizing health care delivery for patients with stroke symptoms regardless of the entry point into our local emergency network in both urban and rural regions.
This system supports health care personnel by providing adequate stroke care and facilitating the prompt transfer of patients to a more appropriate health care setting according to the specific cerebrovascular disease at presentation. This system facilitates stroke care delivery for patients with acute ischemic stroke within the therapeutic window who are candidates for reperfusion therapies. Therefore, the system will contribute to mitigating the well-known mortality and morbidity associated with stroke.

Further evaluations will be performed to assess the true impact of this tool in terms of reductions in critical time windows, such as the time between symptom onset and reperfusion, door to needle time, primary health care setting to advanced health care setting transfer times, discharge clinical outcomes, accuracy of the final diagnosis, and the clinical outcomes of patients at 30 and 90 days using the modified Rankin scale [29].

**Comparison With Prior Work**

To the best of our knowledge, in our country, there are no software tools for the assessment and management of patients with stroke symptoms. Worldwide, smartphone apps and web-based tools are available [30-34]. These solutions were designed for acute ischemic stroke care, for triage protocols, and as an aid for transfers when reperfusion therapies are needed (eg, Field Assessment Stroke Triage for Emergency Destination score) [30] as well as the delivery of efficient inpatient or ambulatory stroke care [32,34]. Other tools have been developed with the purpose of the evaluation of specific clinical scales or radiological scores [33]; these tools use the same algorithm independent of the level of resources available at the entry point to the health care system. In contrast, our system integrates 12 clinical and radiological scales, scores, and predictors according to the specific health care setting or the referral facility to provide a specific diagnosis (hemorrhagic stroke; acute, subacute, or chronic ischemic stroke; TIA; stroke mimic). Our system allows either immediate treatment or further transfer to the appropriate health care setting. Since our solution is not integrated with the hospital electronic health record (EHR) system, it can be used in all health care services, independent of the EHR system used at each facility. It is worth mentioning that, in our country, EHR systems are not available at several rural primary health care settings.

**Limitations**

The continuous improvement of evidence-based stroke care guidelines motivates the continuous review of health care setting algorithms and, therefore, software updates. Further work includes the use of GPS and traffic applications to calculate the actual duration of real-time patient transfers and adequate selection of the referral facility with the shorter transfer time. In the short-term, this system will be migrated to a smartphone app to allow for a greater number of system users in a friendlier interface.

**Conclusions**

The implementation of this system in a telestroke network contributes to the fulfillment of and adherence to recently published stroke care guidelines, providing evidence-based practice, improving patient outcomes, and supporting the achievement of several requirements to achieve and maintain primary stroke center certification.

This telestroke system allows the assessment of different therapeutic alternatives according to the specific patient’s clinical condition, thus improving efficiency and providing high-quality delivery of care. Finally, the epidemiological information stored in the database will inform public health care policies to design and implement better national policies for remote regions with significant underreporting of acute cerebrovascular diseases.
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Abstract

Background: The internet hospital is an innovative organizational form and service mode under the tide of internet plus in the Chinese medical industry. It is the product of the interaction between consumer health needs and supply-side reform. However, there has still been no systematic summary of its establishment and definition, nor has there been an analysis of its service content.

Objective: The primary purpose of this study was to understand the definition, establishment, and development status of internet hospitals.

Methods: Data on internet hospitals were obtained via the Baidu search engine for results up until January 1, 2019. Based on the results of the search, we obtained more detailed information from the official websites and apps of 130 online hospitals and formed a database for descriptive analysis.

Results: By January 2019, the number of registered internet hospitals had expanded to approximately 130 in 25 provinces, accounting for 73.5% of all provinces or province-level municipalities in China. Internet hospitals, as a new telehealth model, are distinct but overlap with online health, telemedicine, and mobile medical. They offer four kinds of services—convenience services, online medical services, telemedicine, and related industries. In general, there is an underlying common treatment flowchart of care in ordinary and internet hospitals. There are three different sponsors—government-led integration, hospital-led, and enterprise-led internet hospitals—for which stakeholders have different supporting content and responsibilities.

Conclusions: Internet hospitals are booming in China, and it is the joint effort of the government and the market to alleviate the coexistence of shortages of medical resources and wasted medical supplies. The origin of internet hospitals in the eastern and western regions, the purpose of the establishment initiator, and the content of online and offline services are different. Only further standardized management and reasonable industry freedom can realize the original intention of the internet hospital of meeting various health needs.

(J Med Internet Res 2020;22(7):e17995) doi:10.2196/17995
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Introduction

During the past five years, China has been committed to promoting the use of the internet to provide medical services, although it is still in the exploratory stage [1]. Internet connections, in general, have brought about a significant change to the Chinese economy, and there is no doubt that it can improve the quality of service and provide convenience for people. As a supplement to offline health services, online health services are of great significance in alleviating the relative shortage of medical resources in China [2]. With the development of technology, online health service levels have
continually improved, which has led traditional medical resources to gradually become networked.

China has 904 million internet users, with an internet penetration rate of 64.5%, according to the China Internet Network Information Center in April 2020 [3]. The vast number of internet users constitute China’s booming consumer market. Mobile payment is becoming more and more popular in daily life, and user habits of paying for online medical services based on knowledge are also becoming established [4]. From April 2018 to April 2019, China’s internet medical users grew from 28 million to 45 million, a year-on-year increase of 59.9% [5]. Ping An Good Doctor, one of the representative internet hospitals, had 300 million registered users as of October 2019, equivalent to 1 in every 3 Chinese netizens having used it [6], and the number of visitors exceeded 1.11 billion from January to April 2020 during the COVID-19 pandemic [7]. The age range of internet hospital users is wide, and the number of middle-aged and elderly users is increasing [8].

**Internet hospitals** is a term with a somewhat vague meaning. In general, it is an internet medical platform combining online and offline access for medical institutions to provide a variety of telehealth services directly to patients. It extends medical resources from the hospital to the internet by using information technology, and it develops online medical services and health services [9]. It can be as simple as using the internet to make and manage appointments or renew prescriptions; however, it can also be a means for Chinese citizens to communicate face-to-face with doctors via internet pages or public therapeutic platforms in apps such as WeChat (mobile social media apps) [10]. Internet hospitals are online platforms but need to be based in existing institutions with consistent online and offline service supervision. They include both medical and nonclinical services but can only use internet technology to provide safe and appropriate medical services for the follow-up of common and chronic diseases online [11]. Doctors are allowed to prescribe treatment for related diseases online after accessing the patient’s medical records [11].

Telehealth is a medical service model similar to internet hospitals in China and is used in settings throughout the world [12,13]. It commonly describes a wide range of diagnostic and management modalities, education, and other related activities within health care [14]. It is expanding beyond telemedicine to cover nonclinical events such as appointment scheduling, continuing medical education, and physician training [14].

In the United States, telehealth or telemedicine has been defined in all states, and some of these services by video can be reimbursed [15,16]. Many states consider online services inadequate for building doctor-patient relationships and prescribing treatments, so some allow online diagnosis and prescription of drugs while others restrict them [15]. A growing number of states are passing legislation to guide health care professional boards to adopt standards of practice for providers using telehealth [15]. One US telehealth platform, Amwell, an internet-based health care giant, has more than 150 million insured users, serving over 55 health plans, more than 240 medical groups, and more than 2,000 hospitals [17]. In terms of strategy and governance, studies have shown that only 2 countries in the European Union are in the management stage of policy supervision, and 16 countries are considered to be in the initial and temporary stage, meaning that most countries in the EU have no formal definition of telemedicine services or only small short-term and independent pilot developments [18]. Meanwhile, in Japan, access to telehealth clinical functions was restricted to health consultations, and only during the COVID-19 pandemic did the government allow patients to receive medical care and receive prescription via the internet rather than by going to a physical hospital [19,20].

However, in China, the current situation developed after an initial period of growth in internet hospital services when Chinese health authorities ordered a temporary halt in the development in order to develop a more appropriate set of regulations [21]. The first internet hospital in China was established in Guangdong Province in 2014 [22]. Then, China began to promote this new model of online health care to develop internet health services actively, to provide convenience services through the mobile internet, to encourage internet enterprises to cooperate with medical institutions, and to establish a medical network information platform. Thus, internet hospitals began to appear in some areas, gradually. In 2016, the First Affiliated Hospital of Zhejiang University established Zhejiang First internet hospital and was headed by the tertiary hospital [23]. However, by 2017, the government re-examined and approved the abolition of internet hospitals, cloud hospitals, and network hospitals [21]. By 2018, the state again encouraged medical institutions to use information technology such as the internet to expand the space and content of medical services and to build a comprehensive online and offline medical service model covering prognosis, diagnosis, and postdiagnosis [11]. Medical institutions were again allowed to develop internet hospitals and to provide safe and appropriate medical services using internet technology [11]. In 2018, the government formulated specific regulations on internet hospital management, including diagnosis and treatment, telemedicine, and other online aspects. This marked the beginning of the standardized development of internet hospitals [11].

Three documents were issued on July 17, 2018 by the National Health Commission of the People’s Republic of China and National Administration of Traditional Chinese Medicine: Internet Diagnosis and Treatment Management Measures (trial implementation), Internet Hospital Management Measures (trial implementation), and Telemedicine Service Management Standards (trial implementation) [11]. It was the first time that China put forward detailed regulations on internet hospitals, signifying that internet hospitals had entered the stage of standardized development [11]. Chinese internet hospitals have experienced ups and downs, after twists and turns of the embryonic stage, and are now entering the rapid development stage of standardization.

In order to capture the current state of development of internet hospitals in China, we carried out a study covering internet hospitals (up to the beginning of 2019) to analyze the construction mode and content of internet hospitals and provide corresponding suggestions for construction.
Methods

This study obtained data on internet hospitals through the Baidu search engine and Apple and Android app stores, manually. Baidu’s dominant role in internet searching in China is comparable to the role of Google in Western countries, on both desktop and mobile devices, with approximately 70% to 80% market share. People can search for queries by entering keywords.

First, we searched for the official internet hospital name from April 6, 2019 to April 12, 2019. Before searching in Baidu, we sorted and analyzed policies of internet hospitals at the national level on the Website of the State Council. Internet Hospital Management Regulations stressed that internet hospitals should use the name of the hospital with the addition of the term internet hospital [11]. Some hospitals use the name of cloud hospital or web hospital as an auxiliary reference. So, we searched according to the internet hospital naming rules, following the Baidu Robots Protocol. Our inclusion criteria were internet hospitals established before January 1, 2019, and we included direct and indirect search results (direct: web items; indirect: government announcements and page content under web item). This resulted in a list of 130 internet hospital names in our Excel (Microsoft Inc) database.

Second, we queried the relevant information about the internet hospital name in Baidu, inquired from the internet hospital official website, and downloaded the internet hospital app from the app store to obtain the following variables to build a database used in the statistical analysis: establishment time (precise to the month), establishment location, service content provided by technical cooperation parties, and media (pages, public medical platforms, or apps) in contact with people. The study focused on the overall development of the internet hospital industry, so we did not collect the number of patients and doctors in each hospital.

Finally, the data obtained from the 130 internet hospitals were entered into the Excel database and analyzed.

Results

The Structure of Internet Hospitals

Our study of the available information about internet hospitals revealed that the term is used for a number of different types of activities. Telemedicine was launched first, and then mobile medicine and online medicine became popular. Generally speaking, online medicine, mobile medicine, and telemedicine are all covered by the concept of internet hospital. In Table 1, we have summarized the relationships between the various uses of the term internet hospital.

Based on the data we obtained, we constructed a flowchart between offline hospitals and online hospitals by summarizing the treatment process of existing internet hospitals based on doctor-patient interaction (Figure 1). Patients can consult online before going to the offline hospital to collect relevant professional health information and understand their current situation. If they need to go to a hospital, there can be a more extensive and reliable consultation that can assist the hospital in triaging. Next, patients can choose to register online or go to a hospital for a preliminary examination. After the first visit, patients can choose between online or offline ways to check the disease prognosis, treatment effects, and further treatment. Moreover, sometimes subsequent visits that require examination and testing need to be done offline. Therefore, the two areas are divided into white and gray, indicating that they may be online or offline (Figure 1). Then, pharmacists check the electronic prescriptions, and drugs can be delivered by a third-party logistics enterprise cooperating with the hospital or can be picked up at a nearby pharmacy. Patients can also accept door-to-door diagnosis and treatment out of the hospital.

Table 1. The relationship and difference between others with internet hospitals.

<table>
<thead>
<tr>
<th>Noun</th>
<th>Definition</th>
<th>Relationship and difference with internet hospitals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online health</td>
<td>The use of internet technology to provide patients and the public with disease diagnosis, treatment programs, prescriptions, and other services [21].</td>
<td>It is one of the services provided by internet hospitals.</td>
</tr>
<tr>
<td>Mobile medicine</td>
<td>Emerging mobile communications and network technologies for health care systems [24]. It is via mobile and wireless devices, and the sharing of that information between patients and providers such as personal digital assistants, mobile phones, and satellite communications.</td>
<td>Internet hospitals have a variety of digital media, such as portals, public medical platforms, and apps.</td>
</tr>
<tr>
<td>Telemedicine</td>
<td>Use of telecommunications technologies to provide medical information and services [25].</td>
<td>Internet hospitals are a platform to provide technical support for remote diagnosis and treatment.</td>
</tr>
</tbody>
</table>
Status Analysis of Internet Hospitals

As of January 2019, 25 of the 34 provinces or municipalities (73.5%) had registered a total of 130 internet hospitals in China, ranging from 0 to 29 per administrative region (Figure 2). There has been a growth trend from the establishment of internet hospitals up to the beginning of 2019. In the years from 2014 to 2018, 1 (0.8%), 5 (3.8%), 42 (32.3%), 65 (50.0%), and 17 (13.1%) hospitals were launched, respectively. The top 11 provinces and cities accounted for 100/130 (76.9%) internet hospitals. We can conclude that the number of internet hospitals grew very slowly between the end of 2017, when the establishment of internet hospitals was discouraged, and the end of 2018, when policies for comprehensive regulation were introduced.

Based on the general classification of internet hospital services and based on our data and the national policy documents, services provided by internet hospitals include four classifications, each referring to the service content for patients (Table 2). Convenience services help patients to operate online to simplify offline procedures and learn health knowledge independently. Online health means that patients can communicate with doctors to consult for health problems or obtain the diagnosis and prescriptions through the internet. Telemedicine is medical cooperation between institutions initiated by the hospital to other hospitals when patients seek medical treatment offline. Moreover, related industries refer to the content that needs to be provided by a third party, such as health records and drug-related enterprises.

We randomly selected the screenshot of the homepage of 1 Chinese internet hospitals app (Patient Client) (Figure 3); the content is based on 3 of the 4 classifications above except telemedicine between institutions.

Figure 1. Hospital treatment flowchart.

Figure 2. Heat map of number of internet hospitals in Chinese provinces.
Table 2. Internet hospital service classification.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convenience services</td>
<td>Intelligent guidance, registration, guidance, mobile payment, inspection report query, cost query [26], medical feedback, health education</td>
</tr>
<tr>
<td>Online health</td>
<td>Health consultation and follow-up for common and chronic diseases</td>
</tr>
<tr>
<td>Telemedicine (institution)</td>
<td>Providing on-line medical services initiated by institutions</td>
</tr>
<tr>
<td>Related industries</td>
<td>Drug order, drug distribution, health records</td>
</tr>
</tbody>
</table>

Figure 3. Example of internet hospital app interface.

Every internet hospital contains specific content in the introduction, such as a booking service (online booking of a medical expert appointment within the medical facilities), but also health education (the hospital provides a wide range of medical knowledge about drugs, chronic disease knowledge lectures, information about national health policy, and so forth). Through internet portals, the patient can query to book appointments and can check reports. Doctors, via the outpatient internet service, can provide electronic prescription service to patients, including online prescriptions and online payment records. The network outpatient service for patients offers electronic prescription services, including online prescription, online payment dispensing, and others.

Based on our data, internet hospitals can be divided into three categories, and each has relatively successful typical cases. In the first category, the government is the initiator whose primary purpose is to achieve a unified standard of regional population health management, such as the Sichuan Province internet hospital, or the Zhejiang Province internet hospital. The second category is initiated by hospitals whose primary purpose is to expand the scope and intensity of hospital services so that people can continue to see their doctors. For example, the First Affiliated Hospital of Zhejiang University, a well-known tertiary hospital in China, opened their internet hospital to provide a platform for their doctors to provide services online. The third category is initiated by enterprises whose purpose is to connect patients with practicing doctors who, through these efforts, can increase the number of patients, and thereby, gain benefits. Also, they can improve the accessibility of health services for patients, and the increase in patients can improve doctors’ income and skills. This category includes some enterprises such as Haodf (Yinchuan Intelligent internet hospital), Ping An Good Doctor (Ping An Good Doctor internet hospital), Wedoctor (Wuzhen internet hospital). These were the first to utilize internet plus in the medical industry to carry out the sales of light drug consultations, health management, and other services. Even though these three categories can be separate, the effective delivery of medical services requires the cooperation of doctors, patients, hospitals, governments, and enterprises. Based on our database of internet hospitals, 38/130 (29.2%) were initiated by the government and hospital, and 92/130 (70.8%) were initiated by enterprises; we can see that each of them undertakes different roles from the perspective of stakeholders. The sources of doctors and patients are also different (Table 3).
Discussion

Principal Findings

The most striking finding in our study is the level of integration of ordinary hospital services with the internet hospital. While enterprises have initiated most internet hospitals (92/130, 70.8%), the dominant model is an integration of the internet platform with existing hospital and government services. The construction of the internet hospitals in China is a two-way force, to a certain extent, as a joint effort by the government and the market to alleviate the coexistence of a shortage of medical resources and wasted medical supplies.

On the one hand, health resources are abundant in the east, while they are relatively few in the midwest regions [27]. In rural areas with scarce medical resources, the government and hospitals hope to optimize resources through telehealth, so that patients can contact other remote doctors to solve medical problems, and promote high-quality medical resources in the east to meet the needs of patients in the midwest; therefore, there are many internet hospitals in the central and western regions of China. The internet enables people to overcome geographic barriers to access health care services.

On the other hand, the e-commerce giants (such as Taobao or Jingdong) have been involved with the pharmaceutical industry, providing online drug shopping and health consulting for consumers, but they cannot directly sell prescription drugs [28]. The enterprises follow China’s internet medical regulation policies to create offline hospitals or cooperate with the existing medical institutions in building internet hospitals to ensure that they have implemented the whole process by the closed loop (doctor-patient-hospital medical services). With the rise of the industry, many regions with developed internet technologies took the initiative to enter the internet medical field and set up internet hospitals in developed cities to serve more patients.

Internet Hospital Service Depends on the Integration of Online and Offline Services

The development of online medical services and health services in the new integrated model has several clear benefits. Patients can use the portal and medical information systems to improve communication with health care providers. They can take advantage of internet technology, reduce registration time, and reduce treatment times [29]. The richness of internet medical treatment can meet the diversified health needs of patients, to a certain extent, and also help to realize the continuity of medical services for patients [30,31].

Despite these advantages, it is also clear that internet hospitals cannot replace many of the core functions of physical hospitals. The internet hospital Management Measures stipulates two situations for the use of internet medical treatment in practice. In the first case, when a patient visits a physical medical institution and the institution initiates contact with other doctors to consult through an internet hospital, the physician can provide diagnostic advice and prescriptions. In the other case, patients do not consult with physical medical institutions. Doctors can only then offer follow-up to patients for common and chronic diseases through the internet hospital. The internet hospital includes many internet-based medical services, but it does not have many necessary medical resources and physical infrastructure online such as sickbeds, diagnostic equipment, and operating conditions for medical services. Therefore, the reality is that most internet hospital online services still only offer a supplement to the traditional nonclinical parts such as booking, registration, guidance, payment, and other convenience services [32].

Moreover, internet hospitals cannot provide the first diagnosis and complex disease follow-up after a diagnosis, so they cannot be involved in some of the core business of medical care, limiting the utilization rate [11,33]. For example, dermatology mainly relies on visual data to make a diagnosis. Usually, doctors with rich clinical experience can make a clear judgment after seeing the skin photos, while some departments rely more on examination and monitoring for diagnosis [34]. Meanwhile, in health consultation, doctors can conduct triage based on patient descriptions or video images, and doctors need to master additional characteristics of the patient’s integrated circumstance and ensure that they provide valid information for the medical records on the internet to provide online follow-up. Some medical services (first visit and severe illness) must be provided by offline hospitals, while others (nonclinical, health consultation, and follow-up diagnosis) can conveniently be realized online. Internet hospitals have stimulated the advantages of online and offline services to meet the medical needs of
patients better and release high-quality medical resources (health workforce, equipment, etc) for offline hospitals [35].

Different Initiators of Internet Hospitals May Have Different Development Directions

The government, hospitals, and enterprises are the initiators of the three ways of building internet hospitals, and they are also relevant stakeholders. The government is the policymaker, the main body of industry supervision, and plays an irreplaceable role [36]. The primary purpose of the government as the initiator is to integrate medical resource information and population health information in the region to form a database of population information, electronic health records, electronic medical records, and other data in the entire region [37,38]. As the foundation for the construction of internet hospitals, hospitals are providers of offline medical services. The primary purpose of an internet hospital with a physical hospital as the initiator is to extend the hospital’s service process to the internet, extend the medical service capabilities of the physical hospital to the patient’s home, and provide remote follow-up services for patients [39]. The enterprise is the technical support built by the internet hospital and maintains the regular operation of the platform. When enterprises are the main initiators of the internet hospital, their focus is on increasing operating income and achieving profitability. From the perspective of doctors and patients in internet hospitals, the source of doctors and patients for internet hospitals initiated by enterprises is significantly different from the source of doctors and patients when initiated by the government and hospitals. The doctors provided by internet hospitals built by the government and hospitals are qualified doctors within the administrative area, and the scope of their service is still local patients with a small number of cross-province patients. The service scope of the internet hospital built by enterprises is registered doctors and patients nationwide. Nevertheless, at least for the time being, enterprise-initiated internet hospitals still have to rely on existing physical infrastructure. If that should change and such hospitals can operate more independently, it would present a significant challenge for government regulation and supervision.

Limitations

This study has several limitations. First, although this study attempts to describe the current situation of all internet hospitals in China, there may be missing items because data collection relied upon web-based search engines. Second, this research sample only included internet hospitals up to the beginning of 2019, which is the initial stage of the internet hospital industry (from its initiation and growth from very few to a substantial number), but it did not include the continuous replication of the internet hospital model in 2019. We will include these data in future studies to further analyze the relationship between the number of internet hospitals and the amount of services they provide. Third, this study did not investigate the actual online-offline conversion rate of internet hospitals to evaluate the service capacity of the hospitals. It is necessary to conduct research from the perspective of doctors, patients, and managers to further study stakeholders’ views on internet hospitals and to analyze the influencing factors of internet hospital usage in the current situation.

Conclusions

Internet hospitals redefined the concept of medical service provision through telecommunications technology and began to revolutionize the health sector [40]. It is praiseworthy that China innovates the internet hospital model in the field of internet health care so that more people can receive medical resources to which they did not previously have access. The most significant value of the internet lies in the realization of the transfer of medical centers, from traditional hospitals as the main body to a more patient-oriented model where people can receive medical services and health care without leaving home. Currently, although the government has put forward management measures, they are still unable to achieve an internet hospital that provides the core functions of medical service. The government still needs to develop more suitable content to form a systematic internet medical model and to explore the regulatory scope to provide more development freedom for the internet hospital industry. It is essential to realize the central idea of the internet hospital—hospitals have more space to treat diseases, and patients save time [41].
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Vess Stamenova¹, PhD; Kyle Liang¹, MSc; Rebecca Yang¹, MPH; Katrina Engel², RRT; Florence van Lieshout¹, BSc; Elizabeth Lalingo³, RRT; Angelica Cheung², RRT; Adam Erwood⁴, MMI; Maria Radina⁵, MD; Allen Greenwald⁵, MD; Payal Agarwal¹, MD; Onil Bhattacharyya¹,²,⁶, PhD, MD

¹Institute for Health System Solutions and Virtual Care, Women's College Hospital, Toronto, ON, Canada
²Respiratory Therapy Department, Markham Stouffville Hospital, Markham, ON, Canada
³Medicine, Care Transitions, Access & Flow, Respiratory Therapy, Markham Stouffville Hospital, Markham, ON, Canada
⁴Support Services & Transformation, Markham Stouffville Hospital, Markham, ON, Canada
⁵Center for Respiratory Health, Markham Stouffville Hospital, Markham, ON, Canada
⁶Department of Family and Community Medicine, University of Toronto, Toronto, ON, Canada
⁷University Health Network, Toronto, ON, Canada
⁸Department of Medicine, University of Toronto, Toronto, ON, Canada
⁹Women's College Research Institute, Toronto, ON, Canada
¹⁰Hospital to Home and Community Medicine Clinic, Markham Stouffville Hospital, Markham, ON, Canada

Corresponding Author:
Vess Stamenova, PhD
Institute for Health System Solutions and Virtual Care
Women's College Hospital
76 Grenville St
Toronto, ON, M5S 1B2
Canada
Phone: 1 4163236000 ext. 5112
Email: vess.stamenova@wchospital.ca

Abstract

Background: Chronic obstructive pulmonary disease (COPD) is a leading cause of mortality and leads to frequent hospital admissions and emergency department (ED) visits. COPD exacerbations are an important patient outcome, and reducing their frequency would result in significant cost savings. Remote monitoring and self-monitoring could both help patients manage their symptoms and reduce the frequency of exacerbations, but they have different resource implications and have not been directly compared.

Objective: This study aims to compare the effectiveness of implementing a technology-enabled self-monitoring program versus a technology-enabled remote monitoring program in patients with COPD compared with a standard care group.

Methods: We conducted a 3-arm randomized controlled trial evaluating the effectiveness of a remote monitoring and a self-monitoring program relative to standard care. Patients with COPD were recruited from outpatient clinics and a pulmonary rehabilitation program. Patients in both interventions used a Bluetooth-enabled device kit to monitor oxygen saturation, blood pressure, temperature, weight, and symptoms, but only patients in the remote monitoring group were monitored by a respiratory therapist. All patients were assessed at baseline and at 3 and 6 months after program initiation. Outcomes included self-management skills, as measured by the Partners in Health (PIH) Scale; patient symptoms measured with the St George’s Respiratory Questionnaire (SGRQ); and the Bristol COPD Knowledge Questionnaire (BCKQ). Patients were also asked to self-report on health system use, and data on health use were collected from the hospital.

Results: A total of 122 patients participated in the study: 40 in the standard care, 41 in the self-monitoring, and 41 in the remote monitoring groups. Although all 3 groups improved in PIH scores, BCKQ scores, and SGRQ impact scores, there were no
significant differences among any of the groups. No effects were observed on the SGRQ activity or symptom scores or on hospitalizations, ED visits, or clinic visits.

Conclusions: Despite regular use of the technology, patients with COPD assigned to remote monitoring or self-monitoring did not have any improvement in patient outcomes such as self-management skills, knowledge, or symptoms, or in health care use compared with each other or with a standard care group. This may be owing to low health care use at baseline, the lack of structured educational components in the intervention groups, and the lack of integration of the action plan with the technology.

Trial Registration: ClinicalTrials.gov NCT03741855; https://clinicaltrials.gov/ct2/show/ NCT03741855

(J Med Internet Res 2020;22(7):e18598) doi:10.2196/18598
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Introduction

Background

Chronic obstructive pulmonary disease (COPD) is the third leading cause of mortality worldwide [1], with 65 million people having moderate to severe COPD worldwide [2]. In Ontario, Canada, COPD accounts for 24% of hospital admissions and 24% of emergency department (ED) visits and is responsible for the highest percentage (18.8%) of 30-day ED readmissions [3]. Reducing the frequency of COPD exacerbations is an important patient outcome and could result in significant cost savings.

One approach to reducing exacerbations is to provide regular remote monitoring of patients from their homes. Remote monitoring requires patients to take measurements of their vital signs (oxygen, blood pressure, and symptoms) and to record them manually on paper [4] or to transmit them with devices using a phone or an internet line [5-7]. Recent developments such as Bluetooth technology, cloud-based storage, and Wi-Fi–enabled tablets have allowed data from remote devices to be uploaded automatically to a database accessible to patients, caregivers, and health care providers, either periodically or on an as-needed basis [8-10]. Remote monitoring programs are always monitored by a health care provider, even though they are sometimes referred to as self-management programs, as the recordings are taken by the patients [10]. Some remote monitoring programs also often have an educational component [11,12] such as coaching sessions to support self-management. COPD self-management behaviors include self-recognition and self-treatment of exacerbations (eg, taking medications); coping with breathlessness; and lifestyle changes such as quitting smoking, eating healthy, and exercising [13]. Self-management COPD interventions have generally been shown to be effective in improving quality of life measures [13,14], but a recent meta-analysis failed to show significant improvements in quality of life [15].

There is a large body of literature on COPD reporting on the effects of remote monitoring on patient outcomes and health care utilization, and several recent reviews have summarized these findings [16-18]. For example, Kruse et al [16] reported that the number of articles stating that patient outcomes improved overall with telemonitoring was approximately equal to that showing no improvement. Another review [17] reported that remote monitoring decreased ED admissions and hospitalizations but failed to impact other patient outcomes (mortality, outpatient visits, and length of stay). Hong and Lee [17] suggested that integrated remote monitoring programs (those that have educational components) may be more effective, especially when they target patients with more advanced diseases.

Educational components come at an additional cost to these programs [19] and even the simple act of monitoring patients remotely and connecting with them only when alerts are received requires dedicated staff. Few studies have looked at the effectiveness of self-monitoring programs. Self-monitoring programs ask patients to take their readings and receive automated feedback based on these readings without being actively monitored by a health provider [4,20]. Results from the few studies available in the literature have shown some promise in improving patient outcomes but they were feasibility trials that required larger samples and control group designs. A self-monitoring program, if noninferior to a remote monitoring program, would provide the opportunity for significant cost savings without compromising on patient outcomes. To our knowledge, no studies to date have directly compared a remote monitoring program with a self-monitoring program for patients with COPD.

Objectives

The objective of our study was to compare the effectiveness of implementing a technology-enabled self-monitoring program versus a technology-enabled self- and remote-monitoring program (or simply remote monitoring) in a population of patients with COPD, compared with a standard care group. We hypothesized that both intervention programs would lead to improvements in self-management skills and respiratory symptoms relative to the standard care program. In addition, the technology-enabled remote monitoring programs may be more effective at increasing COPD knowledge than self-monitoring alone.

Methods

Study Setting

The study was conducted at a 309-bed community-based hospital in Ontario. Recruitment took place in a hospital-based outpatient COPD clinic, from the private practice of respirologists affiliated with the hospital, and from an outpatient COPD rehabilitation program.
Trial Design
We conducted an open-label randomized controlled trial (RCT) comparing 2 technology-enabled interventions, a self-monitoring group and a remote monitoring group, relative to standard care. Patients were randomized in a 1:1:1 ratio to 1 of the 3 groups. The study recruitment started in April 2018 and was completed in September 2019. A full description of the protocol has been published [21]. We report here only on the quantitative portion of the evaluation. The qualitative results are published separately [22].

Participants

Eligibility Criteria
Patients were included if they were aged 18 years or older and had an established clinical diagnosis of COPD by a respirologist, according to clinical guidelines [23]. Exclusion criteria included a diagnosis of other significant lung diseases (e.g., interstitial lung disease), patients without Wi-Fi internet access in their homes, inability to read English (required for filling out the questionnaires), participation in other remote monitoring programs, or inability to use the technology because of physical or cognitive impairment.

Recruitment Process
The main site of recruitment was the hospital-based outpatient clinic, where all eligible patients seen within the past year were contacted for participation. Patients could also be referred to the study from outside the clinic, through the private practice of hospital-affiliated respirologists or through an outpatient COPD rehabilitation program. Patients were contacted by phone, directly approached at an appointment, or approached at the hospital’s exercise rehabilitation program by a clinical staff member (respirologist or respiratory therapist [RT]). Those who were interested were referred to the clinical project specialist and scheduled for a baseline evaluation, at which time informed consent was obtained, group allocation was revealed, and the kit was provided (if in the self-monitoring or remote monitoring group).

Allocation
We used a web-based random number generator [24] to allocate patients to groups, as described in the trial protocol [21]. Sequential patient group allocation was placed in a sealed envelope and revealed to the patient by the clinical project specialist after consent was obtained.

Intervention

Technology
The Cloud DX Connected Health Kit (Cloud DX Inc) [25] (Multimedia Appendix 1) was used in the 2 intervention groups. It was selected as it was made by a local Ontario company (a requirement from the granting agency), was fully developed, was on the market at the time of the study, and was capable of monitoring oxygen saturation. The kit comprised the following Bluetooth devices: a custom tablet computer, a Pulsewave cuff monitor (which measures blood pressure), an oximeter, a weighing scale, and a thermometer. The devices were approved by the US Food and Drug Administration and Health Canada. A digital version of the COPD Assessment Test (CAT) [26] and the modified Medical Research Council (MRC) Scale [27] were also embedded in the technology. The data from all devices were transmitted to a database, and patients and health care providers interacted with it through a web-based portal. Regular bug fixes were occurring throughout the trial, and no major revisions of the content of the platform were done. Throughout the trial, there were 3 releases and 1 service pack installed in the platform and 2 releases, 5 hotfixes, and 1 service pack released for the companion app (see Multimedia Appendix 2 for details).

Intervention Procedures
The intervention lasted for 6 months. Patients in the intervention groups were asked to record their vitals (oximetry and blood pressure were required, whereas temperature and weight were optional) and symptoms (CAT and MRC) with the Cloud DX platform every day. They were also provided with a written version of a personalized COPD action plan that instructed patients on what to do if their readings fell outside predetermined thresholds (Multimedia Appendix 1). Individual patient thresholds were determined by the clinical project specialist (who was an RT), in consultation with the patient’s respirologist. Patients in the self-monitoring and remote monitoring groups were additionally contacted by the clinical project specialist 2 weeks after receiving their kit to reassess the appropriateness of the thresholds. In addition, all patients had the option to email or call the clinic with any nonemergency questions they may have. All patients were advised to go to the ED if necessary, at any point in the study. Patients were also informed that data were not monitored 24 hours, 7 days a week and to respond to their clinical needs as they would normally do outside of the study.

When a patient’s readings fell outside the predetermined thresholds, a notification was sent to both the clinical project specialist and the patient through email. The clinical project specialist reviewed the readings and responded when clinically indicated only for the remote monitoring group. Follow-up calls were made only when the readings exceeded thresholds twice or more within 2 days and were made only on weekdays. An attempt to complete the follow-up call was performed within 24 hours of receiving the notification. If the patient was unavailable, a message was left to return the call. In addition, the RT called the patients in the remote monitoring group once a week, irrespective of the values of the vitals. The purpose of the call was to check the patients, prompt action plan usage as needed, and provide education to the patients about their COPD as needed. The clinical project specialist received the readings for the self-monitoring group, but they were not actively monitored, and no follow-up calls were made in this group. Patients in the self-monitoring group were informed that their data were not actively monitored by the clinic. Patients in both intervention groups had secondary threshold levels (extreme measures) preset by the site investigator. Cloud DX staff monitored these levels and contacted the patients when necessary. For details, please refer to the protocol [21].

Patients in the standard care group were not provided with a technology or an action plan. This group received otherwise
standard care from the respiratory clinic, including routine in-person follow-up appointments and access to a certified respiratory educator. Patients in the standard care group were told that they would receive the equipment at the end of the trial to incentivize them to stay in the trial and to ensure that all participants had equal access.

Outcomes
All patients completed 3 assessments, at baseline, at 3 months, and at 6 months, on a series of questionnaires. Visit 1 (baseline) was in person, whereas visits 2 (3 months) and 3 (6 months) could be done in person or remotely (online through REDCap [28,29] or over the phone).

Primary Outcome
The primary outcome for the trial was self-management as assessed using the Partners in Health (PIH) Scale [30], a validated scale measuring the current status of self-management, with items on the knowledge of the condition and skills to monitor and respond to symptoms. This scale was selected to measure the primary outcome as we believed that both interventions could lead to self-management improvement.

Secondary Outcomes
The secondary outcomes included measures of COPD severity and COPD knowledge and were measured with the St George’s Respiratory Questionnaire (SGRQ) [31] and the Bristol COPD Knowledge Questionnaire (BCKQ) [32]. The SGRQ contains subsections on respiratory symptoms, activities that are limited because of breathlessness, and impacts on daily life. The BCKQ [32] is a measurement of the level of knowledge of the disease in patients with COPD. Patients were also asked to self-report at baseline, 3 months, and 6 months on their COPD-related ED presentations, hospital admissions, length of hospital stays, number of exacerbations (episodes in which antibiotics or steroids were prescribed or hospital/clinic visits because of a respiratory issue), number of COPD-related visits to a family doctor, number of COPD-related nurse contacts, self-reported use of medication, and self-reported smoking cessation. The number of contacts/calls to the outpatient clinic and deaths were tracked and reported by the clinical project specialist. In addition, hospital admission data and ED usage from the local hospital were also obtained.

Vendor-recorded use data were also documented and sent for analysis at the end of the trial. This included the frequency of recordings for oxygen, blood pressure, temperature, weight, MRC and CAT scores, and the number of times thresholds were exceeded.

Statistical Analysis
Patient characteristics were summarized using descriptive statistics, including mean and SD for continuous variables (if normally distributed) or median, median absolute deviation, and absolute numbers for categorical variables.

All quantitative continuous data were analyzed by conducting a between-group repeated measures analysis of variance (ANOVA) comparing the scores at baseline versus 3-month follow-up and baseline versus 6-month follow-up assessments. This deviation from the original protocol (where we had planned to include all 3 time points in each analysis) was done to maximize the data and avoid excluding participants who did not have data on all 3 time points. Kruskal-Wallis tests were used where data were not normally distributed or group variances were heterogeneous.

Ethics and Dissemination
The study was approved by the research ethics boards of the Markham Stouffville Hospital and Women’s College Hospital, Ontario, Canada (protocol version 1.8, December 7, 2018). The study was also retrospectively registered with ClinicalTrials.gov (NCT03741855).

Patient and Public Involvement
During the initial planning stages of the study, we used a co-design approach in the development of the intervention. Patients were given access to the technology for 2 weeks and were subsequently interviewed about their experiences. Health care providers were also interviewed about their current models of care and their experience with the technology. The goal of this process was to establish whether the technology met the needs of its users (patients and health care providers) and to determine whether any modifications to the technology and the service it provided were needed. Modifications to both service and technology were done in response to this feedback. Some of this feedback was also used to inform the decisions about primary and secondary outcome selection.

Patient advisers were not involved directly in the development of the research question and outcome measures or recruitment. The burden of the intervention was assessed by the research ethics boards who had public member representatives. Any participants interested in receiving information about the results of the study will be provided with a summary once the results are available.

Results
Study Participants
A total of 122 patients participated in the study: 40 in the standard care, 41 in the self-monitoring, and 41 in the remote monitoring groups. Of these patients, 7 in the standard care, 5 in the self-monitoring, and 6 in the remote monitoring group did not complete the study (8 patients withdrew from the trial for various reasons; 6 patients were noncompliant with their readings; 4 patients died: 1 from a COPD exacerbation, 1 from complications of comorbid conditions, 1 from cardiac arrest, and 1 from unknown causes; and 1 patient dropped out because of difficulty using the technology; Figure 1). There were no significant differences in the rates of study completion among the groups (P=.80). Patients were excluded from individual analyses, if they had missing data.

The baseline characteristics of the patients are described in Table 1. Comparisons among groups were made with ANOVA for normally distributed variables, Kruskal-Wallis tests for variables that were not normally distributed, and chi-square tests for categorical data. Patients matched at baseline on all characteristics, except for the CAT baseline scores, where the
self-monitoring group had significantly lower scores than the standard care group \((P=.02)\).

All patients were able to speak and read English, except for 3 patients in the remote monitoring group who were included as they had support from caregivers in completing the questionnaires. There was an equal distribution of education level across the 3 groups \((P=.64; \text{ Multimedia Appendix 1})\). Patients from all 3 groups were present in all income brackets, except for the highest income bracket, where there were no self-monitoring patients \((P=.01; \text{ Multimedia Appendix 1})\). Patients in all 3 groups were also matched on a series of medical conditions at baseline (\text{ Multimedia Appendix 1}), except for osteoporosis, for which the rates were lower in the remote monitoring group \((P=.02)\), and pulmonary hypertension, which was reported only in 3 cases, all in the standard care group \((P=.04)\).

**Figure 1.** Patient flow through the study. Patient flow through each arm of the study. A total of approximately 800 patients were screened for eligibility in order to obtain the final sample of 122 participants.
Table 1. Baseline characteristics of patients in each group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Standard care group</th>
<th>Self-monitoring group</th>
<th>Remote monitoring group</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.86</td>
</tr>
<tr>
<td>Patients, n</td>
<td>40</td>
<td>41</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>72.78 (9.16)</td>
<td>71.76 (7.28)</td>
<td>71.98 (9.52)</td>
<td></td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.93</td>
</tr>
<tr>
<td>Female</td>
<td>19 (48)</td>
<td>18 (44)</td>
<td>18 (44)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>21 (52)</td>
<td>23 (56)</td>
<td>23 (56)</td>
<td></td>
</tr>
<tr>
<td>Patients with caregiver (%)</td>
<td>75</td>
<td>83</td>
<td>76</td>
<td>.63</td>
</tr>
<tr>
<td><strong>Years since diagnosis of COPD</strong></td>
<td></td>
<td></td>
<td></td>
<td>.32</td>
</tr>
<tr>
<td>Patients, n</td>
<td>36</td>
<td>40</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>4</td>
<td>4.5</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>MAD $^{b}$</td>
<td>3.71</td>
<td>5.19</td>
<td>4.45</td>
<td></td>
</tr>
<tr>
<td><strong>Currently smoking (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.32</td>
</tr>
<tr>
<td>Never smoked (%)</td>
<td>3</td>
<td>11</td>
<td>23</td>
<td>.07</td>
</tr>
<tr>
<td><strong>Years since quitting smoking</strong></td>
<td></td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>Patients, n</td>
<td>29</td>
<td>31</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>15</td>
<td>15</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>MAD</td>
<td>17.79</td>
<td>10.38</td>
<td>11.86</td>
<td></td>
</tr>
<tr>
<td><strong>FEV1 % Pre</strong> $^{c}$</td>
<td></td>
<td></td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>Patients, n</td>
<td>35</td>
<td>37</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>0.45</td>
<td>0.53</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>MAD</td>
<td>0.22</td>
<td>0.13</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td><strong>FEV1 (L)</strong> $^{d}$</td>
<td></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>Patients, n</td>
<td>35</td>
<td>37</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>1.09</td>
<td>1.26</td>
<td>1.17</td>
<td></td>
</tr>
<tr>
<td>MAD</td>
<td>0.47</td>
<td>0.67</td>
<td>0.43</td>
<td></td>
</tr>
<tr>
<td><strong>FEVI/FVC</strong> $^{e}$</td>
<td></td>
<td></td>
<td></td>
<td>.49</td>
</tr>
<tr>
<td>Patients, n</td>
<td>35</td>
<td>37</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>0.56</td>
<td>0.58</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>MAD</td>
<td>0.18</td>
<td>0.16</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td><strong>COPD Assessment Test</strong></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Patients, n</td>
<td>31</td>
<td>41</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>20.42 (7.68)</td>
<td>15.54 (7.65)</td>
<td>19.15 (8.18)</td>
<td></td>
</tr>
<tr>
<td><strong>Systolic blood pressure</strong></td>
<td></td>
<td></td>
<td></td>
<td>.54</td>
</tr>
<tr>
<td>Patients, n</td>
<td>25</td>
<td>41</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>129.36 (15.86)</td>
<td>129.90 (20.50)</td>
<td>125.65 (17.34)</td>
<td></td>
</tr>
<tr>
<td><strong>Diastolic blood pressure</strong></td>
<td></td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>Patients, n</td>
<td>25</td>
<td>41</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>76.76 (7.55)</td>
<td>75.37 (10.63)</td>
<td>74.48 (8.83)</td>
<td></td>
</tr>
<tr>
<td><strong>BMI</strong></td>
<td></td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>Patients, n</td>
<td>32</td>
<td>35</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>24.65</td>
<td>28.10</td>
<td>23.40</td>
<td></td>
</tr>
</tbody>
</table>
Readings and Notifications
There were no significant differences in the number of readings completed by each intervention group on any of the measures. There were also no significant differences in the number of notifications received on any of the measures. Patients took their readings almost daily, with a median number of 160 readings in the self-monitoring group and 162 readings in the remote monitoring group over a 182-day period (Multimedia Appendix 1).

Incoming Calls
There were differences among the groups in the number of incoming calls completed during the intervention ($P<.001$). Post hoc comparisons showed that the standard care group made significantly fewer calls (mean 0.13, SD 0.40) than the self-monitoring (mean 4.17, SD 4.17; $P<.001$) and the remote monitoring groups (mean 3.27, SD 4.29; $P<.001$). There was no difference between the number of calls made by the self-monitoring and remote monitoring groups ($P=.11$).

Primary and Secondary Outcomes
A repeated measures ANOVA showed a significant improvement in PIH scores from baseline to 3 months ($P=.001$) and from baseline to 6 months ($P=.008$) but no group effects or interactions, suggesting that there was no differential effect among the groups (Figure 2).
A repeated measures ANOVA showed a significant improvement in BCKQ scores from baseline to 3 months ($P<.001$) and from baseline to 6 months ($P<.001$; Multimedia Appendix 1). Steeper gains were observed in the remote monitoring group compared with the self-monitoring and standard care groups, both from baseline to 3 months and from baseline to 6 months, but the interaction effect did not reach statistical significance ($P=.13$ and $P=.07$, respectively). The gains in accuracy were less than 10%, and all groups had initial scores of just above 30% accuracy, which is lower than the average of 54% accuracy reported by the original BCKQ study [32]. No group main effects were observed.

A repeated measures ANOVA showed no changes in SGRQ activity scores (Multimedia Appendix 1) from baseline to 3 months ($P=.49$) or from baseline to 6 months ($P=.76$) and no group effects or interactions.

A repeated measures ANOVA showed a significant improvement in SGRQ impact scores (Multimedia Appendix 1) from baseline to 3 months ($P=.047$), but no significant group effect or interaction, suggesting that there was no differential effect among the groups. When comparing baseline to 6 months, a repeated measures ANOVA showed a significant effect of time ($P=.006$) and a significant interaction effect ($P=.005$). Separate pairwise comparison analyses were performed to examine the interaction effect. The standard care group improved from baseline to 6 months, whereas the remote monitoring group scores deteriorated (higher score) as demonstrated by a significant interaction effect ($P=.02$). A significant interaction effect ($P=.003$) was also observed when the self-monitoring and remote monitoring groups were analyzed separately, showing that the self-monitoring group improved, whereas the remote monitoring group worsened. Both standard care and self-monitoring groups improved significantly with time in their SGRQ impact scores ($P=.002$), and there was no interaction or group effect.

A repeated measures ANOVA showed no changes in SGRQ symptom scores from baseline to 3 months ($P=.56$) or from baseline to 6 months ($P=.62$) and no group effects or interactions (Multimedia Appendix 1).

Finally, for the remote monitoring and self-monitoring groups, a repeated measures ANOVA comparing the second CAT readings to their previous CAT reading, with time as a within-subject variable and group as a between-subject variable, showed no significant main effects or interactions. The same was observed with the MRC scores. Therefore, there were no changes in the CAT and MRC scores from the beginning of the intervention until the end.

**Correlation Between Changes in Partners in Health Scores and the Number of Readings**

We ran a series of Pearson correlations between the number of readings (CAT, MRC, and oxygen saturation) and the change in score from baseline to 6 months for the participants in the self-monitoring and remote monitoring groups. No correlations were observed in any of these analyses.

**Health Care Use**

In comparing baseline to 3 months, there were no significant effects of time, group, or interaction on any of the measures, except for a decrease in primary care COPD-related visits ($P=.04$). This reduction was most evident in the standard care and remote monitoring groups. In comparing baseline to 6 months, there were no effects of time, group, or interaction on any of the measures. The incidence of any of the above events was quite low (Multimedia Appendix 1).

In addition to the self-reported measures, the hospital charts of patients were reviewed to estimate the number of ED visits and hospitalizations that had occurred at the hospital during the 6 months preceding their enrollment and during their participation in the trial. The charts were also reviewed to assess the total number of clinic visits that the patients had completed during these periods (clinical visits could be ascertained only for patients who were seeing a physician at the COPD clinic). Nonparametric comparisons were run to estimate the effect of time, group, and time×group interaction. No significant main effects or interactions were observed.

Separate data analyses were performed to compare only COPD-related ED visits and hospitalizations. These analyses showed a significant decrease in COPD-related ED visits during the 6 months before trial enrollment to the 6 months during trial.
enrollment \((P=.007)\); however, there was no group effect or interaction, suggesting that there was a general decline in visits across groups. For COPD-related hospital admissions, there was a decrease but not a statistically significant effect across the 3 groups \((P=.07); \text{Table 2}\).

**Table 2.** Health care use based on hospital data.

<table>
<thead>
<tr>
<th>Group</th>
<th>Patients, n</th>
<th>Six months before enrollment</th>
<th>Six months post enrollment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median</td>
<td>MADa</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Emergency department admissions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCb</td>
<td>40</td>
<td>0.7 (0.99)</td>
<td>0</td>
</tr>
<tr>
<td>SMc</td>
<td>41</td>
<td>0.22 (0.52)</td>
<td>0</td>
</tr>
<tr>
<td>RMDd</td>
<td>41</td>
<td>0.46 (0.9)</td>
<td>0</td>
</tr>
<tr>
<td><strong>Hospital admissions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC</td>
<td>40</td>
<td>0.25 (0.54)</td>
<td>0</td>
</tr>
<tr>
<td>SM</td>
<td>41</td>
<td>0.15 (0.48)</td>
<td>0</td>
</tr>
<tr>
<td>RM</td>
<td>41</td>
<td>0.32 (0.82)</td>
<td>0</td>
</tr>
<tr>
<td><strong>Emergency department admissions for COPD</strong>e</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC</td>
<td>40</td>
<td>0.38 (0.74)</td>
<td>0</td>
</tr>
<tr>
<td>SM</td>
<td>41</td>
<td>0.15 (0.48)</td>
<td>0</td>
</tr>
<tr>
<td>RM</td>
<td>41</td>
<td>0.27 (0.71)</td>
<td>0</td>
</tr>
<tr>
<td><strong>Hospital admissions for COPD</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC</td>
<td>40</td>
<td>0.15 (0.43)</td>
<td>0</td>
</tr>
<tr>
<td>SM</td>
<td>41</td>
<td>0.07 (0.35)</td>
<td>0</td>
</tr>
<tr>
<td>RM</td>
<td>41</td>
<td>0.2 (0.56)</td>
<td>0</td>
</tr>
<tr>
<td><strong>Clinic visits</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC</td>
<td>32</td>
<td>1.25 (1.08)</td>
<td>1</td>
</tr>
<tr>
<td>SM</td>
<td>35</td>
<td>1.23 (0.97)</td>
<td>1</td>
</tr>
<tr>
<td>RM</td>
<td>30</td>
<td>1.37 (0.72)</td>
<td>1</td>
</tr>
</tbody>
</table>

---

**Discussion**

**Principal Findings**

This study compared the effectiveness of a technology-enabled self-monitoring program to a remote monitoring program and standard care in a population of patients with COPD. Despite high adherence to the intervention and a low dropout rate, the study found no difference in self-efficacy or disease knowledge and disease severity measures among the groups. All 3 groups, including the standard care group, improved self-efficacy and disease knowledge measures. These changes were significant over time and were evident at both 3- and 6-month evaluations. The standard care and self-monitoring groups, but not the remote monitoring group, also reported a lower impact of COPD on their lives when comparing baseline to 6-month evaluations. There were no changes in symptoms or activity scores in any of the groups. There were also no differences (increases or decreases) in patient health care utilization, including ED visits, hospital admissions, primary care visits, or nursing visits, during participants’ participation in the trial relative to the 6 months preceding the trial, although these were secondary outcomes that the study was not powered for.

The lack of effect in this study is not unique, as current studies and reviews on the effects of remote monitoring on patient outcomes and health utilization have shown mixed results [16-18]. Some studies have reported positive results on some quality of life measures and symptoms [10,33-35], but many have reported no effects [8,12,36-39]. With respect to health care utilization, the effects are also mixed, with some reporting reductions in hospitalizations [5,7,33,40-42], length of stay [7,33,40,43], and ED visits [33,40], but many failing to find significant effects [6,10,34,36-38]. A recent systematic review concluded that the evidence on the effectiveness of remote...
monitoring is mixed [16], although some meta-analyses have reported significant reductions in hospitalizations and ED visits [17,44]. Hong and Lee [17] took their meta-analysis one step further and examined the effects of patient severity and intervention type (interventions with or without an educational component). They concluded that interventions with an educational component (such as those seen in self-management programs) and those targeting patients with more severe diseases had the greatest effects, especially on health care utilization (hospitalizations and ED visits). Our intervention lacked both these components.

First, although spirometry readings on an average suggested moderate to severe disease, there was a large variability among patients, with many patients having milder symptoms. Most patients had no hospital or ED admissions in the 12 months before joining the intervention, which also suggested that even those with moderate to severe disease had enough clinical support to avoid hospitalizations. However, we know that there was room for improvement as all 3 groups improved on several patient outcomes, including self-efficacy and disease knowledge measures. This may mean that the standard care delivered at the local clinic may already have been quite effective in improving patient outcomes, which would have made it harder for us to detect any additional effect of remote monitoring or self-monitoring over those provided in standard care during the same period. If future studies exclude milder patients from similar interventions and find effects, it may provide evidence that remote monitoring and self-monitoring monitoring programs are better suited for moderate to severe patients. This may also make such programs more affordable for health care systems as only a subset of patients will have to be monitored. If the primary goal is to examine the impact on health care utilization (which was not our focus in this study), we recommend focusing on patients with at least one ED or hospital admission, using administrative data sets and examining longer intervention periods.

Second, our intervention did not have a formal educational component. Although the clinical project specialist was making regular calls to patients in the remote monitoring group and providing them with guidance and education when needed, there was no structured educational component in the form of coaching sessions. Some education was also already delivered as part of standard care in the clinic, which may also explain why patients with moderate to severe disease had relatively few hospitalizations. Future studies should include structured coaching sessions, covering topics on self-recognition and self-treatment of exacerbations (eg, taking medications), coping with breathlessness, and lifestyle changes [13] to make the intervention groups more distinct from standard care. More personalized educational components can be delivered by a health care professional in a remote monitoring program, whereas more standardized education modules can be delivered directly through the device in response to readings.

In this intervention, we provided patients with action plans that were not integrated with the devices. Evidence suggests that action plans can be effective in reducing the effects of exacerbations when they are followed, but few patients follow written action plans [45]. The integration of action plans within the platform, with patients receiving feedback directly from the device, may improve their use, although a recent study found no additional benefits when action plans were embedded within a self-monitoring mobile app over those provided by a written action plan [38]. Further developments in trend analyses and predictive analytics of remote monitoring data [46] may allow for early detection of exacerbations as relative changes in vital signs may be more important than detecting vitals reaching absolute thresholds.

Strengths and Limitations

With regard to strengths, this is the first study to directly compare remote monitoring relative to self-monitoring and standard care, and the comparison was conducted through an RCT, which offers strong internal validity for the findings. There was a high adherence rate from both intervention groups with hundreds of oximeter recordings, subjective symptom scores, and blood pressure measurements taken from patients. Furthermore, follow-up was very good, with only 7% of the participants withdrawing, 7% being noncompliant, and only one patient finding the technology to be too difficult to use. Despite this, our design suffered from drawbacks such as a relatively short intervention period (6 months) and inclusion criteria that allowed any patients with a diagnosis of COPD, irrespective of disease severity, to participate. Some of these decisions were made because of time constraints surrounding the trial funding and associated recruitment challenges. Many studies in the literature had disease severity inclusion criteria that often required patients to be admitted at least once and often twice in the previous year [8,42,47]. With respect to intervention duration, a full-year intervention seems to be the most common, but we noted interventions ranging from 3 to 24 months. Although our intervention was only 6 months, it is worth noting that some 6-month interventions have shown positive effects [7,34,35].

Conclusions

Our 6-month intervention comparing technology-enabled remote monitoring and self-monitoring programs showed no intervention specific improvements in self-efficacy, disease knowledge, or quality of life. No effects were observed in health care utilization, including hospital admissions and ED visits. Future studies should focus on patients with higher health care system use and moderate to severe disease. We also recommend including structured educational components (potentially both in remote monitoring and self-monitoring programs) and predictive analytics of vitals data that detect relative rather than absolute changes in vitals.
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Abstract

Background: Utilizing the traditional centers of excellence approach to conduct clinical trials involving rare diseases remains challenging. Patient-based registries have been shown to be both feasible and valid in several other diseases.

Objective: This report outlines the clinical characteristics of a large internet registry cohort of participants with a self-reported diagnosis of granulomatosis with polyangiitis or microscopic polyangiitis.

Methods: Patients with a self-reported diagnosis of granulomatosis with polyangiitis or microscopic polyangiitis in an internet-based prospective longitudinal cohort (from the Vasculitis Patient-Powered Research Network) were included. Data on symptoms, diagnostic testing, and treatment were collected using standardized questionnaires.

Results: The study compared patients with granulomatosis with polyangiitis (n=762) and patients with microscopic polyangiitis (n=164). Of the cohort, 97.7% (904/925) reported the diagnosis had been confirmed by a physician. Compared to microscopic polyangiitis, patients with granulomatosis with polyangiitis reported significantly more ear, nose, and throat manifestations (granulomatosis with polyangiitis: 641/723, 88.7%; microscopic polyangiitis: 89/164, 54.3%; z=10.42, P<.001), fevers (granulomatosis with polyangiitis: 325/588, 55.3%; microscopic polyangiitis: 64/139, 46.0%; z=1.96, P=.05), joint involvement (granulomatosis with polyangiitis: 549/688, 79.8%; microscopic polyangiitis: 106/154, 68.8%; z=2.96, P=.003), and pulmonary involvement (granulomatosis with polyangiitis: 523/734, 71.3%; microscopic polyangiitis: 90/154, 58.4%; z=3.13, P=.002). Compared to microscopic polyangiitis, patients with granulomatosis with polyangiitis reported significantly less renal involvement (granulomatosis with polyangiitis: 457/743, 61.5%; microscopic polyangiitis: 135/163, 82.8%; z=−5.18, P<.001) and renal transplantation (granulomatosis with polyangiitis: 10/721, 1.4%; microscopic polyangiitis: 7/164, 4.3%; z=−2.43, P=.02). Antineutrophil cytoplasmic antibody positivity was reported in 94.2% (652/692) of patients with granulomatosis with polyangiitis and 96.1% (147/153) of patients with microscopic polyangiitis. A biopsy showing vasculitis was reported in 77.0% (562/730) of patients with granulomatosis with polyangiitis and 81.9% (131/160) of patients with microscopic polyangiitis.

Conclusions: In this large, internet-based cohort of patients with a self-reported diagnosis of granulomatosis with polyangiitis or microscopic polyangiitis, disease manifestations were consistent with expectations for each type of vasculitis. Given the rarity...
of these and other vasculitides, conducting some types of research through internet-based registries may provide an efficient alternative to inperson, center-of-excellence clinical trials.

*J Med Internet Res 2020;22(7):e17231*  doi:10.2196/17231
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**Introduction**

Granulomatosis with polyangiitis and microscopic polyangiitis are forms of antineutrophil cytoplasmic antibody–associated vasculitis that primarily target small arteries. These are rare diseases, with annual prevalence of granulomatosis with polyangiitis estimated from 24 to 160 per 1,000,000 and annual prevalence of microscopic polyangiitis estimated from 39 to 94 per 1,000,000 [1]. There are several challenges in conducting clinical trials involving rare diseases, including the need to involve multiple centers, high costs, and other logistical challenges. Novel methods for obtaining both meaningful and reliable data are needed. Multiple studies [2-6] of other diseases have proven the validity of patient-reported diagnoses and outcomes. The aims of this study were to describe the self-reported clinical features of patients with granulomatosis with polyangiitis and microscopic polyangiitis who participated in the Vasculitis Patient-Powered Research Network and to establish to what extent this internet-based cohort is representative of the general population of patients with these forms of antineutrophil cytoplasmic antibody–associated vasculitis.

**Methods**

Established in 2014, the Vasculitis Patient-Powered Research Network is an international, internet-based prospective longitudinal registry of patient- or caregiver-reported information. The Vasculitis Patient-Powered Research Network was established as a partnership between the Vasculitis Clinical Research Network (a vasculitis research network) and the Vasculitis Foundation (the largest patient advocacy group for vasculitis). The network represents a collaboration among a variety of vasculitis stakeholders including patients, patient advocacy organizations, academic clinical investigators, expert clinicians, biomedical informaticians, methodologists, and funding organizations. Patient-partners are an integral part of the network and are involved in strategically planning, developing, reviewing, and approving research studies. Patient-partners receive training in patient participation in research.

The Vasculitis Patient-Powered Research Network is the largest patient-based registry for primary systemic vasculitis with over 3000 patients enrolled to date; patients (or caregivers) consent to participate in studies and provide self-reported information longitudinally using the internet-based platform [7]. For this study, advertisement for recruitment was done via social media, the Vasculitis Foundation website, and flyers at national and regional vasculitis conferences. Only patients with a self-reported diagnosis of granulomatosis with polyangiitis and microscopic polyangiitis were included in this study. Patients provided consent online and were enrolled between November 2014 and May 2019. The data were obtained via convenience (or opportunity) sampling methods. Using the internet-based patient portal, participants filled out standardized questionnaires (open survey, Multimedia Appendix 1) in English which requested information such as demographics (age, gender, ethnicity), signs and symptoms of vasculitis at the time of diagnosis, results of diagnostic studies performed (ie, laboratory testing, biopsies, imaging, etc), prescribed treatments, and outcomes. For each item, respondents could select yes, no, or I don’t know and were able to review or change previously answered questions. Responses that were left blank or where the answer was not known were excluded from the analysis. Patient participation was encouraged by sending email reminders to participants; however, no incentives were offered for completion of the questionnaires. Multiple entries by the same individual were prevented through the use of password-protected user log-ins.

This study was approved by the institutional review board of the University of South Florida. To address data completeness and compliance, the Vasculitis Patient-Powered Research Network operates a comprehensive data compliance strategy using a variety of tools and approaches. The data compliance reports are regularly monitored by the network and data managers of the Vasculitis Patient-Powered Research Network to identify emerging trends. If a participant has not completed all forms, a series of automated email reminders to the participant are triggered. After an initial, generic reminder email message has been sent, a form-specific email reminder is sent. This message specifies which forms are incomplete and also describes the scientific significance and need for the information requested by each form.

Data were analyzed to compare clinical manifestations and diagnostic testing of patients with granulomatosis with polyangiitis to those of patients with microscopic polyangiitis. Two-tailed *z* scores were performed for comparisons of proportions. Two-tailed independent *t* tests were used for comparisons of means and medians. *P* values ≤0.05 were considered significant.

**Results**

**Participant Characteristics**

**Granulomatosis With Polyangiitis**

A total of 762 participants reported a diagnosis of granulomatosis with polyangiitis; 518 (68.0%) were female and
244 (32.0%) were male. The median age of patients at the onset of symptoms was 45 (IQR 31-57) for 619 respondents, and the median age at diagnosis was 48 (IQR 35-57) for 683 respondents. Out of 761 respondents, 248 (32.6%) reported their disease as active, 465 (61.1%) reported their disease as being in remission, and 48 (6.3%) reported they were unsure. Respondents (648/727, 89.1%) reported seeing one or more of the following specialists: rheumatologist (528/727, 72.6%), nephrologist (202/727, 27.8%), pulmonologist (139/727, 19.1%), otolaryngologist (135/727, 18.6%), neurologist (29/727, 4.0%), immunologist (9/727, 1.2%), dermatologist (3/727, 0.4%). Respondents (720/762, 94.5%) reported their country of origin as the United States (572/720, 79.4%, of which state unreported: 72/572 and state reported: 500/572; northeastern states: 102/500, 20.4%; midwestern states: 132/500, 26.4%; southern states: 164/500, 32.8%; western states: 102/500, 20.4%), Canada (62/720, 8.6%), United Kingdom (36/720, 5.0%), Australia (18/720, 2.5%), or other (32/720, 4.4%) (Figure 1 and Figure 2).

**Figure 1.** Heat maps showing geographic distribution of participants with granulomatosis with polyangiitis and microscopic polyangiitis internationally.
Figure 2. Heat maps showing geographic distribution of participants with granulomatosis with polyangiitis and microscopic polyangiitis within the United States of America.

Microscopic Polyangiitis

A total of 164 participants reported a diagnosis of microscopic polyangiitis; 133 (81.1%) were female and 31 (18.9%) were male. The median age of patients at the onset of symptoms was 52 (IQR 36-61) for 129 respondents, and the median age at diagnosis was 53 (IQR 41-62) for 158 respondents. Out of 160 respondents, 55 (34.4%) reported their disease as active, 96 (60.0%) reported their disease as being in remission, and 13 (8.1%) reported they were unsure. Respondents (141/160, 88.1%) reported seeing one or more of the following specialists: rheumatologist (95/160, 59.4%), nephrologist (85/160, 53.1%), pulmonologist (28/160, 17.5%), neurologist (6/160, 3.8%), immunologist (3/160, 1.9%), dermatologist (2/160, 1.2%) and otolaryngologist (1/160, 0.6%). Respondents (150/164, 91.5%) reported their country of origin as the United States (121/150, 80.6%, of which state unreported: 12/121 and state reported: 109/121; northeastern states: 15/109, 13.8%; midwestern states: 30/109, 27.6%; southern states: 31/109, 28.4%; western states: 33/109, 30.3%, Canada (10/150, 6.6%), United Kingdom (8/150, 5.3%), Australia (5/150, 3.3%), or other (6/150, 4.0%)

Self-Reported Manifestations

In patients with granulomatosis with polyangiitis, the most common self-reported manifestations were renal in 82.9% (600/723), joint pain in 79.8% (549/688), pulmonary in 71.3% (523/734), peripheral nerve in 62.8% (411/654), and renal in 61.5% (457/743) of respondents. Pulmonary–renal syndrome (diffuse alveolar hemorrhage in combination with renal disease) was reported by 26.9% (184/684) of participants. Venous thromboembolisms were reported by 13.7% (96/701) of respondents.

In patients with microscopic polyangiitis, the most common self-reported manifestations were renal in 82.8% (135/163), joint pain in 68.8% (106/154), peripheral nerve in 64.6% (95/147), nasal or sinus in 61.0% (89/146), rash in 59.6% (93/156), and pulmonary in 58% (90/154) of respondents. Pulmonary–renal syndrome was reported by 29% (47/161). Venous thromboembolism was reported in 13.6% (21/154) of respondents. Patients also reported isolated renal manifestations without other organ manifestations (14/164, 8.5%), although constitutional symptoms such as myalgia (1/164, 0.6%), fever (2/164, 1.2%), and weight loss (6/164, 3.7%) were reported.

Diagnostic Testing

Confirmation of diagnosis by a physician was reported by 97.5% (742/761) of respondents with granulomatosis with polyangiitis. Patients with granulomatosis with polyangiitis underwent antineutrophil cytoplasmic antibody testing (652/692, 94.2%), laboratory testing (566/762, 74.3%), biopsy (566/762, 74.3%), and imaging (292/762, 38.3%) for diagnosis; symptom-based diagnosis was also reported (533/762, 69.9%). Of 730 respondents, 562 (77.0%) reported having a biopsy showing vasculitis at some point, of which the biopsy sites included kidney (283/562, 50.4%), lung (192/562, 34.2%), nasal or sinus (146/562, 26.0%), skin (70/562, 12.5%), nerve (10/562, 1.8%), artery (7/562, 1.2%), and other sites (36/562, 6.4%)

Confirmation of diagnosis by a physician was reported by 98.8% (162/164) of respondents with microscopic polyangiitis. Patients with microscopic polyangiitis underwent antineutrophil cytoplasmic antibody testing (147/153, 96.1%), laboratory testing (129/164, 78.7%), biopsy (126/164, 76.8%), and imaging (69/164, 42.1%) for diagnosis; symptom-based diagnosis was also reported (110/164, 67.1%). Of 160 respondents, 131
(81.9%) reported having a biopsy showing vasculitis at some point, of which the biopsy sites included kidney (103/160, 78.6%), lung (20/160, 15.3%), skin (15/160, 11.5%), nerve (6/160, 4.6%), nasal or sinus (4/160, 3.1%), artery (3/160, 2.3%), and other sites (2/160, 1.5%). Additional diagnostic testing information can be found in Multimedia Appendix 2.

Medications
For respondents with granulomatosis, the most commonly used medications included glucocorticoids (707/762, 92.8%), cyclophosphamide (total: 439/762, 57.6%; oral: 313/762, 41.1%; intravenous: 226/762, 29.7%), sulfamethoxazole and trimethoprim (418/762, 54.9%), rituximab (396/762, 52.0%), methotrexate (354/762, 46.5%), azathioprine (311/762, 40.8%), mycophenolate (140/762, 18.4%), and intravenous immunoglobulin (38/762, 5.0%); 8.4% (64/762) reported receiving plasma exchange at some point. For respondents with microscopic granulomatosis, the most commonly used medications included glucocorticoids (151/161, 93.8%), rituximab (89/161, 55.3%), cyclophosphamide (total: 79/161, 49.1%); oral: 44/161, 27.3%; intravenous: 49/161, 30.4%), azathioprine in (79/161, 49.1%), sulfamethoxazole and trimethoprim (53/161, 32.9%), mycophenolate (39/161, 24.2%), methotrexate (34/161, 21.1%), and intravenous immunoglobulin (9/161, 5.6%); 9.9% (16/161) reported receiving plasma exchange at some point. Additional data on the medications used by patients with granulomatosis with polyangiitis and by patients with microscopic polyangiitis to treat their vasculitis can be found in Multimedia Appendix 3.

Granulomatosis With Polyangiitis Versus Microscopic Polyangiitis
Compared to those with a self-reported diagnosis of microscopic polyangiitis, those with a self-reported diagnosis of granulomatosis with polyangiitis were younger at both onset of symptoms (45 years of age versus 52 years of age, $t_{466}$ = −2.46, $P = 0.01$) and diagnosis (48 years of age versus 53 years of age, $t_{390}$ = −2.60, $P = 0.01$). Patients with granulomatosis with polyangiitis reported more sinonasal disease (83.0% versus 61.0%, $z = 5.99$, $P < 0.001$), hearing loss (48.3% versus 15.3%, $z = 7.28$, $P < 0.001$), tracheal involvement (30.0% versus 9.8%, $z = 4.80$, $P < 0.001$), pulmonary involvement (71.3% versus 58.4%, $z = 3.13$, $P = 0.002$), eye involvement (54.2% versus 33.8%, $z = 3.14$, $P = 0.002$), joint involvement (79.8% versus 68.8%, $z = 2.96$, $P = 0.003$) and fevers (55.3% versus 46.0%, $z = 1.96$, $P = 0.050$) than patients with microscopic polyangiitis; whereas, those with microscopic polyangiitis reported more renal involvement (82.8% versus 61.5%, $z = 5.18$, $P < 0.001$) and were more likely to have undergone a renal transplant (4.3% versus 1.4%, $z = -2.43$, $P = 0.02$) than patients with granulomatosis with polyangiitis (Table 1). There was no difference in the proportion of venous thromboembolism (13.7% versus 13.6%, $z = 0.02$, $P = 0.99$), no difference in the percentage of patients reporting a positive antineutrophil cytoplasmic antibody test (94.2% versus 96.1%, $z = -0.92$, $P = 0.36$), and no difference in the percentage of patients reporting a diagnosis based on biopsy (77.0% versus 81.9%, $z = -1.35$, $P = 0.18$). There were more diagnoses from lung (34.2% versus 15.3%, $z = -4.23$, $P < 0.001$) and nasal or sinus biopsies (26.0% versus 3.1%, $z = -5.74$, $P < 0.001$) in participants with granulomatosis with polyangiitis than those in participants with microscopic polyangiitis. Conversely, there were more diagnoses from kidney biopsy in participants with microscopic polyangiitis (78.6% versus 50.4%, $z = -3.87$, $P < 0.001$) than those in participants with granulomatosis with polyangiitis. A biopsy was more likely to have been performed in participants with microscopic polyangiitis than in those with granulomatosis with polyangiitis (76.8% versus 62.3%, $z = -3.53$, $P < 0.001$). Oral cyclophosphamide ($z = 3.25$, $P = 0.001$), methotrexate ($z = 5.92$, $P < 0.001$), and sulfamethoxazole and trimethoprim ($z = 5.06$, $P < 0.001$) were more commonly used by patients with granulomatosis with polyangiitis than by those with microscopic polyangiitis (MultiMedia Appendix 3).
Table 1. Self-reported clinical manifestations.

<table>
<thead>
<tr>
<th>Clinical Manifestation</th>
<th>Granulomatosis with polyangiitis</th>
<th>Microscopic polyangiitis</th>
<th>Z score</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N(^a)  n (%)</td>
<td>N(^a)  n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rash</td>
<td>698  401 (57.4)</td>
<td>156  93 (59.6)</td>
<td>-0.50</td>
<td>.62</td>
</tr>
<tr>
<td>Weight loss</td>
<td>690  400 (58.0)</td>
<td>151  86 (57.0)</td>
<td>0.23</td>
<td>.82</td>
</tr>
<tr>
<td>Fever</td>
<td>588  325 (55.3)</td>
<td>139  64 (46.0)</td>
<td>1.96</td>
<td>.05</td>
</tr>
<tr>
<td>Joint</td>
<td>688  549 (79.8)</td>
<td>154  106 (68.8)</td>
<td>2.96</td>
<td>.003</td>
</tr>
</tbody>
</table>

**Ear, nose, and throat**

<table>
<thead>
<tr>
<th></th>
<th>Any</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Nasal/sinus symptoms</td>
<td>723  641 (88.7)</td>
<td>164  89 (54.3)</td>
<td>10.42</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hearing loss</td>
<td>666  322 (48.3)</td>
<td>144  22 (15.3)</td>
<td>7.28</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Tracheal</td>
<td>610  183 (30.0)</td>
<td>133  13 (9.8)</td>
<td>4.80</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Pulmonary**

<table>
<thead>
<tr>
<th></th>
<th>Any</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>734  523 (71.3)</td>
<td>154  90 (58.4)</td>
<td>3.13</td>
<td>.002</td>
</tr>
<tr>
<td>Alveolar hemorrhage</td>
<td>700  282 (40.3)</td>
<td>161  58 (36.0)</td>
<td>1.00</td>
<td>.32</td>
</tr>
</tbody>
</table>

**Renal**

<table>
<thead>
<tr>
<th></th>
<th>Any</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Dialysis</td>
<td>721  73 (10.1)</td>
<td>163  18 (11.0)</td>
<td>-0.35</td>
<td>.73</td>
</tr>
<tr>
<td>Renal transplant</td>
<td>721  10 (1.4)</td>
<td>164  7 (4.3)</td>
<td>-2.43</td>
<td>.02</td>
</tr>
<tr>
<td>Pulmonary–renal</td>
<td>684  184 (26.9)</td>
<td>161  47 (29.2)</td>
<td>-0.59</td>
<td>.56</td>
</tr>
<tr>
<td>Peripheral nerve</td>
<td>654  411 (62.8)</td>
<td>147  95 (64.6)</td>
<td>-0.40</td>
<td>.69</td>
</tr>
<tr>
<td>Gastrointestinal</td>
<td>683  14 (2.0)</td>
<td>147  4 (2.7)</td>
<td>-0.51</td>
<td>.61</td>
</tr>
<tr>
<td>Venous thromboembolism</td>
<td>701  96 (13.7)</td>
<td>154  21 (13.6)</td>
<td>0.02</td>
<td>.99</td>
</tr>
<tr>
<td>Pericardial</td>
<td>609  49 (8.0)</td>
<td>132  6 (4.6)</td>
<td>1.39</td>
<td>.16</td>
</tr>
<tr>
<td>Eye</td>
<td>609  330 (54.2)</td>
<td>151  51 (33.8)</td>
<td>3.14</td>
<td>.002</td>
</tr>
</tbody>
</table>

\(^a\)The number of patients who responded yes or no (unknown and blank responses were excluded).

**Discussion**

**Principal Findings**

This study was conducted using exclusively patient-reported information. It is important to understand how patient-derived data may differ from those obtained through traditional physician reports used in observational cohorts and clinical trials. This is the first large, prospective cohort of patients with a self-reported diagnosis of granulomatosis with polyangiitis or microscopic polyangiitis that included detailed information from standardized forms to evaluate clinical manifestations, the results of diagnostic testing, and types of treatment. The participants were from across the United States, Canada, and from multiple other countries. An analysis [8] of this cohort found that more than 90% of patients met the 1990 American College of Rheumatology classification criteria for granulomatosis with polyangiitis and the Chapel Hill Consensus Conference definition of microscopic polyangiitis.

The type and distribution of clinical manifestations among patients in this cohort were similar to those reported for observational cohorts and in clinical trials [9-11]. Ear, nose, and throat; pulmonary; and renal manifestations were common in granulomatosis with polyangiitis, as expected, while renal and lung involvement were common in microscopic polyangiitis. The proportions of positive antineutrophil cytoplasmic antibody tests (94.2% and 96.1%) were similar to what would be expected and to what has been in the literature [12]. It has been recognized that there is a high risk of venous thromboembolism in antineutrophil cytoplasmic antibody–associated vasculitis, especially during active disease. There was a 14% prevalence of venous thromboembolism in the combined cohort which was similar to that reported in the literature [13,14].

The most common means of diagnosis reported by participants (symptom-based, laboratory testing, biopsy, and imaging) closely reflected what was emphasized by the 1990 American College of Rheumatology classification criteria for granulomatosis with polyangiitis and the Chapel Hill Consensus Conference definition of microscopic polyangiitis. Only 1% of participants were not sure of the means of their diagnosis, reflecting good insight and recall of participants regarding the basis for their original diagnosis.

There were also important differences between this cohort and center-based cohorts. First, there was a higher than expected prevalence of skin (57.4% and 59.6%) and peripheral nerve
involvement (62.8% and 64.6%). This could reflect the nonspecificity of the queries where patients were asked to attribute manifestations to vasculitis. Patients may have had difficulty adjudicating whether their symptoms were caused by vasculitis or as a result of complications of therapy.

Ear, nose, and throat manifestations are a hallmark manifestation for granulomatosis with polyangiitis distinguishing it from microscopic polyangiitis. In a study [15] comparing physician-reported clinical characteristics of granulomatosis with polyangiitis and microscopic polyangiitis in observational cohorts versus randomized controlled trials, 19% patients with microscopic polyangiitis had ear, nose, and throat manifestations compared to 76% patients with granulomatosis with polyangiitis. In this study cohort, there was a statistically higher (z=10.42, P<.001) prevalence of these manifestations in granulomatosis with polyangiitis as expected, but there was also a higher than expected prevalence in microscopic polyangiitis with nasal-sinus manifestations being reported in 54.3% of patients. This may represent the nonspecificity of queries which included asking patients to attribute manifestations to vasculitis. Alternatively, it may in part also reflect misclassification in the medical community in which patients who test positive for myeloperoxidase antineutrophil cytoplasmic antibodies are classified as having microscopic polyangiitis; and only patients who test positive for proteinase 3 antineutrophil cytoplasmic antibodies are classified as having granulomatosis with polyangiitis.

As expected, patients with microscopic polyangiitis were significantly more likely (z=-5.18, P<.001) to have had renal involvement than patients with granulomatosis with polyangiitis. In the microscopic polyangiitis group, 8.5% patients had isolated renal manifestations (renal-limited vasculitis). Overall, the proportion of renal involvement was similar to that reported in the literature [12]; however, in earlier reports, up to one-third of those with antineutrophil cytoplasmic antibody–associated vasculitis with renal involvement went on to develop end-stage renal disease [16] which was higher than what was found in this study (granulomatosis with polyangiitis: 73/457, 16.0%; microscopic polyangiitis: 18/135, 13.3%). This could be related to the improvement of renal outcomes in granulomatosis with polyangiitis and microscopic polyangiitis patients over time reflecting the changes in diagnosis and management [16,17]. This could also reflect the fact that there was a possible bias as a result of less morbidity in participants from the online portal. Furthermore, this study enrolled patients with a clinical diagnosis of granulomatosis with polyangiitis or microscopic polyangiitis; patients who had isolated renal manifestations and part of the spectrum of antineutrophil cytoplasmic antibody–associated vasculitis could have been underrepresented, especially if they had not been clinically diagnosed with granulomatosis with polyangiitis or microscopic polyangiitis by their physicians. Patients with renal-limited disease who have end-stage renal disease may also no longer be followed or monitored for vasculitis, and therefore, may not have enrolled in the study.

Strengths and Limitations
This study had several strengths. First, the study cohort is large for such rare diseases, and is geographically diverse. The data elements of interest were selected and designed by highly experienced investigators in this field and collected using standardized forms. Patient input was obtained at each stage of the process, especially on the design of the user interface for the Vasculitis Patient-Powered Research Network website.

This study had several limitations. First, direct physician confirmation of the diagnosis was not obtained as part of this study; however, based on the patient information that was provided, more than 90% of patients with granulomatosis with polyangiitis and microscopic polyangiitis met either the 1990 American College of Rheumatology Classification Criteria for granulomatosis with polyangiitis or the Chapel Hill Consensus Conference definition for microscopic polyangiitis [8]. Almost all of the participants reported physician confirmation of the diagnosis. In addition, the manifestations described by patients were similar to those reported in the literature. Second, questions that were left blank or for which the participant answered, “I don’t know” were not included in the analysis. This may represent a response bias that is common among studies using self-reported data; however, for most questions this represented a small percentage of responses. Third, bias sampling may have led to an overrepresentation of certain subgroups. For instance, there were more women than men (2.1 for granulomatosis with polyangiitis and 4.3 for microscopic polyangiitis), despite the sex ratio in the general population being close to 1 for both diseases [1]. Internet-based participation in many surveys and studies is more common among women [18-20]. Age may also have been a factor in participation in this internet-based cohort. This appears to be less of an issue in this study which includes patients from across the age spectrum, including individuals older than 70 years. Fourth, the mode of survey response (internet) may have prevented some patients who lack access or higher education and since many of the participants were recruited through the Vasculitis Foundation, and it may also represent a bias toward participants who are savvier about their disease.

Conclusions
Granulomatosis with polyangiitis and microscopic polyangiitis are both rare (also known as orphan diseases), which makes clinical research for these disorders difficult and requires the use of multiple centers which can be financially and logistically challenging. Patient registries offer an alternative to the centers of excellence approach to conducting clinical research. The data reported herein for an internet-based cohort demonstrated the feasibility of such registries across broad geographic regions and the high level of comparability between an internet-based and traditional academic center-based participant populations. These data provide investigators and patients with confidence that internet-based patient-reported data are reliable and can be used to conduct novel, cost-efficient medical research. Such internet-based registries offer an advantage in capturing participant data from those who would not otherwise be able to participate in studies.
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Abstract

Background: In addition to the aging process, risk factors for hearing loss in adults include, among others, exposure to noise, use of ototoxic drugs, genetics, and limited access to medical care. Differences in exposure to these factors are bound to be reflected in the prevalence of hearing loss. Assessment of hearing loss can easily be carried out on a large scale and at low cost using mobile apps.

Objective: This study aimed to conduct a worldwide assessment of the differences in hearing loss prevalence between countries in a group of mobile device users.

Methods: Hearing tests were conducted using the open-access Android-based mobile app Hearing Test. The app is available free of charge in the Google Play store, provided that consent to the use of the results for scientific purposes is given. This study included hearing tests carried out on device models supported by the app with bundled headphones in the set. Calibration factors for supported models were determined using the biological method. The tests consisted of self-determining the quietest audible tone in the frequency range from 250 Hz to 8 kHz by adjusting its intensity using the buttons. The ambient noise level was optionally monitored using a built-in microphone. Following the test, the user could compare his hearing threshold against age norms by providing his or her age. The user’s location was identified based on the phone’s IP address.

Results: From November 23, 2016 to November 22, 2019, 733,716 hearing tests were conducted on 236,716 mobile devices across 212 countries. After rejecting the tests that were incomplete, performed with disconnected headphones, not meeting the time criterion, repeated by the same user, or carried out regularly on one device, 116,733 of 733,716 tests (15.9%) were qualified for further analysis. The prevalence of hearing loss, defined as the average threshold at frequencies 0.5 kHz, 1 kHz, 2 kHz, and 4 kHz above 25 dB HL in the better ear, was calculated at 15.6% (95% CI 15.4-15.8). Statistically significant differences were found between countries (P<.001), with the highest prevalences for Bangladesh, Pakistan, and India (>28%) and the lowest prevalences for Taiwan, Finland, and South Korea (<11%).

Conclusions: Hearing thresholds measured by means of mobile devices were congruent with the literature data on worldwide hearing loss prevalence. Uniform recruitment criteria simplify the comparison of the hearing loss prevalence across countries. Hearing testing on mobile devices may be a valid tool in epidemiological studies carried out on a large scale.
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Introduction

The worldwide prevalence of hearing loss is estimated to be between 4.0% and 18.1% [1-5], depending on the methodology, in particular the degree of hearing impairment used in the definition of hearing loss. Methodological differences also include the selection of data sources and calculation methods. Despite the uncertainty of the estimation, the scale of the burden is significant. Hearing loss is also an important problem because of its side effects. Due to communication disorders, hearing loss leads to decreased social activity, lower self-esteem, and consequently, stigmatization, social exclusion, and depression [6,7].

Apart from age, risk factors for hearing loss in adults include, but are not limited to, exposure to noise, use of ototoxic drugs, genetic conditions, infectious diseases, and limited access to medical care [5,8-12]. In view of increasing exposure to risk factors for hearing loss, in particular the aging population and increased exposure to noise in developing countries, the number of people with hearing loss has increased over the years [4,5,12].

Epidemiological analysis of hearing loss allows the identification of causes and planning of remedies [4,12]. Activities in the field of prevention and treatment of hearing loss are highly recommended, as it is estimated that 50% of hearing loss cases can be prevented and a significant portion of the remaining cases can be treated [4].

Worldwide geo-epidemiological investigations of hearing loss have been conducted in the form of meta-analyses of available data from different studies as a consequence of political, financial, cultural, and geographical limitations in the planning of uniform research on such a large scale [1-3,13]. Owing to the differences in study settings, in particular the differences in the definition of hearing loss, age groups, and method of participant recruitment, direct comparison of results is not possible, whereas indirect comparison is burdened with uncertainty resulting from sparse data adjustment [1-3,13].

Self-performed hearing tests on mobile devices can be easily carried out on a large scale and at low cost while maintaining a uniform qualification criterion. They are broadly accessible due to widespread use of smartphones, and they do not require engaging qualified personnel, while their results are comparable to pure-tone audiometry [14-23]. The difference in hearing threshold between the self-test in the Hearing Test app and pure-tone audiometry is estimated at 2.6 dB (SD 8.3 dB) [24], and the absolute difference is estimated at 8.8 dB [17].

The aim of this study was to assess the worldwide prevalence of hearing loss among Android users by means of the Hearing Test app [24,25] and compare the prevalence across countries.

Methods

Ethical Concerns

This was a cross-sectional study of hearing loss prevalence carried out by means of the open-access, mobile-based Hearing Test app [26]. Subject consent to use the results for scientific purposes was required the first time the app was started. The consent to research was issued by the Bioethics Committee at the Medical University in Wroclaw. Evaluation of the app, rationale behind the app, and comparison with other studies concerning mobile and web-based pure-tone hearing screening have been presented in prior articles [24,25,27,28].

Recruitment

The participants were recruited via the Hearing Test app that runs on Android systems. The app is offered free of charge in the Google Play store, where the user can become familiar with the app's features and download it to a phone or tablet. Thus, eligibility criteria for participants only included access to an Android device that is supported by the app. The test could be carried out by the phone owner or with his or her assistance.

Device Calibration

The study included tests carried out on mobile devices that supported the Hearing Test app for which calibration coefficients had been determined. All the tests in the study were carried out on bundled headphones that were supplied by the manufacturer in a set with the device. Devices of the same model used common calibration coefficients that were determined by the biological method [27,28] on the basis of at least 16 measurements carried out by subjects with normal hearing on different devices of the model [25]. This method is characterized by the standard error of determining the calibration coefficients below 5 dB and within-model variability at 4 dB [25]. The headphone connection status was monitored by the app, whereas the usage of bundled headphones was confirmed by the user. Tests taken using headphones other than bundled headphones were not taken into account.

Hearing Threshold

The hearing test consisted of self-determining the quietest audible sound by adjusting its intensity using the “I can hear” and “I can’t hear” buttons. The intensity of a test tone could be changed many times. The quietest audible sound was confirmed with the “ Barely audible” button. A modulated test tone was used, with a 100% modulation depth, 2 Hz modulation frequency, and an intensity changed in steps of 5 dB. When the intensity of the tone exceeded a 40 dB hearing level (HL), a narrowband masking noise was generated contralaterally at an intensity of 40 dB HL. For test tones above 60 dB HL, the intensity of the masking noise was increased to 60 dB HL. By default, the tests were carried out for frequencies from 250 Hz to 8 kHz; however, this range could be changed in the settings. The time to determine the hearing threshold was measured separately for each frequency. The hearing threshold determined in this way has been compared in previous works with pure-tone audiometry. A difference was found at the level of 2.6 dB (SD 8.3) [24], and the absolute difference was found at 8.8 dB [17].

Ambient Noise

Ambient noise was monitored during the measurement after obtaining the user's consent to access the microphone resources. An equivalent continuous A-weighted sound pressure level L_{Aeq} was registered in accordance with the Android specification [29] that sets a reference point at 90 dB SPL.
Age
At the end of the test, the users could optionally enter their age to compare the obtained hearing threshold against the age-based norm. By design, the app was developed for adults. Therefore, the user chose his or her age by selecting a value from 18-90 years. Providing the age was not obligatory for this study, to minimize the amount of potentially incorrect data. All the entered age values were recorded in the database to eliminate tests for which several different values were given. The age was also determined from the note, where it could optionally be given. User gender was not collected.

Geolocalization
The user's country was determined using the geoPlugin service [30] on the basis of the IP address.

Statistical Analysis

Power
Comparison of hearing loss prevalence between countries was conducted by adopting the definition of hearing loss as the average hearing threshold at frequencies 0.5 kHz, 1 kHz, 2 kHz, and 4 kHz above 25 dB HL in the better ear. The minimum number of tests for the country to be included in the analysis was calculated based on the standard deviation of the average hearing threshold determined in preliminary measurements at 17 dB. Assuming a level of statistical significance of .05, test power of .8, and an effect size of 5.0 dB, a sample size of 90 tests was obtained.

Data Exclusion
The tests in this study were unsupervised. Therefore, prior to analysis, they were verified for duration. A very short duration suggests unreliable results that can be manifested by an increased measurement error. To eliminate these tests, the standard deviation of the hearing threshold grand average was analyzed in relation to the test duration. Time threshold was set at the level at which stabilization of the standard deviation was observed. Incomplete tests, test carried out without headphones connected, and tests repeated on the same device were excluded as well.

Data Analysis
Both the subject’s age and level of ambient noise during the test belong to data for which acquisition required additional action on the part of the user. Preliminary analyses have shown that these are sparse data compared to the hearing threshold, geolocation, and device model. Therefore, the country-specific hearing loss prevalence was calculated based on all the tests, whereas the bias was estimated and discussed basing on subgroup analysis. The tests with age were used to characterize the population and analyze an age-related hearing threshold, while tests with noise were used to calculate the ambient noise effect. Distributions of hearing thresholds in the subgroups were tested for equivalence using the Kolmogorov-Smirnov test. Confidence intervals for the hearing threshold median and the hearing loss prevalence were determined by means of bootstrapping.

Results

Data Collection and Exclusion
In the period from November 23, 2016 to November 22, 2019, 733,716 tests were carried out on 236,716 devices in 212 countries. The hearing threshold measurement at the fundamental frequencies 0.25 kHz, 0.5 kHz, 1 kHz, 2 kHz, 4 kHz, 6 kHz, and 8 kHz was performed in 728,674 of 733,716 (99.3%) tests. After examining headphone connection status and rejecting the tests carried out with disconnected headphones, 637,169 of 733,716 (86.8%) tests were obtained (Figure 1). Time limits were introduced to discard tests with a duration that actually prevented a correct measurement. The grand standard deviation of the hearing threshold in relation to the duration of the measurement at a single frequency is presented in Figure 2. Stabilization of the deviation is observed at longer durations. It has been assumed that tests in which the measurement at any frequency was carried out quicker than 6.7 seconds are subject to significant error. This threshold was set heuristically by fitting the data with a lognormal distribution and assuming its value at a cumulative probability density level of 0.99 (Figure 2). The time requirements were met by 239,752 of 733,716 (32.6%) tests.

Many devices were used for more than one test. To eliminate tests repeated by the same person or carried out in bulk (eg, in outpatient clinics or as part of screening programs) only one test from each device was qualified for the analysis. The last test was selected, at first considering the test with an age provided. Finally, 116,733 of 733,716 (15.9%) tests were obtained for the analysis. Age was provided for 8194 of 116,733 (7.0%) tests, and monitoring for ambient noise was present in 30,119 of 116,733 (25.8%) tests, whereas only 2556 of 116,733 (2.2%) tests included both age and noise data.
Age

The subject’s age was provided for 8194 of 116,733 (7.0%) tests that qualified for the analysis. The age characteristics of the research group is shown in Table 1. The age group with the highest number of tests was 30-39 years, while the fewest subjects were in the oldest groups (80-89 years and >89 years).

The median age was 39 years, and the average age was 40.0 years.

Tests with age provided were compared with those without age provided to estimate the bias resulting from the generalization of the results for the whole group. There were no statistically significant differences between the distributions of the hearing thresholds at the level of $P=.05$. 

Figure 1. Flow diagram.

Figure 2. Grand standard deviation of the hearing threshold in relation to the duration of the measurement at a single frequency.
Table 1. Ages of the participants (n=8194).

<table>
<thead>
<tr>
<th>Age characteristics</th>
<th>Participant values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>40.0 (15.1)</td>
</tr>
<tr>
<td>Age (years), median</td>
<td>39</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;20</td>
<td>842 (10.3)</td>
</tr>
<tr>
<td>20-29</td>
<td>1597 (19.5)</td>
</tr>
<tr>
<td>30-39</td>
<td>1813 (22.1)</td>
</tr>
<tr>
<td>40-49</td>
<td>1725 (21.1)</td>
</tr>
<tr>
<td>50-59</td>
<td>1227 (15.0)</td>
</tr>
<tr>
<td>60-69</td>
<td>655 (8.0)</td>
</tr>
<tr>
<td>70-79</td>
<td>253 (3.1)</td>
</tr>
<tr>
<td>80-89</td>
<td>62 (0.8)</td>
</tr>
<tr>
<td>&gt;89</td>
<td>20 (0.2)</td>
</tr>
</tbody>
</table>

Hearing Threshold

Hearing threshold in relation to age was analyzed based on all 7332 of 116,733 (6.3%) tests for which the age provided was within the range of 20 to 89 years. Tests completed by subjects aged 18, 19, or 90 years were omitted from the analysis to obtain equal age ranges (20-29 to 80-89 years). Moreover, the ages of 18 and 90 years were characterized by a higher number of tests in comparison with the adjacent age groups, suggesting the presence of additional data, such as results for subjects younger than 18 years or older than 90 years, or with incorrectly provided data. The median thresholds by age group and frequency are given in Figure 3 and in Multimedia Appendix 1. A comparison with the prior work presented in Figure 3 is provided in the Discussion section.

Figure 3. Hearing threshold by age group and frequency. Dashed lines indicate screening studies including screening only for noise exposure [31], and continuous lines show studies without screening. The grey area illustrates the 99% CI.

Country Prevalence of Hearing Loss

The prevalence of hearing loss was determined based on 733,716 tests conducted in 212 countries. The required sample size of 90 tests was reached for 74 countries. The prevalence of hearing loss, defined as a mean hearing threshold >25 dB HL in the better ear at 0.5-4 kHz, is presented in Figure 4, Figure 5, and
Multimedia Appendix 2. The highest prevalences were obtained for Pakistan, Bangladesh, and India at 37.8% (95% CI 31.4-44.2), 32.2% (95% CI 23.6-40.8), and 28.5% (95% CI 27.1-29.9), respectively, whereas the lowest prevalences were obtained for Taiwan, Finland, and South Korea at 9.6% (95% CI 7.2-12.1), 9.8% (95% CI 5.7-13.9), and 10.2% (95% CI 9.5-10.9), respectively. The global prevalence of hearing loss was calculated at 15.6% (95% CI 15.4-15.8).

**Figure 4.** The prevalence of hearing loss by country. Hearing loss was defined as an average hearing threshold >25 dB hearing level (HL) in the better ear at frequencies of 0.5 kHz, 1 kHz, 2 kHz, and 4 kHz. Whiskers indicate 95% CI. Countries with >1000 tests or with boundary values of hearing loss prevalence are included. The full list is available in Multimedia Appendix 2. ppm: number of individuals per million people in the population.

Figure 5. Global prevalence map of hearing loss.

**Effect of Ambient Noise**

The effect of ambient noise was estimated based on 30,119 of 116,733 (25.8%) tests conducted with ambient noise monitoring. The difference in the hearing threshold in relation to the ambient noise level is presented in Figure 6. Hearing thresholds were adjusted for ambient noise by assuming the reference level LAEq=35 dB(A) [32]. The average decrease in the hearing threshold was obtained at a level of 2.53 dB (SD 0.74 dB). Additionally, the distributions of the hearing threshold in the...
groups with and without ambient noise monitoring turned out to be significantly different at the level of $P<0.01$, with the monitoring group having a hearing threshold that was lower by 1.25 dB (SD 0.12 dB). This produces an overall effect of ambient noise of 3.78 dB (SD 0.75 dB), which corresponds to a 4.16% (SD 1.46%) reduction in the country-specific prevalence.

The highest ambient noise levels were found in Pakistan, Bangladesh, and India, which corresponded to 10.7%, 8.6%, and 6.2% decreases, respectively, in the prevalences of hearing loss. Nevertheless, these countries still had the highest prevalences of hearing loss.

Figure 6. The difference in hearing threshold in relation to ambient noise level.

Effect of the Device Model

Differences in hearing thresholds between device models were found to be significant at the level of $P=0.01$. These differences result directly from the biological calibration method that is based on determination of the reference sound level in relation to subjects with normal hearing. The standard error of the biological calibration estimated at 4.2 dB for 16 independent measurements [25] justifies the discrepancies. After adjusting for the device model, the mean hearing threshold by country changed by a mere $-0.07$ dB (SD 0.96 dB).

Discussion

Principal Findings

This paper presents the prevalence of hearing loss worldwide based on the 116,733 hearing tests conducted by Android users on mobile devices. The global prevalence of hearing loss was 15.6% (95% CI 15.4-15.8). Statistically significant differences were found across countries ($P<0.001$). Of the 212 countries, 74 countries exceeded the number of tests required for the assumed sample size. Amongst these countries, the highest prevalences were found in Pakistan, Bangladesh, and India at 37.8% (95% CI 31.4-44.2), 32.2% (95% CI 23.6-40.8), and 28.5% (95% CI 27.1-29.9), respectively, whereas the lowest prevalences were found in Taiwan, Finland, and South Korea at 9.6% (95% CI 7.2-12.1), 9.8% (95% CI 5.7-13.9), and 10.2% (95% CI 9.5-10.9), respectively. The risk of hearing loss in Pakistan was 74.6% (95% CI 38.2-110.7) higher than in Taiwan. The absolute difference was 28.2% (95% CI 14.4-41.8).

Of the 733,716 tests, 116,733 (15.9%) were selected for the analysis. The number of tests rejected due to incompleteness, short duration, lack of headphones, or repetitions on a single device seems reasonable, especially as prior to performing a proper test, users often become familiar with the app by conducting a trial test.

In addition to Finland, relatively low hearing loss values were obtained for the other two Scandinavian countries, Sweden and Norway, at 12.1% (95% CI 8.4-15.9) and 12.7% (95% CI 8.1-17.4), respectively. The prevalences of hearing loss for the other two Asian Tigers (ie, Singapore and Hong Kong) were slightly higher, at 14.6% (95% CI 10.0-19.2) and 15.3% (95% CI 10.3-20.4), respectively. The high prevalence of hearing loss in India, which, along with Pakistan and Bangladesh, is one of the most populated countries in the world, is supported by the findings of Garg et al [33]. Similar hearing loss prevalences were found in most Western and Central European countries, which were slightly higher than Australia (11.4%, 95% CI 9.8-13.0) and Canada (12.2%, 95% CI 10.4-13.9) but lower than that in the United States (14.6%, 95% CI 13.9-15.4). Similar prevalences of hearing loss were obtained among the countries of the former Soviet Union (ie, Russia, Belarus, Ukraine, and Kazakhstan), at levels between 15.4% (95% CI 12.9-17.9) for Ukraine and 18.9% (95% CI 14.3-23.6) for Kazakhstan.
In Italy, 20.0% (95% CI 19.3-20.7) of the subjects had hearing loss, and this value was definitely higher than in the other Western and Central European countries. The credibility of this result is questionable due to the much higher use of apps in this country, being the highest in the world and reaching 222.3 people per million population (Multimedia Appendix 2). Attention should also be paid to the low Iranian result of 10.3% (95% CI 7.8-12.7), which significantly differs from other countries of North Africa and the Middle East. On the other hand, according to a study by the World Health Organization [5] in the region of North Africa and the Middle East, the prevalence of hearing loss is lower than in developed countries.

The required sample size was not reached in a significant number of African countries. In the poorest countries, the limiting factor is access to mobile devices and the internet. The same situation may also occur in countries with significant social stratification, contributing to the lower prevalences of hearing loss resulting from a lack of data from the poorer part of the population. The lack of data from China is related to the lack of active Google Play service in this country.

The prevalence of hearing loss in countries has been correlated with the infant mortality rate [34], which is often used as an indicator of the health status in a country. A Cronbach alpha coefficient of 0.76 (95% CI 0.52-0.90) has been obtained.

**Comparison With Prior Work**

**Age-Related Hearing Loss**

Age related hearing loss assessed by means of the mobile app was compared with the results from other studies [8-10,31,35-39] (Figure 3). The hearing threshold in subjects screened negatively for noise exposure [8,31,35-37], otologic disorders [8,35-37], ototoxic drugs [8,36], and asymmetric hearing [8,36,37] tends to be lower than that obtained in this study and prior unscreened studies [9,10,37-39]. However, substantial differences have been found between studies; although the threshold in the study by Kim et al [36] was higher than those in the studies by Engdahl et al [37] and Homans et al [39], it should have actually been lower because Kim et al conducted screening, while the other 2 studies did not [37,39]. In this study, for younger age groups (20-49 years), especially at low frequencies (250 Hz, 500 Hz), hearing thresholds were higher than in most previous studies. The results obtained at 250 Hz are consistent with those found by Kim et al [36] and Engdahl et al [37], while at 500 Hz, the results were consistent only with those found by Kim et al [36]. At frequencies above 4 kHz for older age groups (>70 years), the thresholds were lower than the values reported in the literature. Apart from the two youngest age groups (20-39 years) and the oldest age group (80-89 years), agreement with most studies was achieved for the average hearing threshold at the frequency range 0.5-4 kHz.

Increased hearing thresholds in younger age groups may be associated with a tendency for hearing-impaired subjects to take a test more willingly than people with normal hearing as well as with increased ambient noise, which mainly affects soft sounds. Lower values for the oldest groups might be related to an incorrect reaction to the masking noise. The effect of ambient noise and the masking noise is discussed in the Limitations section.

**Hearing Loss in the World**

The prevalence of hearing loss among users of the Hearing Test app may differ from population values, at least as regards the age structure. However, the value was compared with worldwide estimates. Figure 7 presents the worldwide prevalence of hearing loss with respect to the criterion based on the average hearing threshold in the better ear at frequencies 0.5-4 kHz. Despite statistically significant differences between the obtained results and other studies [1,2,4,5], the data are consistent.

![Figure 7. Worldwide prevalence of hearing loss with respect to the criterion based on the average hearing threshold in the better ear at frequencies 0.5-4 kHz. Separate thresholds for adults (40 dB hearing level [HL]) and children (30 dB HL) in the study by the World Health Organization [5].](http://www.jmir.org/2020/7/e17238/)
Country-Specific Studies

The prevalence of hearing loss was also compared with other studies. Calculations were performed by adopting the criteria for hearing loss and matching age ranges (Multimedia Appendix 3). The prevalence of hearing loss was lower in previous studies [11,16,40-45], pursuant to at least one criterion in research [9,10,46,47], and was higher in other articles [39,48-52]. There is large variation within the data presented in the literature, which may result not only from age structure differences and heterogeneous hearing loss definitions but also from research methodology, especially trial-specific recruitment methods or exclusion criteria. Therefore, drawing conclusions regarding country differences in the prevalence of hearing loss by means of literature data is challenging, as it requires the use of estimation methods in the presence of sparse data [2,3,13]. In this aspect, for country comparison, mobile data seem more valuable than a meta-analysis, although other confounding factors such as cultural background, propensity to new technologies, economic status, or app promotion should be underlined here as well.

Limitations

Masking Noise

Hearing thresholds for older groups at a frequency ≥4 kHz are lower than those reported in the literature (Figure 3). A histogram for these groups reveals an increased number of hearing thresholds at intensities of 40 dB HL and 45 dB HL (Figure 8). This bias could be related to the masking noise. Contralateral masking noise was switched on when the signal level exceeded 40 dB HL. Thus, some of the subjects could react incorrectly to the masking noise instead of the test signal. The higher the mean threshold in a group at a given frequency, the more subjects might react incorrectly to the masking noise, thus leading to an understatement of the threshold. The lapses are rare for a low mean, and the bias is not detectable until the mean threshold reaches 40 dB. Therefore, the bias is observable in a limited range at 4 kHz (older groups only) and is unnoticeable at lower frequencies. Consequently, its impact on the average hearing threshold at 0.5-4 kHz is negligible, and the prevalence of hearing loss largely coincides with data reported in the literature. Nonetheless, in the future, changes should be introduced to the app that will prevent improper reaction to the masking noise.

Ambient Noise

Ambient noise was recorded using a built-in microphone with a working range of 72-102 dB SPL, as guaranteed by the Android specification [29]. Since the measurements were carried out outside this range, they should be treated as approximate. Nevertheless, the results obtained are comparable with data reported in the literature. Elevation of the hearing threshold as a result of an increase in ambient noise from 35 dB LAeq to 60dB LAeq was estimated at 8.0 dB (Figure 6), which agrees with the elevation of about 7.5 dB presented by Na et al [53]. A relatively low elevation of the hearing threshold related to a considerable increase in ambient noise may be associated with the measurement method applied in this study and in the study by Na et al [53]. Instead of being ready for the test signal during the whole test, the subject decides for herself or himself about the duration of the test signal presentation and can extend it during an event of louder noise. Subjects who spent sufficient time performing the test were able to assess the quietest signals during a temporary decrease in ambient noise.

The effect of ambient noise on hearing test results was determined assuming that the increase in hearing threshold caused by ambient noise is conditioned by the masking of the
test signal by the noise. However, for significant hearing losses, ambient noise values above the normative level need not mask the loud test signal. Therefore, it must be assumed that the effect is present only for soft test signals and the estimated level for the effect of 3.78 dB (SD 0.75 dB) found in the present study should actually be treated as its upper limit. For these reasons, the results broadly correspond to pure-tone audiometry (Figure 3) despite ambient noise often exceeding the normative value for the audiometry.

**Calibration**

Mobile devices were calibrated using the biological method (ie, in relation to subjects with normal hearing). This method is less accurate than laboratory calibration. However, it enables semi-automatic calibration, which is crucial for as many as 1336 models. Because the tests were conducted on diverse device models in each country, the error associated with calibration has limited impact on differences between country-specific hearing loss prevalences.

**Conclusions**

This paper presents global country-specific prevalences of hearing loss based on self-tests carried out by Android users. Unsupervised self-tests require additional quality control based on the test duration and connection status of the headphones. Moreover, ambient noise and calibration method introduce additional bias. Despite this, hearing thresholds measured by means of mobile devices were congruent with data reported in the literature, whereas uniform recruitment criteria facilitate the comparison between countries. Hearing tests on mobile devices may be a valid tool in epidemiological studies carried out on a large scale.
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Abstract

Background: The number of online services in health care is increasing rapidly in developed countries. Users are expected to take a more skilled and active role in taking care of their health and prevention of ill health. This induces risks that users (especially those who need the services the most) will drop out of digital services, resulting in a digital divide or exclusion. To ensure wide and equal use of online services, all users must experience them as beneficial.

Objective: This study aimed to examine associations of (1) demographics (age, gender, and degree of urbanization), (2) self-rated health, (3) socioeconomic position (education, experienced financial hardship, labor market position, and living alone), (4) social participation (voting, satisfaction with relationships, and keeping in touch with friends and family members), and (5) access, skills, and extent of use of information and communication technologies (ICT) with perceived benefits of online health care and social welfare services. Associations were examined separately for perceived health, economic, and collaboration benefits.

Methods: We used a large random sample representative of the Finnish population including 4495 (56.77% women) respondents aged between 20 and 97 years. Analyses of covariance were used to examine the associations of independent variables with perceived benefits.

Results: Access to online services, ICT skills, and extent of use were associated with all examined benefits of online services. ICT skills seemed to be the most important factor. Poor self-rated health was also consistently associated with lower levels of perceived benefits. Similarly, those who were keeping in touch with their friends and relatives at least once a week perceived online services more often beneficial in all the examined dimensions. Those who had experienced financial hardship perceived fewer health and economic benefits than others. Those who were satisfied with their relationships reported higher levels of health and collaboration benefits compared with their counterparts. Also age, education, and degree of urbanization had some statistically significant associations with benefits but they seemed to be at least partly explained by differences in access, skills, and extent of use of online services.

Conclusions: According to our results, providing health care services online has the potential to reinforce existing social and health inequalities. Our findings suggest that access to online services, skills to use them, and extent of use play crucial roles in perceiving them as beneficial. Moreover, there is a risk of digital exclusion among those who are socioeconomically disadvantaged, in poor health, or socially isolated. In times when health and social services are increasingly offered online, this digital divide may predispose people with high needs for services to exclusion from them.

(J Med Internet Res 2020;22(7):e17616) doi:10.2196/17616
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**Introduction**

**Background**

The number of online services in health care is increasing rapidly in Finland and other developed countries. The new online services are implemented and adopted to support self-management and self-service, and thus users are expected to take a more skilled and active role in maintaining their well-being, health, and especially long-term illnesses. To ensure that users increase participation in online services, it is important that they find that online services are beneficial for them [1].

There are risks that users (especially those people who need the services most) will drop out of online services resulting in a digital divide or exclusion. The concept of digital divide has traditionally referred to the gap between persons who have and do not have access to new forms of information technology [2]. Limits to access can have motivational, physical, skills, or use grounds [3]. Nonuse of online digital services can have psychological (motivation, confidence, and experienced attractiveness of use), physical (opportunity to use), or practical (lack of skills) causes [4]. As the internet has diversified and diffused widely over the past 10 years, it is assumed that internet nonuse is, at present, far more common among vulnerable groups and that lack of access has become a less important reason for internet nonuse compared with lack of skills [5].

The digital divide or exclusion affects the poorest and most marginalized groups from the outset [6]. The internet reinforces existing social differences, and internet nonusers are reported to be older and less educated and more likely to be unemployed, disabled, and socially isolated [7]. Sociodemographic, economic, and geographical factors have been found to be key determinants of digital exclusion [8]. Among urban adults, the discriminating factors between computer users and nonusers include age, education, employment, and income, self-rated health status, hospital visits, organization membership, and participation in voluntary work [9].

A previous study from the Netherlands showed that the elderly benefit less from internet use than the young [5]. Moreover, those less educated and poorer gained fewer economic benefits from the internet than their counterparts, and single people gained fewer social benefits than those living with others [5]. A study from the United Kingdom found that more educated people benefit most from internet use [10]; surprisingly, the elderly benefited more than the young. In Germany, it was found that enabling and caring support through the internet was associated with job search benefits among the unemployed [11].

Social and digital exclusion are interlinked: differential access to technology contributes to socioeconomic stratification or inclusion and vice versa [12]. The debate has moved from a single digital divide to multiple digital divides that include not only global challenges but also local contextual problems in terms of availability of content, bandwidth, and skills, among other issues [13]. Helsper’s [14] corresponding fields model suggests that digital and social exclusion influence one another and the resources a person has offline influence their ability to use digital online solutions. Consequently, client and patient resources influence adoption and sustained use of new digital online health services. Therefore, socioeconomic factors, social participation, health status, and well-being have potential effects on digital divide or exclusion. Only by studying these together can we identify the separate and combined influences of different types of social exclusion on different types of digital exclusion. The model characterizes access and skills as important social impact mediators in this context. Without access, the internet or other information and communication technologies (ICT) cannot be used, which makes access the most basic mediator between offline and digital fields of exclusion. Similarly, certain skills on a basic technical and operational level are required for the use of ICT and the internet [14].

Aceto et al [15] have suggested that ICT in health care decreases costs, enables discovery, and improves patient outcomes. Moreover, ICT is proposed to extensively transform health care to being more proactive, preventive, and person-centered instead of being reactive and hospital-centered [15]. To fully take advantage of all the suggested benefits of ICT, patients must use online services and find them beneficial. We need to understand why people choose not to take advantage of the opportunities ICT offers for managing their health and define the characteristics of people who are most likely to benefit and those at risk of exclusion.

Research focus should shift from access to digital technology (first-level divide) to skills and use of technology (second-level divide) and who benefits the most or least from internet use (third-level divide) [16,17]. Third-level digital divide refers to gaps in capacity to translate individual internet access and use into favorable offline outcomes [5]. Research related to the third-level divide and its social determinants is scarce [17], and the role of access, skills, and extent of use in this context must be identified. Previous studies [4,7,8] have focused on general use of the internet, but information about determinants of using the internet for health care and social welfare services is lacking and must be identified because these vital services are increasingly moving online.

**Objectives**

This study aimed to examine direct associations of demographics (age, gender, degree of urbanization), self-rated health, socioeconomic position (education, experienced financial hardship, labor market position, and living alone) and social participation (voting, satisfaction with relationships, and keeping in touch with friends and family members) with perceived benefits of online health care and social welfare services (health, economic, and collaboration benefits). The study data are based on a large random sample representative of the Finnish population. Furthermore, we examined the effects of access, skills, and the extent of ICT use and whether these could account for those associations.

**Methods**

**Sampling**

The data collection and questionnaire formulation have been reported in more detail elsewhere [18]. A random sample of 10,000 people representative of the adult population (aged 20
Independent Variables

Demographics included age in years, gender (male or female), and degree of urbanization of the residential municipality (urban, semirural, or rural area). Health status was measured by asking how respondents would describe their state of health at present (with answer alternatives good, fairly good, average, fairly poor, poor). For analyses, it was coded 0 (above average health) or 1 (average health or poorer).

Indicators of socioeconomic position were education, classified into 3 categories (low, intermediate, or high) by setting the self-reported years of education in proportion to the tertiles of education years in each respondents’ age and gender group (using 10-year age groups); financial hardship, assessed by asking whether respondent had been forced to bargain for food, medication, or physician visits due to shortage of money during the previous 12 months (none or yes to at least one of these); current labor market position (currently working, old age pension, disability pension, unemployed, student, or other); and living alone (no or yes).

Indicators of social participation were voted in last municipal elections (no or yes), satisfaction with one’s social relationships (no or yes), and keeping in contact with friends and relatives outside the own household at least once a week (no or yes).

ICT-related variables included access to, skills to use, and extent of use related to online services in health and social care. Access to online services was measured by 7 items (α=84) asking availability of online services, access to computer and internet, quality of data connections, possibility of getting online services in their own language, accessibility of services despite obstacles (eg, disabilities), ease of finding online services, and possibility of taking care of things online on behalf of someone else. Skills to use online services were measured with 5 items (α=86) assessing technical skills to use online services, support received for using online services, possibility of receiving help when facing technical problems, experienced clearness and length of terms of use, and perceived ease of using online services. The response options for access and skills scales ranged between 1 (completely disagree) and 5 (completely agree), and the mean of the items was calculated for both scales. The extent of use of online services in health and social care was measured with 16 items asking whether the respondent had used described service/functionality during the past year (response options no, yes traditionally, or yes online). The functionalitites/services were related to self-care (3 items assessing, for example, whether the respondent had used online symptom checkers or followed own personal health data online), use for collaboration (8 items such as whether respondent has viewed the patient data recorded by professionals about them, received laboratory results, renewed prescriptions, or asked advice from professionals), and seeking out services (5 items assessing, for example, whether the respondent had searched for information about available services, booked appointment, or compared quality of services). The sum of functionalities/services a respondent had used online was calculated, resulting in a range of 0 to 16 functionalities (extent of use).
Ethical Issues
Ethical approval for the study was received from the research ethics committee of the Finnish Institute for Health and Welfare. Data were collected with no direct identification information concerning the respondents, and therefore no individuals can be identified from the data.

Statistical Analysis
Associations of independent variables with outcome variables related to perceived benefits (health, economic, and collaboration) were examined using analysis of covariance (in separate analyses). Analyses were conducted in 3 steps. In the first step, analyses included demographics (age, gender, and degree of urbanization) and health status (model A). In the second step, variables related to socioeconomic position (education, experienced financial hardship, labor market position, living alone) and variables related to social participation (voting, satisfaction with relationships, and keeping in touch with friends and family members) were added to the model (model B). In model C, ICT-related variables concerning access, skills, and the extent of use were added. Skills and access were examined in separate analyses to avoid multicollinearity because they correlated with each other. Analyses were conducted in these steps to examine the independent effect of each of the demographic and socioeconomic variables on each of the perceived benefits and whether ICT-related variables would partly account for possible associations of the independent variables from models A and B with outcome variables. Analyses were conducted using SPSS Statistics version 25 (IBM Corp). Methods suitable for weighted data were used (ie, complex samples general linear model for analyses of variance and complex samples descriptives and frequencies for descriptive statistics).

Results
Characteristics of Respondents
The characteristics of the study population are presented in Table 1. The mean age of the respondents was 51.7 years, more than 70% (3201/4494, 71.23%) lived in urban regions, and about half (2160/4495, 48.08%) were employed. Those respondents having low education comprised the largest group. Approximately two-thirds (3054/4495, 67.94%) of the respondents had used at least one of the online health or social services and functionalities under study.
Table 1. The basic background characteristics of the weighted study sample (n=4495).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>2300 (51.18)</td>
</tr>
<tr>
<td>Men</td>
<td>2194 (48.82)</td>
</tr>
<tr>
<td><strong>Degree of urbanization, n (%), (n=4494)</strong></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>3201 (71.23)</td>
</tr>
<tr>
<td>Semiurban</td>
<td>658 (14.64)</td>
</tr>
<tr>
<td>Rural</td>
<td>635 (14.13)</td>
</tr>
<tr>
<td><strong>Self-rated health, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Above average</td>
<td>2884 (64.83)</td>
</tr>
<tr>
<td>Average or poorer</td>
<td>1564 (35.17)</td>
</tr>
<tr>
<td><strong>Education, n (%), (n=4260)</strong></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>1888 (44.32)</td>
</tr>
<tr>
<td>Intermediate</td>
<td>1279 (30.02)</td>
</tr>
<tr>
<td>High</td>
<td>1093 (25.66)</td>
</tr>
<tr>
<td><strong>Financial hardship, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>3613 (81.7)</td>
</tr>
<tr>
<td>Yes</td>
<td>807 (18.3)</td>
</tr>
<tr>
<td><strong>Labor market position, n (%), (n=4494)</strong></td>
<td></td>
</tr>
<tr>
<td>Working</td>
<td>2160 (55.34)</td>
</tr>
<tr>
<td>Old age pension</td>
<td>823 (21.09)</td>
</tr>
<tr>
<td>Disability pension</td>
<td>158 (4.05)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>273 (7.00)</td>
</tr>
<tr>
<td>Student</td>
<td>257 (6.58)</td>
</tr>
<tr>
<td>Other</td>
<td>232 (5.94)</td>
</tr>
<tr>
<td><strong>Living alone, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>3174 (72.19)</td>
</tr>
<tr>
<td>Yes</td>
<td>1223 (27.81)</td>
</tr>
<tr>
<td><strong>Voted in the last municipal elections, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1142 (26.20)</td>
</tr>
<tr>
<td>Yes</td>
<td>3217 (73.80)</td>
</tr>
<tr>
<td><strong>Satisfaction with relationships, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>984 (22.68)</td>
</tr>
<tr>
<td>Yes</td>
<td>3355 (77.32)</td>
</tr>
<tr>
<td><strong>Keeping in touch with friends and relatives, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>805 (18.09)</td>
</tr>
<tr>
<td>Yes</td>
<td>3645 (81.91)</td>
</tr>
<tr>
<td><strong>Age</strong>, mean (SE)</td>
<td>51.7 (0.32)</td>
</tr>
<tr>
<td><strong>ICT-related factors</strong></td>
<td></td>
</tr>
<tr>
<td>Access, mean (SE)</td>
<td>3.90 (0.02)</td>
</tr>
<tr>
<td>Skills, mean (SE)</td>
<td>3.51 (0.02)</td>
</tr>
<tr>
<td>Extent of use, mean (SE)</td>
<td>2.62 (0.05)</td>
</tr>
</tbody>
</table>
Because this table presents weighted results, the percentages of genders vary from those given for the actual respondents (eg, in the abstract and sampling section).

Range: 20-97.

ICT: information and communication technologies.

Range: 1-5.

Range: 0-16.

Perceived Health Benefits

Table 2 shows results regarding perceived health benefits. In model A, age and self-rated health were significantly associated with perceived health benefits. Older respondents and those with poor health perceived fewer health benefits from online services. The association of health to perceived benefits remained significant after all adjustments, whereas the association regarding age attenuated to nonsignificant after adjusting for ICT-related variables. In model B, education, financial hardship, satisfaction with relationships, and keeping in touch with friends and relatives were all significantly associated with health benefits. Compared with other respondents, perceived health benefits were higher among those who were satisfied with their relationships and were keeping in touch with their friends and relatives, whereas health benefits were lower among those who had experienced financial hardship. Those having high education (estimated mean [EM] 3.64 [SE 0.04]) or intermediate education (EM 3.62 [SE 0.04]) perceived more health benefits compared with those having low education (EM 3.48 [SE 0.04]). Other associations persisted after adding the ICT-related variables, whereas education did not remain significant after that. In model C, higher levels of access, skills, and extent of use were all associated with higher levels of perceived health benefits. R² of model C was .16.

Table 2. Association of explanatory factors with perceived health benefits (analysis of covariance, n=4495).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model A</th>
<th></th>
<th>Model B</th>
<th></th>
<th>Model C</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F score (df)</td>
<td>P value</td>
<td>F score (df)</td>
<td>P value</td>
<td>F score (df)</td>
<td>P value</td>
</tr>
<tr>
<td>Gender</td>
<td>0.84 (1)</td>
<td>.36</td>
<td>1.06 (1)</td>
<td>.30</td>
<td>2.61 (1)</td>
<td>.11</td>
</tr>
<tr>
<td>Age</td>
<td>37.93 (1)</td>
<td>&lt;.001</td>
<td>11.48 (1)</td>
<td>.001</td>
<td>1.70 (1)</td>
<td>.19</td>
</tr>
<tr>
<td>Urbanization</td>
<td>1.09 (2)</td>
<td>.34</td>
<td>1.11 (2)</td>
<td>.33</td>
<td>1.79 (2)</td>
<td>.17</td>
</tr>
<tr>
<td>Self-rated health</td>
<td>53.33 (1)</td>
<td>&lt;.001</td>
<td>16.24 (1)</td>
<td>&lt;.001</td>
<td>1.94 (1)</td>
<td>.001</td>
</tr>
<tr>
<td>Education</td>
<td>—</td>
<td>—</td>
<td>1.70 (2)</td>
<td>&lt;.001</td>
<td>2.74 (2)</td>
<td>.07</td>
</tr>
<tr>
<td>Financial hardship</td>
<td>—</td>
<td>—</td>
<td>5.97 (1)</td>
<td>.02</td>
<td>6.17 (1)</td>
<td>.01</td>
</tr>
<tr>
<td>Labor market position</td>
<td>—</td>
<td>—</td>
<td>1.02 (5)</td>
<td>.40</td>
<td>0.77 (5)</td>
<td>.57</td>
</tr>
<tr>
<td>Living alone</td>
<td>—</td>
<td>—</td>
<td>0.00 (1)</td>
<td>.97</td>
<td>0.37 (1)</td>
<td>.54</td>
</tr>
<tr>
<td>Voting</td>
<td>—</td>
<td>—</td>
<td>3.06 (1)</td>
<td>.08</td>
<td>8.15 (1)</td>
<td>.004</td>
</tr>
<tr>
<td>Relationships</td>
<td>—</td>
<td>—</td>
<td>8.52 (1)</td>
<td>.004</td>
<td>6.75 (1)</td>
<td>.009</td>
</tr>
<tr>
<td>Keeping in touch</td>
<td>—</td>
<td>—</td>
<td>17.91 (1)</td>
<td>&lt;.001</td>
<td>9.27 (1)</td>
<td>.002</td>
</tr>
<tr>
<td>Access</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>51.43 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Skills</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>109.76 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Extent of use</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>43.02 (1)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Perceived Economic Benefits

Table 3 shows the results regarding perceived economic benefits. In model A, age, degree of urbanization, and health status were significantly associated with perceived economic benefits. Older respondents and those with poor health perceived fewer economic benefits compared with their counterparts. Those living in urban areas perceived more economic benefits (EM 4.1 [SE 0.02]) than those living in semiurban (EM 3.9 [SE 0.04]) or rural areas (EM 4.0 [SE 0.04]). The association of benefits with health remained significant after all adjustments, whereas the association with age attenuated to nonsignificant after model B adjustments and with urbanization after adding ICT-related variables. In model B, education, financial hardship, and keeping in touch with friends and relatives were all significantly associated with perceived economic benefits. Those having high (EM 3.94 [SE 0.05]) or intermediate (EM 3.96 [SE 0.04]) education perceived more economic benefits compared with those having low education (EM 3.83 [SE 0.04]). Perceived economic benefits were higher among those who were keeping in touch with their friends and relatives and lower among those who had experienced financial hardship. The associations of economic benefits with financial hardship and keeping in touch with friends and relatives remained significant in all analyses, whereas the association with education attenuated to nonsignificant after adjusting for ICT-related variables. In model C, higher levels of access, skills, and extent of use were all associated with higher levels of perceived economic benefits. R² of model C was .14.
Table 3. The association of explanatory factors with perceived economic benefits (analysis of covariance, n=4495).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model A F score (df)</th>
<th>P value</th>
<th>Model B F score (df)</th>
<th>P value</th>
<th>Model C F score (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>0.90 (1)</td>
<td>.34</td>
<td>0.95 (1)</td>
<td>.33</td>
<td>0.05 (1)</td>
<td>.82</td>
</tr>
<tr>
<td>Age</td>
<td>17.37 (1)</td>
<td>&lt;.001</td>
<td>0.54 (1)</td>
<td>.46</td>
<td>2.10 (1)</td>
<td>.15</td>
</tr>
<tr>
<td>Urbanization</td>
<td>4.13 (2)</td>
<td>.02</td>
<td>3.74 (2)</td>
<td>.02</td>
<td>2.57 (2)</td>
<td>.08</td>
</tr>
<tr>
<td>Self-rated health</td>
<td>51.42 (1)</td>
<td>&lt;.001</td>
<td>11.65 (1)</td>
<td>.001</td>
<td>8.07 (1)</td>
<td>.005</td>
</tr>
<tr>
<td>Education</td>
<td>—</td>
<td>—</td>
<td>7.67 (2)</td>
<td>&lt;.001</td>
<td>1.93 (2)</td>
<td>.15</td>
</tr>
<tr>
<td>Financial hardship</td>
<td>—</td>
<td>—</td>
<td>9.85 (1)</td>
<td>.002</td>
<td>9.64 (1)</td>
<td>.002</td>
</tr>
<tr>
<td>Labor market position</td>
<td>—</td>
<td>—</td>
<td>2.00 (5)</td>
<td>.08</td>
<td>0.87 (5)</td>
<td>.50</td>
</tr>
<tr>
<td>Living alone</td>
<td>—</td>
<td>—</td>
<td>1.01 (1)</td>
<td>.32</td>
<td>0.04 (1)</td>
<td>.84</td>
</tr>
<tr>
<td>Voting</td>
<td>—</td>
<td>—</td>
<td>0.07 (1)</td>
<td>.79</td>
<td>2.21 (1)</td>
<td>.14</td>
</tr>
<tr>
<td>Relationships</td>
<td>—</td>
<td>—</td>
<td>0.59 (1)</td>
<td>.44</td>
<td>0.48 (1)</td>
<td>.49</td>
</tr>
<tr>
<td>Keeping in touch</td>
<td>—</td>
<td>—</td>
<td>15.39 (1)</td>
<td>&lt;.001</td>
<td>6.84 (1)</td>
<td>.009</td>
</tr>
<tr>
<td>Access</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>58.32 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Skills</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>93.14 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Extent of use</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>54.10 (1)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Perceived Collaboration Benefits

Table 4 shows the results regarding perceived collaboration benefits. In model A, age and health status were significantly associated with collaboration benefits. Older respondents and those with poor self-rated health perceived fewer collaboration benefits. The association between health and perceived collaboration benefits remained significant after all adjustments, whereas the association with age attenuated to nonsignificant after adjusting for ICT-related variables. In model B, satisfaction with relationships and keeping in touch with friends and relatives were both significantly associated with collaboration benefits. Perceived collaboration benefits were higher among those who were satisfied with their relationships and those who were keeping in touch with their friends and relatives. These associations remained significant even after adjusting for ICT-related variables. In model C, higher levels of access, skills, and extent of use were all associated with higher levels of perceived collaboration benefits. $R^2$ of model C was .15.

Table 4. The association of explanatory factors with perceived collaboration benefits (analysis of covariance, n=4495).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model A F score (df)</th>
<th>P value</th>
<th>Model B F score (df)</th>
<th>P value</th>
<th>Model C F score (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>0.20 (1)</td>
<td>.65</td>
<td>0.00 (1)</td>
<td>.99</td>
<td>0.38 (1)</td>
<td>.54</td>
</tr>
<tr>
<td>Age</td>
<td>24.46 (1)</td>
<td>&lt;.001</td>
<td>4.55 (1)</td>
<td>.03</td>
<td>0.00 (1)</td>
<td>.99</td>
</tr>
<tr>
<td>Urbanization</td>
<td>2.63 (2)</td>
<td>.07</td>
<td>3.04 (2)</td>
<td>.048</td>
<td>3.29 (2)</td>
<td>.04</td>
</tr>
<tr>
<td>Self-rated health</td>
<td>48.81 (1)</td>
<td>&lt;.001</td>
<td>14.48 (1)</td>
<td>&lt;.001</td>
<td>1.26 (1)</td>
<td>.001</td>
</tr>
<tr>
<td>Education</td>
<td>—</td>
<td>—</td>
<td>2.10 (2)</td>
<td>.12</td>
<td>0.54 (2)</td>
<td>.58</td>
</tr>
<tr>
<td>Financial hardship</td>
<td>—</td>
<td>—</td>
<td>2.46 (1)</td>
<td>.12</td>
<td>2.23 (1)</td>
<td>.14</td>
</tr>
<tr>
<td>Labor market position</td>
<td>—</td>
<td>—</td>
<td>0.57 (5)</td>
<td>.72</td>
<td>0.30 (5)</td>
<td>.91</td>
</tr>
<tr>
<td>Living alone</td>
<td>—</td>
<td>—</td>
<td>1.78 (1)</td>
<td>.18</td>
<td>0.46 (1)</td>
<td>.50</td>
</tr>
<tr>
<td>Voting</td>
<td>—</td>
<td>—</td>
<td>1.73 (1)</td>
<td>.19</td>
<td>5.43 (1)</td>
<td>.02</td>
</tr>
<tr>
<td>Relationships</td>
<td>—</td>
<td>—</td>
<td>7.68 (1)</td>
<td>.006</td>
<td>6.86 (1)</td>
<td>.009</td>
</tr>
<tr>
<td>Keeping in touch</td>
<td>—</td>
<td>—</td>
<td>25.71 (1)</td>
<td>&lt;.001</td>
<td>15.05 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Access</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>56.14 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Skills</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>111.77 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Extent of use</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>38.90 (1)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Additional Analyses
Given that ICT-related variables attenuated the association of age, education, and urbanization to nonsignificant, we additionally examined the associations between these variables and access, skills, and extent of use in separate analyses of variance. All associations were statistically highly significant. Older respondents reported lower levels of access ($F_1=842.8, P<.001$), skills ($F_1=1069.5, P<.001$), and extent of use ($F_1=266.2, P<.001$) compared with younger respondents. Those who were living in urban areas reported higher levels of access ($F_2=37.2, P<.001$), skills ($F_2=35.7, P<.001$), and extent of use ($F_2=29.9, P<.001$) compared with those living in semiurban or rural areas. Those with a low education level reported lower levels of access ($F_2=47.5, P<.001$), skills ($F_2=39.4, P<.001$), and extent of use ($F_2=36.1, P<.001$) compared with those having intermediate or high education.

Discussion

Principal Findings
This study examined the associations of demographics, health, socioeconomic position, social participation, and ICT variables with perceived benefits of using online services. We found that access to online services, ICT skills, and extent of use were consistent factors associated with all examined benefits (ie, with perceived health, economic, and collaboration benefits). ICT skills seemed to be the most important factor. Moreover, self-rated poor health was consistently associated with lower levels of perceptions of each of the benefits examined. Experienced financial hardship seemed to be the most important indicator of socioeconomic position, given that poor people who reported having being forced to bargain for basic needs such as food, medication, or physician visits due to financial constraints perceived fewer health and economic benefits from online services. Dimensions of social participation were also highly relevant to perceived benefits. Those who were keeping in touch with their friends and relatives at least once a week perceived online services beneficial regarding all dimensions examined. Those who were satisfied with their relationships reported higher levels of health and collaboration benefits compared with other respondents.

Older respondents perceived less of each of the benefits examined, but this seemed to be at least partly explained by their lower access to online services, poorer skills when using these services, and lower extent of use. Those living in urban areas perceived more economic benefits than others, but this seemed to be at least partly explained by their higher access, skills, and use. Gender was unrelated to perceived benefits.

In addition to experienced financial hardship, there were also significant associations of other dimensions of socioeconomic position with the examined benefits. Those with a low level of education perceived lower levels of health and economic benefits. However, these significant associations also attenuated to nonsignificant after adjusting for ICT variables suggesting that the effects of education on perceived benefits from online services may also be largely explained by low access, poor skills, and low use among those with a lower level of education.

Comparison With Previous Results
This study showed the importance of ICT access, skills, and the extent of use for perceived benefits of online services. Previous studies have mainly focused on the determinants of these variables but not on their role for the outcomes such as perceived benefits [9,23]. Access and digital skills have been identified as being vital for the success of personal health record use and for ensuring that the records will not become limited to those who are already linked to the internet with high levels of health literacy and computer skills [24]. Internet use has previously been associated with economic, social, and institutional benefits [5]. Access and skills have also been associated with the adoption, engagement, and sustained use of patient portals [25-27].

Our findings suggest that people with economic disadvantage, poor health, and a low level of participation see fewer benefits from online services even when differences in access, skills, and use are accounted for. This corresponds to a previous finding showing that those with below-average earnings gained fewer economic benefits from the internet use than those with average earnings [5]. It is possible that people from these disadvantaged groups need more personal and individually tailored health and social services, which evokes an urge for getting services provided in an interpersonal encounter. Online services may be more suited for providing care for uncomplicated problems in a standardized manner and prevention of health or welfare problems. The health and welfare problems of disadvantaged groups may tend to be more complex, including multimorbidity, and potentially include social problems. Thus, they may require multisectoral and multidisciplinary services and simultaneous, coordinated action of different professionals.

Our results suggest that older people experience fewer benefits from online services, but this association is partly due to their lower levels of access, poorer skills, and lower use of online services. Previous studies have mainly focused on use and found mixed results [8,9]. One finding suggests that the young benefit more from internet use than older people [5], but another study had opposite findings [10]. Skills and access were not adjusted for in these studies, however, and our results suggest that they are of importance. For example, in Italy researchers found that a substantial proportion of those aged 50 years or older were not digitally skilled [28]. Because skills seem to be crucial for older people to benefit from online services, training should be provided for them [29]. A study found that older people were satisfied with ICT training that included working in couples, practicing with the device, choosing what to learn, and practicing material that facilitates communication and learning [30].

Differences in education level could be partly explained by differential access, skills, and use. Previously, lower education has been found to be associated with fewer benefits from internet use [5,10] and lower use of governmental e-services [8]. Computer nonusers have been found to have less education, higher unemployment, lower annual income, and poorer health and be less likely to have memberships in community organizations or perform volunteer work than their counterparts [9].
Previous studies have found mixed results regarding findings related to urbanization level. Rural participants are less likely to have regular access to the internet or manage personal health information online and email health care providers in the United States. However, it has been found that rural patients engage digital rehabilitation means more than urban patients. In Sweden, primary care choice reform in 2010 seemed to have negative effects on geographic equity; the effects do not appear to be very large but they concern some indicators of socioeconomically less advantaged areas. The introduction of electronic online services may face special challenges in rural areas. It has been suggested that rural online service implementation only leads to sustainable adoption (ie, it sticks) when the implementation carefully considers and aligns the content (the clicks), the preexisting structures in the context (the bricks), and the interventions in the implementation process (the tricks).

Our findings that gender was unrelated to experienced benefits are supported by an earlier study from the Netherlands, where there were no gender differences related to who benefits from internet use. Correspondingly, in Finland there were no gender differences in the use of governmental online services.

Deursen and Helsper suggested that economic benefits of digital services are related to economic resources such as education, whereas social benefits are more related to social resources. Our findings give only partial support to this, given that satisfaction with relationships and keeping in touch with friends and relatives were associated with perceived collaboration benefits but also associated with other forms of benefits. Correspondingly, education was associated with economic benefits but also with health benefits and did not remain significant after adjusting for ICT variables. A previous study has found support for this idea showing that differences in economic outcomes were related to economic resources such as education and income, whereas differences in social outcomes were related to social resources such as marital status.

Strengths and Limitations
Previous studies have mainly focused on first-level digital divide or exclusion showing that demographics, health, socioeconomic position, and social participation are associated with the use of internet and online services. However, it has been suggested that shifting research focus from the first-level divide to the third-level divide and examining the benefits from online services and the inequalities in these outcomes is important. Research related to social determinants of benefits is especially lacking. Focusing on aspects of the third-level divide or exclusion and factors related to them is a strength of this study.

This study used a large random sample representative of the Finnish population. However, it relied on self-reported measures, which may lead to problems associated with an inflation of the strengths of associations and with common method variance. To minimize problems with self-reports, we used measures that showed good reliability. Our study was cross-sectional, thus we cannot draw any conclusions about causality. Moreover, although we controlled for many factors, we cannot rule out the possibility of residual confounding. In addition, there are many possible determinants affecting the use and benefits of online services that we did not examine. For example, we did not examine attitudes toward ICT and motivation to use it, satisfaction with care provider, or personality. Future studies should examine these factors and the different types of health internet users (ie, a recent study found 6 different types: learners, pragmatists, skeptics, worriers, delegators, and digitals).

Finland is among the forerunners in the digitalization of health care and social welfare services: the national digital Kanta services are unique in the world, and tax-financed universal health care is provided for all residents. Therefore, generalizing our findings to countries with other types of health care systems or online services should be done with caution.

In our sample the respondents were older, had more education, and were more often women than the eligible population. One reason for this was that we used double picking probability for those 75 years of age or older to guarantee a sufficient group size for older people, given that they are an important group suggested to be at risk of digital divide and exclusion. To tackle possibly biased results, we used inverse probability weighting based on age, gender, marital status, education level, living region, and degree of urbanization of the residential municipality.

Conclusions
Our findings suggest that access to electronic online services, skills to use them, and the extent of use play crucial roles in perceiving benefits from these services. Skills seem to be the most central element. Moreover, health, financial hardship, and participation-related variables seem to be important as well. Thus, it seems that there is a significant risk of digital exclusion among economically disadvantaged people, those with poor health, and those who are socially isolated. In times when services are increasingly provided by electronic means, this digital divide may predispose people who do not perceive benefit from online services to be excluded from those services.

To ensure that the population, particularly those who are older, in poor health, socially isolated, of low socioeconomic position, can equally benefit from online health services, access, skills, and possibilities to use these services must be provided. These groups are at the highest risk of digital exclusion and have the highest need for health and social welfare services. Promoting use would also increase benefits for organizations by enabling more users for online services.

Providing services online has the potential to widen social and health inequalities among the population. Widespread expansion calls for rigorous consideration of interventions aimed at tackling the negative effects that can arise from providing health and social care services online and promoting equal opportunities and capabilities among the population. In accordance with Öberg et al, targeting training toward vulnerable groups such as senior citizens and people with poor health, lower levels of education, or social isolation may help to ensure that online health services are accessible and can reach a wide population and improve client involvement in their own care. Moreover, organizations should consider offering...
instruction and support services to improve patient engagement [29].
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Abstract

Background: No study has comprehensively investigated the association between the usage of typical screen-based electronic media devices and sleep quality in a Chinese population with individuals in a wide range of ages.

Objective: This study aimed to understand the characteristics of television (TV) viewing, computer usage, and mobile phone usage in a representative Chinese population in Macau and to examine their roles in predicting the variations in sleep quality.

Methods: This cross-sectional study was an analysis of 1500 Macau residents aged 15 to 90 years based on a community-based health needs assessment study entitled, “Healthy Living, Longer Lives.” Data collection was conducted in 7 districts of Macau from 2017 to 2018 through face-to-face interviews. The durations of daily TV viewing, computer usage, and mobile phone usage were recorded in a self-administered questionnaire. The Chinese version of the Pittsburgh Sleep Quality Index (PSQI) was used to assess the sleep quality.

Results: The prevalence of TV, computer, and mobile phone usage was 78.4% (1176/1500), 51.6% (769/1490), and 85.5% (1276/1492), respectively. The average daily hours of usage were 1.75 (1.62), 1.53 (2.26), and 2.85 (2.47) hours, respectively. Females spent more time watching TV (P=.03) and using mobile phones (P=.02) and less time on the computer (P=.04) as compared to males. Older adults were more likely to watch TV while young people spent more time using the computer and mobile phones (P for all trends<.001). The mean PSQI global score was 4.79 (2.80) among the participants. Females exhibited significantly higher PSQI scores than males (5.04 vs 4.49, respectively; P<.001). No linear association was observed between the PSQI score and the amount of time spent on the 3 electronic devices (P=.58 for PSQI-TV, P=.05 for PSQI-computer, and P=.52 for PSQI-mobile phone). Curve estimation showed significant quadratic curvilinear associations in PSQI-TV (P=.003) and PSQI-computer (P<.001) among all the participants and in PSQI-mobile phone among youths (age, 15-24 years; P=.04). After adjustment of the gender, age, body mass index, demographics, and lifestyle factors, more than 3 hours of TV viewing and 4 hours of computer usage or mobile phone usage was associated with 85% (95% CI 1.04-1.87; P=.008), 72% (95% CI 1.01-2.92; P=.045), and 53% (95% CI 1.06-2.22; P=.03) greater odds of having poor sleep quality (PSQI score>5), respectively.

Conclusions: The mobile phone was the most popular screen-based electronic device used in the Macau population, especially among young people. “J” shape associations were observed between sleep quality and the duration of TV viewing, computer usage, and mobile phone usage, indicating that the extreme use of screen-based electronic devices predicted poorer sleep status, whereas moderate use would be acceptable.
Introduction

The use of screen-based electronic media devices such as computers, televisions (TVs), mobile phones, video games, and other screen-based products have become an integral part of our lives and has continued to increase sharply in the past decade [1,2]. For example, about 80% of the population use smartphones and about 90% of the population watch TV in the United States of America, the United Kingdom, Mainland China, and Hong Kong [2]. However, the pervasive use of screen-based electronic media devices is a likely contributor to widespread sleep problems [3].

Numerous studies across the countries have suggested that prolonged daily use of screen-based electronic devices lead to negative sleep outcomes, including decreased sleep duration, reduced sleep efficiency, increased daytime sleepiness, and sleep disturbances [1,4,5]. A recent systematic review showed that in over 90% of the studies, increased screen-based media consumption by children and adolescents (age, 5-17 years) was associated with a reduction in total sleep duration [3]. Another systematic review of 67 studies in school-aged youth and teenagers found that screen time was associated adversely with sleep health through delayed bedtimes and reduced sleep duration [6]. Regarding the Chinese population, a cross-sectional study on adolescents in Hong Kong showed that prolonged mobile phone use was significantly related to daytime sleepiness, decreased sleep duration, and poor sleep quality [7]. Similar sleep problems were reported among the residents of Macau, which is another special administrative region of China. Nearly 40% of the adults in Macau reported at least one type of sleep disturbance [8]. We believe that most residents of Macau use electronic media devices because the cultural customs and lifestyle of Macau are similar to those of Hong Kong. However, no study has examined the role of screen-based electronic device usage in the development of sleep problems in Macau.

The majority of the previous studies focused on a special age group—in particular, the age groups of children and adolescents [1,3,9-12]. Very few studies have targeted a population of a wide age range. Youths are not the only age group that use screen-based electronic devices. The different pattern of use in adulthood may reflect a different sleep health profile. For example, adults may seek compensatory sleep when spending too much time on screen-based media devices, and thus, media use is associated with sleep onset latency but not tiredness [13]. Many of the previous studies focused only on 1 or 2 screen-based electronic devices [3,10,14,15]. It is also not known whether the same pattern of sleep problems occurs with the usage of different screen-based electronic media devices [1]. In fact, the trend in the modern society is the simultaneous use of multiple screen-based electronic devices and thus, a comprehensive investigation of several screen-based electronic media devices may help us to better understand the overall situation [6].

We conducted this study with the following aims: (1) describe the usage of 3 major screen-based electronic media devices (TV, computer, and mobile phone) and the sleep quality in a representative Chinese population in Macau, (2) examine the patterns of the associations between electronic device usage and sleep quality, and (3) explore how the usage of electronic devices predicts poor sleep status.

Methods

Data Source and Study Design

This study is a report of the partial data from a project named “Healthy life, longer lives (HLLL),” which was conducted from 2017 to 2018 in Macau. HLLL is a health needs assessment study of the Macau civilian, noninstitutionalized population. It was designed to assess the lifestyle behaviors of Macau residents in terms of their dietary habits, sleep patterns, physical activity, electronic device usage, smoking habits, drinking habits, and health information seeking behaviors, and to identify the barriers for a healthy lifestyle in vulnerable groups. The ethical approval for the study was obtained from the Human Research Committee of Hong Kong Polytechnic University (HSEARS20180516001), the Macau Polytechnic Institution (07/PSC/ESS/2017), and the Kiang Wu Nursing College of Macau (REC–2017.3). All participants signed informed consent forms.

Participants and Sampling Method

The inclusion criteria of the participants were (1) aged 15 years or above, (2) can read and write Chinese and speak Cantonese or Putonghua, which are the dialects commonly used in the city, and (3) residing in one of the 7 parishes in Macau. The exclusion criteria were (1) nonpermanent residents, (2) unable to communicate owing to psychological or physical illness, and (3) cannot provide written informed consent.

A multiple-stage sampling frame according to gender and age was adopted to recruit the participants. First, the number of the needed participants in each age group (age [years]: 15-17, 18-24, 25-34, 35-44, 45-54, 55-64, and 65+) was determined by referring to the distribution of age and gender in the census data of the Macau population [16]. Second, several recruitment strategies were adopted to approach potential participants in each age group. Thirty baccalaureate nursing students from 2 tertiary education institutions in Macau and living in different parishes of Macau were trained for recruitment and data collection. They went to their living districts and the nearby housing districts to recruit participants. They were also asked to invite 1-3 friends or relatives that belonged to the same age groups but with different education levels to participate in the study. To recruit enough adolescents (age, 15-17 years) and older adults (aged 65 years or above), the trained students also went to the public-funded health care and social service centers for adolescents and older adults for recruitment. To ensure the representativeness of the sample, only 1 eligible person in 1 household was considered as a valid participant. To avoid
duplication, we asked the participants to provide the last 3 numbers of their Macau national identification numbers. These Macau identification numbers were stored in a separate data set and the numbers were checked thoroughly, and we did not find any duplicate cases. Upon successful contact with the target person and after obtaining written informed consent, the self-administered questionnaire was given to the participants to complete. If he/she could not read the questionnaire (eg, older adults), the student assistants conducted a face-to-face interview thereafter. According to the feedback from the student assistants, only a small number of older persons aged 75 years and above completed the questionnaires by interview, accounting to less than 1% of the whole sample.

**Measures**

**Screen-Based Electronic Media Device Usage**

The screen-based electronic devices analyzed in this study were the TV, computer, and mobile phone, as these are the 3 most frequently used screen-based electronic media devices. Respondents were asked how many days they spent watching TV or using a computer and mobile phone in 1 week and the duration they spent on TV viewing and computer and mobile phone usage on a typical day (minutes or hours/day). Minutes were converted to hours and recorded to the nearest 0.1 hours. The upper bounds of the duration of each electronic device usage was set as 16 hours, because we considered that one person might spend 8 hours for sleep and for other things in a day. The total number of hours spent on the 3 electronic devices in 1 day should not be beyond 24 hours. The student assistants corrected the answers with the participants after receiving the questionnaires to avoid any unreasonable value. The average time reported for using each electronic device every day was calculated by dividing the sum of the hours spent on these devices in 1 week divided by 7 (ie, 7 days in a week).

**Sleep Quality**

The Chinese version of the Pittsburgh Sleep Quality Index (PSQI) [17,18] was used to measure the sleep quality. The PSQI has 7 components, namely, (1) sleep duration, (2) sleep disturbance, (3) sleep latency, (4) daytime dysfunction due to sleepiness, (5) sleep efficiency, (6) overall sleep quality, and (7) sleep medication. The scale consists of 19 items, and each item is scored from 0 to 3. The PSQI global score was calculated from the 7 component scores. The score ranges from 0 to 21. Higher PSQI global score indicates poorer subjective sleep quality. The Chinese version of PSQI has been identified with good reliability ($r=0.82-0.83$) [17]. A global PSQI score $>5$ is considered as poor sleep quality with a sensitivity of 98% and a specificity of 55% [17], indicating good performance when the PSQI is used in the Chinese population.

**Demographics and Anthropometric Measures**

Information on the following demographic characteristics were solicited: gender (male or female), age (years), and age groups (age [years]: 15-17, 18-24, 25-34, 35-44, 45-54, 55-64, and 65+), living region (7 parishes of Macau), employment status (ie, employed, retired, student, housewife, unable to work, unemployed), marital status (ie, never married, married, divorced, widowed, others), education level (ie, primary or below, secondary, tertiary or above), and monthly household income (in MOP, conversion rate: 1MOP=US $0.125). Participants reported their weights and heights by kilogram and centimeters, respectively. Body mass index (BMI) was calculated as weight in kilograms divided by the square of height in meters. Participants were categorized as underweight (BMI <18.5 kg/m$^2$), normal weight (18.5 kg/m$^2$ $\leq$ BMI $<23.0$ kg/m$^2$), overweight (23.0 kg/m$^2$ $\leq$ BMI $<25.0$ kg/m$^2$), and obese (BMI $\geq$25.0 kg/m$^2$) according to the World Health Organization (WHO) standard for Asian populations [19]. The former 3 categories were designated as nonobese (BMI $<25.0$ kg/m$^2$) in some analyses to compare with the obese group (BMI $\geq$25.0 kg/m$^2$).

**Other Covariates**

The following lifestyle factors were considered as potential covariates and measured in the questionnaire: physical activity (insufficient/sufficient according to WHO standards), smoking (currently smoking or not), drinking (currently drinking or not), and unhealthy eating habits in terms of remaining hungry (eg, delaying or skipping meal), dieting (eg, weight losing, fasting), and overeating. The eating habits were measured using the 5-point Likert scale ranging from Never (1), Occasionally (2), Sometimes (3), Frequently (4), to Always (5).

**Statistical Analysis**

The basic characteristics of the participants were described by the mean and SD for the continuous variables and by count and percentage for the categorical variables. To describe the usage of the device and the sleep quality, the duration of usage (hours), status of usage (yes/no), global score of the PSQI, and poor sleep status were presented by mean (SD) or frequency (n [%]) where appropriate. The device usage and sleep quality according to the different demographical groups were analyzed using one-way analysis of variance (ANOVA) or independent t-test for the continuous variables and chi-square test for the categorical variables. The mean sleep duration (hours) and the average 7 component scores of the PSQI were presented and compared with gender and age groups by ANOVA. To examine the association between screen-based electronic device usage and sleep quality, the average number of hours spent in using electronic devices were categorized into different strata and ANOVA was used to compare the differences in the PSQI scores among the groups. Both linear and curve estimation models were performed to demonstrate the nature of the association between using electronic devices and sleep quality. Binary logistic regression analysis was adopted to determine the predictive role of the electronic device usage on poor sleep status. The dependent variable was poor sleep quality (PSQI score $>5$). Odds ratios (ORs) and 95% CIs for having poor sleep quality according to different durations of using the computer, mobile phone, and TV were calculated accordingly. SPSS 25.0 software (IBM Corp) was used in all data analyses and the significance level was considered as .05.
Results

General Characteristics of the Participants

A total of 1500 participants were recruited between 2017 and 2018. The mean age of the females was 39.1 years and that of males was 39.3 years. The 4 age groups were as follows: youth (15-24 years), young adults (25-44 years), middle-aged adults (45-64 years), and older adults (65 or above). The proportions of the 4 age groups were as follows: youth, 14.1% (212/1500); young adults, 35.4% (531/1500); middle-aged adults, 37.4% (561/1500); and older adults, 13.1% (196/1500). The majority of the participants were employed (1030/1473, 70.0%), had secondary or above education level (1206/1489, 81.0%), and were married or they had a partner (899/1487, 60.5%). Females had lower monthly household income than males ($P$ < .001). Males were more likely to be overweight or obese than females (289/667, 43.3% vs 269/805, 33.4% respectively; $P$ < .001). The mean BMIs of the males and females were 22.8 kg/m$^2$ and 22.0 kg/m$^2$, respectively ($P$ < .001). Most participants did not have drinking and smoking habits, but the number of male drinkers was higher than that of female drinkers (221/675, 32.7% vs 152/821, 18.5%, respectively; $P$ < .001). The number of male smokers was higher than that of the female smokers (97/673, 14.4% vs 23/821, 2.8%, respectively; $P$ < .001). Around half of the male population (332/669, 49.6%) had enough physical activity while only 35.7% (286/801) of the female population was involved in any physical activity. Over half of the participants reported that they had at least one unhealthy eating habit, and males showed a higher percentage of unhealthy eating habits than females (401/669, 59.9% vs 420/819, 51.3%, respectively; $P$ < .001). The basic characteristics of the participants according to gender are shown in Table 1.
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<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Males</th>
<th>Females</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>39.3 (17.5)</td>
<td>39.1 (16.8)</td>
</tr>
<tr>
<td>Length of stay in Macau (years), mean (SD)²</td>
<td>36.4 (15.8)</td>
<td>33.1 (15.2)</td>
</tr>
<tr>
<td>BMI, mean (SD)²</td>
<td>22.8 (3.1)</td>
<td>22.0 (3.3)</td>
</tr>
<tr>
<td>Age group (years), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Youth (15-24)</td>
<td>102 (15.1)</td>
<td>110 (13.3)</td>
</tr>
<tr>
<td>Young adults (25-44)</td>
<td>240 (35.5)</td>
<td>291 (35.3)</td>
</tr>
<tr>
<td>Middle-aged adults (45-64)</td>
<td>241 (35.7)</td>
<td>320 (38.8)</td>
</tr>
<tr>
<td>Older adults (≥65)</td>
<td>93 (13.8)</td>
<td>103 (12.5)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single/Divorced/Separated</td>
<td>261 (38.7)</td>
<td>327 (40.3)</td>
</tr>
<tr>
<td>Married/with partner</td>
<td>414 (61.3)</td>
<td>485 (59.7)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary or lower</td>
<td>125 (18.5)</td>
<td>158 (19.4)</td>
</tr>
<tr>
<td>Secondary</td>
<td>334 (49.6)</td>
<td>428 (52.5)</td>
</tr>
<tr>
<td>Tertiary or higher</td>
<td>215 (31.9)</td>
<td>229 (28.1)</td>
</tr>
<tr>
<td>Employment status, n (%)²</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>468 (70.5)</td>
<td>562 (69.5)</td>
</tr>
<tr>
<td>Retired</td>
<td>82 (12.3)</td>
<td>90 (11.1)</td>
</tr>
<tr>
<td>Student</td>
<td>73 (11.0)</td>
<td>69 (8.5)</td>
</tr>
<tr>
<td>Others (housewife, unable to work, unemployed)</td>
<td>41 (6.2)</td>
<td>88 (10.9)</td>
</tr>
<tr>
<td>Monthly household income (MOP)b, n (%)f</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤MOP $9999</td>
<td>26 (3.9)</td>
<td>83 (10.2)</td>
</tr>
<tr>
<td>MOP $10,000-MOP $29,999</td>
<td>275 (40.9)</td>
<td>349 (42.8)</td>
</tr>
<tr>
<td>MOP $30,000-MOP $59,999</td>
<td>196 (29.2)</td>
<td>217 (26.6)</td>
</tr>
<tr>
<td>≥MOP $60,000</td>
<td>66 (9.8)</td>
<td>49 (6.0)</td>
</tr>
<tr>
<td>Unknown</td>
<td>109 (16.2)</td>
<td>117 (14.4)</td>
</tr>
<tr>
<td>BMI, n (%)f</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight (≤18.5 kg/m²)</td>
<td>38 (5.7)</td>
<td>100 (12.4)</td>
</tr>
<tr>
<td>Normal (18.6-22.9 kg/m²)</td>
<td>340 (51.0)</td>
<td>436 (54.2)</td>
</tr>
<tr>
<td>Overweight (23-24.9 kg/m²)</td>
<td>159 (23.8)</td>
<td>132 (16.4)</td>
</tr>
<tr>
<td>Obese (≥25 kg/m²)</td>
<td>130 (19.5)</td>
<td>137 (17.0)</td>
</tr>
<tr>
<td>Lifestyle behaviors, n (%)f</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sufficient physical activityd</td>
<td>332 (49.6)</td>
<td>286 (35.7)</td>
</tr>
<tr>
<td>Unhealthy eating habits²</td>
<td>401 (59.9)</td>
<td>420 (51.3)</td>
</tr>
<tr>
<td>Drinking</td>
<td>221 (32.7)</td>
<td>152 (18.5)</td>
</tr>
<tr>
<td>Smoking</td>
<td>97 (14.4)</td>
<td>23 (2.8)</td>
</tr>
</tbody>
</table>

aP<.001.
bMOP: Macau Pataca; 1MOP = US $0.125.
cP<.001.
dAccording to WHO (2018), sufficient physical activity means doing at least 150 minutes of moderate-intensity aerobic physical activity or at least 75
Screen-Based Electronic Media Device Usage Among Participants

Among the 1500 participants, the prevalence of watching TV and using computer and mobile phones was 78.4% (1176/1500), 51.6% (769/1490), and 85.5% (1276/1492), respectively. Multimedia Appendix 1 shows the duration of screen-based electronic device usage and sleep quality according to the demographics and lifestyle factors of the participants. The average number of daily hours of watching TV, using a computer, and using a mobile phone was 1.75 (1.62) hours, 1.53 (2.26) hours, and 2.85 (2.47) hours, respectively. Females spent more time watching TV (P=.03) and using mobile phones (P=.02) and less time on computers (P=.04) than men. The use of the 3 electronic devices showed trends according to age, with older adults being more likely to watch TV and young people spending more time using computers and mobile phones (P for all trends<.001). The youth spent the longest time on computers and mobile phones at 2.7 hours and 4.4 hours, respectively. Participants who were couples, had lower educational level, were retired or unemployed, and had lower monthly household income had longer TV viewing times, whereas participants who were single, had a higher education level, who were students, and who were employed reported longer computer and mobile phone usage (P<.001). Significant differences were also observed across the different BMI groups. Obese people had longer TV viewing time (P=.04) but shorter computer usage (P=.008) and mobile phone usage (P<.001) as compared to the nonobese people. Regarding the common lifestyle factors, participants with enough physical activity (P=.01) and drinking habits (P=.003) spent shorter durations on TV viewing, while those who had unhealthy eating habits spent a longer time on TV viewing (P<.001) and shorter time on computer (P=.001) and mobile phone (P<.001) usage. The number and percentage of the users of the 3 electronic devices according to demographics and lifestyle factors is shown in Multimedia Appendix 2.

Sleep Quality of the Participants

The mean (SD) of the PSQI global score was 4.79 (2.80). Females had a significantly higher PSQI global score than males (5.04 vs 4.49; respectively; P<.001). The prevalence of poor sleeping quality in females was around 10% higher than that in males (308/794, 38.8% vs 181/642, 28.2%, respectively; P<.001). No statistically significant differences in the PSQI global scores were detected according to the age groups (P=.55), marital status (P=.22), education level (P=.07), and employment status (P=.06). The highest average PSQI global score was found in obese participants (5.36 (2.96); P<.001); 40.4% had poor sleep quality (P=.009). Those with unhealthy eating habits (P<.001), that is, remaining hungry, dieting, or overeating and smokers (P=.002) were more likely to have higher PSQI global scores. However, participants with different physical activity levels (P=.97) and drinking habits (P=.72) showed no significant difference in sleep quality (Multimedia Appendix 1). The sleep duration (hours) and the 7 component scores of the PSQI by gender and age groups are shown in Multimedia Appendix 3. Males had better subjective sleep quality (P=.007) and lower sleep disturbances (P=.01) and sleep latency (P<.001) than females. Youths had higher daytime dysfunction (P=.01) and sleep latency (P=.04) but lower sleep disturbances (P=.004) than older adults.

Associations Between Screen-Based Electronic Device Usage and PSQI Scores

The associations between electronic device usage and sleep quality were examined by first comparing the mean global scores of PSQI with the stratified duration of electronic device usage. The results are shown in Table 2. Significant differences were found among TV viewing strata and computer usage strata. Those with 1.5-2.5 hours of viewing (PSQI: 4.37; P<.001) and 2.0-2.4 hours computer usage (PSQI: 4.25; P=.009) had the lowest PSQI scores. However, no significant difference was observed between PSQI scores among the different age groups of mobile phone users (P=.23). No linear association was found between sleep quality and the duration of usage of all 3 electronic devices (P=.58 for PSQI-TV, P=.05 for PSQI-computer, and P=.52 for PSQI-mobile phone). Thus, we conducted the curve estimation and observed significant quadratic curvilinear associations of sleep quality with the durations of using TV (P=.003) and computer (P<.001) but not the mobile phone (P=.12). We further analyzed the association in each age group for the mobile phone usage and found a significant quadratic association between mobile phone use time and sleep quality among youths (P=.04). We further examined the model fitting through the scatterplot of residuals by fit values for the linear model and quadratic model, respectively. We found that these linear models would be inadequate because their coefficients did not make practical sense, and residuals were not independent of the fit values. The quadratic models did not have these problems, and hence we considered the quadratic models to be the more reasonable models that appropriately described the associations of sleep quality with TV viewing, computer usage, and mobile phone usage. The quadratic associations could be demonstrated using the following equations:

\[
\text{PSQI global score} = 5.033 - 0.268 \times \text{duration of TV viewing} + 0.040 \times \text{duration of TV viewing}^2
\]

\[
\text{PSQI global score} = 5.044 - 0.336 \times \text{duration of computer usage} + 0.036 \times \text{duration of computer usage}^2
\]

\[
\text{PSQI global score} = 4.644 - 0.013 \times \text{duration of smartphone usage} + 0.011 \times \text{duration of smartphone usage}^2 \quad \text{(age group 15-24 years)}
\]

The association looks like a “J” shape. Both the shorter and longer use of TV, computer, and mobile phone were associated with increased PSQI scores (Figure 1-3).
Table 2. Univariate analysis of the duration of electronic media device usage with sleep quality (PSQI<sup>a</sup> global score).

<table>
<thead>
<tr>
<th>Duration of device usage</th>
<th>Total (n)</th>
<th>PSQI global scores, mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Television&lt;sup&gt;b&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonuser</td>
<td>308</td>
<td>5.05 (2.88)</td>
<td></td>
</tr>
<tr>
<td>&lt;1.5 h</td>
<td>394</td>
<td>4.91 (2.79)</td>
<td></td>
</tr>
<tr>
<td>1.5-2.5 h</td>
<td>345</td>
<td>4.37 (2.53)</td>
<td></td>
</tr>
<tr>
<td>2.5-3 h</td>
<td>213</td>
<td>4.42 (2.96)</td>
<td></td>
</tr>
<tr>
<td>&gt;3 h</td>
<td>160</td>
<td>5.13 (2.89)</td>
<td></td>
</tr>
<tr>
<td><strong>Computer&lt;sup&gt;c&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td>.009</td>
</tr>
<tr>
<td>Nonuser</td>
<td>685</td>
<td>5.02 (2.91)</td>
<td></td>
</tr>
<tr>
<td>&lt;2 h</td>
<td>427</td>
<td>4.70 (2.69)</td>
<td></td>
</tr>
<tr>
<td>2-4 h</td>
<td>164</td>
<td>4.25 (2.66)</td>
<td></td>
</tr>
<tr>
<td>&gt;4 h</td>
<td>143</td>
<td>4.64 (2.60)</td>
<td></td>
</tr>
<tr>
<td><strong>Mobile phone&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td>.27</td>
</tr>
<tr>
<td>Nonuser</td>
<td>202</td>
<td>4.88 (2.82)</td>
<td></td>
</tr>
<tr>
<td>&lt;2 h</td>
<td>552</td>
<td>4.81 (2.74)</td>
<td></td>
</tr>
<tr>
<td>2-4 h</td>
<td>365</td>
<td>4.57 (2.80)</td>
<td></td>
</tr>
<tr>
<td>&gt;4 h</td>
<td>305</td>
<td>4.98 (2.87)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>PSQI: Pittsburgh Sleep Quality Index.

<sup>b</sup>No linear association; P=.58; quadratic: P=.003.

<sup>c</sup>No linear association; P=.05; quadratic: P<.001.

<sup>d</sup>No linear association; P=.52; not quadratic: P=.12.

Figure 1. Curve estimation of duration of TV viewing with PSQI global score. PSQI: Pittsburgh Sleep Quality Index; TV: television.
Figure 2. Curve estimation of duration of computer usage with PSQI global score. PSQI: Pittsburgh Sleep Quality Index.

Figure 3. Curve estimation of the duration of mobile phone usage with PSQI global score for the age group of 15-24 years. PSQI: Pittsburgh Sleep Quality Index.
Role of Screen-Based Electronic Device Usage in Predicting Poor Sleep Quality

According to the stratified analyses and curve estimations, the lowest PSQI score occurred in the participants with a moderate duration of using electronic devices. We thereby used 1.5-3 hours of TV viewing and 2-4 hours of computer and mobile phone usage as the reference groups. We conducted binary logistic regression for analyzing the association of poor sleep status with electronic device usage. As shown in Table 3, except for those using mobile phones less than 2 hours, all other groups showed statistically significant associations. The crude ORs ranged from 1.43 to 1.78. After adjustment for gender, age, BMI, demographics, and lifestyle factors, the strength of the associations was slightly changed but they still showed statistical significance. The OR of poor sleep quality was 38% (95% CI 1.03-1.84; \( P = .03 \)) and 85% (95% CI 1.18-2.91; \( P = .008 \)) in the <1.5-hours and >3-hours TV viewing groups, respectively. In the computer usage groups, the OR was 71% (95% CI 1.10-2.64; \( P = .02 \)) higher for <2-hours group and 72% (95% CI 1.01-2.92; \( P = .04 \)) higher for the >4-hours group. As for the mobile phone usage, the adjusted OR was 1.53 (95% CI 1.06-2.22; \( P = .02 \)) for the group with daily mobile phone use longer than 4 hours.

Table 3. Multiple logistic regression models for testing the association between the duration of daily electronic media device usage and poor sleep quality.

<table>
<thead>
<tr>
<th>Device, Usage group</th>
<th>Model 1(^a)</th>
<th>( OR^{d} ) (95% CI)</th>
<th>( P ) value</th>
<th>Model 2(^b)</th>
<th>( OR ) (95% CI)</th>
<th>( P ) value</th>
<th>Model 3(^c)</th>
<th>( OR ) (95% CI)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Television</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5-3 h</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1.38 (1.03-1.84)</td>
<td>.03</td>
<td>1.85 (1.18-2.91)</td>
<td>.008</td>
<td></td>
</tr>
<tr>
<td>&lt;1.5 h</td>
<td>1.55 (1.22-1.97)</td>
<td>&lt;.001</td>
<td>1.50 (1.15-1.94)</td>
<td>.003</td>
<td>1.89 (1.29-2.77)</td>
<td>.001</td>
<td>1.85 (1.18-2.91)</td>
<td>.008</td>
<td></td>
</tr>
<tr>
<td>&gt;3 h</td>
<td>1.78 (1.23-2.57)</td>
<td>.002</td>
<td>1.89 (1.29-2.77)</td>
<td>.001</td>
<td>1.85 (1.18-2.91)</td>
<td>.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Computer</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-4 h</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1.66 (1.12-2.46)</td>
<td>.01</td>
<td>1.74 (1.03-2.93)</td>
<td>.04</td>
<td>1.72 (1.01-2.92)</td>
</tr>
<tr>
<td>&lt;1 h</td>
<td>1.63 (1.12-2.37)</td>
<td>.01</td>
<td>1.66 (1.12-2.46)</td>
<td>.01</td>
<td>1.71 (1.10-2.64)</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;4 h</td>
<td>1.66 (1.02-2.72)</td>
<td>.04</td>
<td>1.74 (1.03-2.93)</td>
<td>.04</td>
<td>1.72 (1.01-2.92)</td>
<td>.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Mobile phone</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-4 h</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1.13 (0.86-1.47)</td>
<td>.39</td>
<td>1.15 (0.86-1.53)</td>
<td>.35</td>
<td>1.10 (0.80-1.52)</td>
</tr>
<tr>
<td>&lt;1 h</td>
<td>1.43 (1.04-1.96)</td>
<td>.03</td>
<td>1.45 (1.05-2.01)</td>
<td>.03</td>
<td>1.53 (1.06-2.22)</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;4 h</td>
<td>1.43 (1.04-1.96)</td>
<td>.03</td>
<td>1.45 (1.05-2.01)</td>
<td>.03</td>
<td>1.53 (1.06-2.22)</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( a \)Simple model.

\( b \)Adjusted for gender, age, and body mass index.

\( c \)Adjusted for gender, age, body mass index, demographics, and lifestyle factors.

\( d \)OR: odds ratio.

Discussion

Principal Findings

Mobile phone and TV were the most popular electronic media devices in our study population, but the usage was polarized by the age groups. Almost all the youth and young adults had mobile phones, while nearly two-thirds of the older adults did not use a mobile phone. On the contrary, over 90% of the older population treated TV viewing as a pastime, while relatively fewer young people watched TV. Another typical finding was that, unlike most previous studies, we found a quadratic curvilinear association between sleep quality and electronic device usage time; this J-shape occurred among all the participants for TV viewing and computer usage and among the youths for mobile phone usage.

Our study found that the prevalence of TV viewing in Macau was approximately 10% lower than that reported in some other countries and regions, such as the United States, the United Kingdom, Japan, Mainland China, and Hong Kong [2]. About half of the participants used computers daily, which was consistent with that reported in other Chinese populations in Mainland China and Hong Kong [2]. Regarding mobile phone usage, our study population exhibited a slightly higher prevalence than that reported in other countries and regions [2]. In our study, the longest number of hours was spent daily on mobile phone use, followed by TV viewing and computer use. Internet access is the key for people choosing electronic media devices. A smartphone can facilitate access to the internet rapidly and conveniently, which might be the reason for most participants to spend more time on the mobile phones instead of the traditional TV [20]. The percentage of users and viewing time of mobile phones and computers decreased with increasing age, which was consistent with that reported in previous studies in other countries [6,21]. Although the older population spent lesser time on mobile phones and computers, an increasing trend in using these devices was reported in a Chinese population [7].

The sleep duration in our study population was similar to that reported in previous studies conducted in Macau, Hong Kong, and Mainland China [7,22,23], which was around 7.3-7.8 hours.
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Females had poorer sleep quality than males, and they reported that they took a long time to fall asleep and were more likely to experience sleep disturbances. These findings were similar to that reported in a local study conducted among adolescents in 2012 [24] and that reported in a study on older adults in 2016 [8]. We found that sleep latency increased with age, which is consistent with the findings from a large cross-cultural study conducted in China, Ghana, India, Mexico, and Russia, as well as in many other studies [26-28]. A recent study conducted among 0.5 million Chinese individuals suggested that increased sleep problems were associated with the growing use of TV, internet, mobile phones, and social media in the nighttime, which results in reduced sleep duration and increased prevalence of insomnia [22].

Most previous studies suggested an inverse linear relationship between electronic device usage and sleep problems [1]. However, our study found a significant quadratic curvilinear association, which was a “J” shape pattern in all 3 types of electronic device usage. The higher PSQI global score increased towards the end of the longer and shorter durations of electronic device usage. This pattern also appeared in the logistic regression analysis for poor sleep quality, in which people with a moderate duration of usage had the lowest odds to have a poor sleep status. Several mechanisms can be highlighted as the reasons for longer electronic device usage leading to poorer sleep quality. The electronic devices might affect sleep quality directly through reduced sleep duration and persistent electromagnetic radiation [29]. Bright light exposure from the electronic devices might suppress the release of melatonin and disrupt the circadian rhythm [10,29,30]. Long-time usage of electronic devices may lead to physical discomforts such as muscular pain and headache, which could result in sleep problems [31]. All these reasons could explain how sleep quality was affected by long-time usage of screen-based electronic devices. Our study also found that moderate use of screen-based electronic devices resulted in the best sleep quality; the J-shape pattern indicating the mild use of these devices was better than that of nonusers or of those who used these devices for very short durations. A study conducted in the United Kingdom suggested that a moderate amount of digital-screen engagement such as watching TV, using a computer, or using a smartphone could help maintain the mental well-being and increase mood regulation and relaxation, which could improve sleep quality [32]. These screen-based electronic devices are widely used in modern society for recreation and relaxation. A study in Belgium showed that 36.7% of the adolescents considered TV viewing as a sleep aid for relaxation [33]. Another study in a Chinese population identified that watching TV and surfing the internet could improve happiness [34]. Some studies indicated that moderate use of smartphones could be considered as a coping strategy that diverts attention from stressful situations, which helps to regulate the individuals’ negative emotions [35,36]. Negative emotions and stressful situations can increase sleep fragmentation and decrease sleep duration, thereby resulting in a poor sleep status [37]. Based on our findings and the evidence from these previous studies, we suggest that moderate and appropriate use of screen-based electronic devices could be helpful in emotion regulation and stress relief, which enhances sleep quality thereafter.

**Limitations of Our Study**

Our study has several limitations. First, the measurement of the electronic device usage did not specify the times, places, and contents watched. Moreover, the usage of other portable or screen-based devices such as video game machines were not evaluated in our study. Further, we did not measure the details of the smartphone usage pattern, for example, the time spent on making traditional phone calls and that spent on using apps based on interactive operations. Nor did we measure the details about when the phone calls were made (day or night), the frequency of the phone calls, and the content of the phone calls. Such information would have allowed for a more comprehensive and insightful investigation into the relationship between electronic device usage and sleep quality. Second, underestimation or overestimation might occur from self-reporting. The participants could tend to report a shorter or longer screening time for social desirability, which might affect the strength of the associations. However, we believe that this would not overturn the nature of the associations that we found because the biases in the responses were random. The large sample size would alleviate the effects of the self-reporting bias on the results.

**Future Research and Conclusions**

Our study was the first to conduct a comprehensive investigation of the usage of 3 typically used screen-based electronic media devices, namely, TV, computer, and mobile phones and its relationships with sleep quality in a representative Chinese population with a wide range of ages. Most young people use mobile phones frequently in their daily lives, indicating that digital life is an integral part of the modern society. The most interesting finding in our study is that a typical “J” shape association was observed between sleep quality and TV viewing, computer usage, and mobile phone usage. The extreme use of screen-based electronic devices predicted poor sleep status, whereas moderate use was acceptable. These findings can be used to raise awareness among the general public on how to maintain the healthy use of screen-based electronic devices. As a public health issue, making age-specific guidelines for screen-based electronic device usage with regard to quantity and timing should be developed [29]. Future experimental and observational studies that elucidate how the pattern (frequency, duration, contents, location, time of the day, etc) of electronic device usage alters sleep and circadian rhythms across the life course and leads to poor health outcomes are needed. These studies could provide evidence for tailor-made primary prevention strategies in the future.
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Abstract

Background: There is uncertainty about the impact of internet use on mental health in older adults. Moreover, there is very little known specifically about the impact of particular purposes of internet use.

Objective: This study aims to investigate the longitudinal relationship between two distinct concepts of mental health with the frequency of internet use among older adults: the moderating role of socioeconomic position (SEP) and the association between specific purposes of internet use.

Methods: Longitudinal fixed and random effects (27,507 person-years) models were fitted using waves 6-8 of the English Longitudinal Study of Ageing to examine the relationship between different aspects of internet use (frequency and purpose) and two mental health outcomes (depression and life satisfaction). The potential moderating effect of SEP on these associations was tested using interaction terms.

Results: Infrequent internet use (monthly or less vs daily) was predictive of deteriorating life satisfaction (β=−0.512; \(P=0.02\)) but not depression. Education and occupational class had a moderating effect on the association between frequency of internet use and mental health. The associations were stronger in the highest educational group in both depression (\(P=0.09\)) and life satisfaction (\(P=0.02\)), and in the highest occupational group in life satisfaction (\(P=0.05\)) only. Using the internet for communication was associated with lower depression (β=−0.24; \(P=0.002\)) and better life satisfaction (β=0.97; \(P<0.001\)), whereas those using the internet for information access had worse life satisfaction (β=−0.86; \(P<0.001\)) compared with those who did not.

Conclusions: Policies to improve mental health in older adults should encourage internet use, especially as a tool to aid communication.

(J Med Internet Res 2020;22(7):e15683) doi:10.2196/15683
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Introduction

As population aging brings major challenges for society and health care services, promoting healthy aging is important to prevent the burden and financial costs related to aging-associated diseases. Mental health is a crucial component of healthy aging. Poor mental health can profoundly affect the quality of life of older adults and is associated with an increased risk of mortality and morbidity [1,2].

Risk factors for poor mental health in older adults could be potentially impacted by internet use; maintaining and building social relationships through email or social networking sites may increase feelings of social support and connectedness and relieve feelings of isolation and loneliness [3-7]. The internet is used at least once every 3 months by an increasing proportion of the English population aged 50 years and older (63% and 51% of men and women, respectively, in 2010 compared with 84% and 78% of men and women, respectively, in 2016) [8].
However, internet use remains lower in older adults than in younger adults [9]. Evidence is mixed on the impact of internet use on mental health in older adults. Forsman and Nordmyr [10] reported a balanced positive association in a review of 18 quantitative and 14 qualitative studies but found that 40% of the outcomes they reviewed showed no association. Claims for positive impacts according to some researchers are often exaggerated because of training effects, inappropriate generalization of results, and misattribution of causality [11]. Training effects and limited generalizability are typically leveled in experimental studies where a small intervention group of selective participants is given support such as training to use the internet [12-14]. However, recent evidence suggests that internet use can improve mental health. Using data from the US Health and Retirement Study (HRS) over a 6-year period, Cotten et al [15] found that prior internet usage reduced the probability of depression by one-third between 2002 and 2008 in a sample of 3000 retired adults aged 50 years and older. Using data over a 10-year period, Lissitsa and Chauchavili-Bolotin [16] found that internet adoption among an Israeli sample of adults aged 65 years and older was associated with increased life satisfaction, with the strength of the estimated association being as strong as that found for being married.

To our knowledge, no literature has longitudinally examined the associations between internet usage and multiple subdimensions of mental health in the same sample. The dimensions of mental health include hedonic and eudemonic well-being [17]. According to Vanhoutte [18], hedonic well-being refers to pleasure maximization and suffering minimization, with the cognitive and affective aspects of well-being forming subdimensions of hedonic well-being. Cognitive well-being is an evaluative process in which an individual assesses the quality of their life; in contrast, affective well-being refers to positive and negative moods and emotions that are not simply the opposite of one another [18,19]. Eudemonic well-being is conceptually distinctive in that it refers to a sense of purpose or control [20]. Separating these dimensions is important (through, eg, separate measurement scales for life satisfaction, depression, and quality of life) because they capture varied aspects of mental health; these could, theoretically, be influenced by internet use in different ways. For example, Matthews and Nazroo [21] explored the cross-sectional relationship between internet use and several dimensions of mental health using data from persons aged 50 years and older in the 2012-2013 English Longitudinal Study of Ageing (ELSA). Frequent internet usage was found to be associated with lower levels of depression (affective well-being) and better quality of life (eudemonic well-being), but no association was found with life satisfaction (hedonic well-being) [21]. In contrast, Heo et al [22] found that more frequent internet use was associated with better life satisfaction and greater psychological well-being among HRS participants aged 65 years and older.

The current literature is limited on the purposes of internet use which have a positive (or negative) influence on mental health in older adults. The internet has myriad uses, for example, using the internet for communication purposes may improve mental health among older adults because it enables them to stay in touch with family and friends who previous generations may have lost contact with [23,24]. On the other hand, certain types of information access may undermine mental health. For example, using the internet for job searching was associated with more depressive symptoms, lower quality of life, and lower life satisfaction among ELSA participants [21]. Using the internet for finding new people and for entertainment was associated with decreased well-being among older Australians [25].

A possible confounder or moderator of the internet use and mental health association is socioeconomic position (SEP). Internet use is more prevalent in higher SEP groups [26-28], with use for information access and for entertainment being higher for persons with higher and lower SEP, respectively. SEP could also moderate this association; however, this has not been investigated in the literature to date. It could be the case that in groups with the highest levels of internet use (eg, the wealthiest and better educated), nonusers are at a greater disadvantage in terms of their mental health.

This study aimed to further the debate by using a longitudinal sample, analyzing the associations between internet usage and the hedonic dimension of well-being (life satisfaction) and the affective dimension of wellbeing (depression) over a 4-year period, analyzing different purposes of internet usage (eg, communication, entertainment, and information access), and examining whether SEP moderates these relationships. This study hypothesized that (1) more frequent internet use predicts better mental health longitudinally; (2) the association is moderated by SEP, being stronger in the higher SEP groups; and (3) mental health is most strongly associated with internet use for the purposes of communication (positively) and information access (negatively). Our findings will have implications for understanding the importance of internet use and its impact on mental health, which can inform policies to encourage wider and more frequent internet use in older adults to improve mental health.

Methods

Data and Sample

The ELSA is a nationally representative sample of the English population aged 50 years and older. Established in 2002, the sample has been followed up every 2 years [29]. Data were collected through computer-assisted personal interviews, self-completion questionnaires, and nurse assessments (every 4 years) [29]. The original sample was selected from the Health Survey for England (1998, 1999, and 2001) [30]. This analysis used data from waves 6 (2012-2013), 7 (2014-2015), and 8 (2016-2017). The analytical sample (n=9169 persons aged 50 years and older at wave 6, with 27,507 person-years of follow-up between waves 6 and 8) comprised sample members first recruited at waves 1 (n=5659), 3 (n=888), 4 (n=1796), and 6 (n=826). ELSA participants provided signed consent, and the London Multicentre Research Ethics Committee (MREC 01/2/91) granted ethical approval for the study.
Time-Varying Outcomes

As an aspect of the affective dimension of hedonic well-being, mental health was measured using the validated 8-item version of the Center for Epidemiologic Studies Depression Scale (CES-D) [31]. Items were answered using a dichotomous response (yes or no), which were summed to result in a total score ranging from 0 to 8, where a score of 0 indicates no depressive symptoms. As an aspect of the cognitive dimension of hedonic well-being, life satisfaction was measured using the Satisfaction with Life Scale [32,33], which has been explicitly tested on older persons and consists of 5 items. The individual item responses ranged from strongly agree to strongly disagree on a 7-point Likert scale, which was summed to result in a total score ranging from 5 (lowest satisfaction) to 35 (highest satisfaction).

Time-Varying Exposure

Data on the frequency of internet use were collected through self-completion questionnaires. The responses were recoded as daily, weekly, monthly or less, or never.

Time-Constant Exposure

The purposes of internet use were assessed only for participants who reported using the internet at least once every 3 months. For this study, 12 purposes of internet use at wave 6 were grouped into 6 as follows: (1) communication (sending or receiving emails; use of social networking sites; and creating, uploading, or sharing content), (2) entertainment (news, newspaper or blog websites, streaming or downloading live or on demand television or radio, music, electronic books, and games), (3) information access (finding information about goods and services; searching for information for learning, research, and fact finding; and looking for a job or sending a job application), (4) managing finances, (5) electronic commerce (shopping and buying goods or services over the internet or selling goods or services over the internet), and (6) other. The questions on the purposes of internet use changed in waves 6, 7, and 8; therefore, we could not use it as a time-varying variable in the modeling. Our analyses focused on the 5 categories mentioned earlier.

Time-Varying Covariates

Participants’ age was measured in a single year (coded to 99 to indicate those aged 91 years or older, whose individual age was not released). We tested nonlinear age and mental health associations using second-order polynomial terms. Couple status was measured according to whether a participant was cohabiting (married or unmarried) or not. Working status (currently working) was derived from economic activity status by dichotomizing those who were employees or self-employed from those who were seeking work, sick and not seeking work, retired, or unoccupied. Health status (presence of a limiting long-term illness) was measured through whether a participant self-reported an illness or disability that limited their activities in any way.

Time-Invariant Covariates

SEP at wave 6 was measured using 3 different domains [34]: occupational class, wealth, and education. On the basis of degree of control and autonomy, occupational class (based on the household reference person’s last occupation) was measured using the 3-category version of the National Statistics Socio-Economic Classification: managerial and professional, intermediate, and routine and manual occupations [35]. Wealth was measured using quintiles of total net nonpension household wealth, a summary measure of the value of financial, physical, and housing wealth minus any debt [35]. It represents the permanent economic status of older adults [36], as most participants in aging cohort studies are retired. The highest educational qualification was grouped into 3 categories: degree level, below degree level, and no qualifications. Education among the ELSA cohort members is generally determined earlier in the life course, whereas wealth and occupational class are more likely to change during mid to later life.

Statistical Analysis

To examine the longitudinal association between internet use and mental health, we used a series of fixed and random effects linear models. A nonlinear model for depression did not satisfy the condition of the fixed effects model, and the results from the random effects logistic regression model were substantively similar (not shown here). Therefore, the CES-D score was treated as a continuous dependent variable in both the fixed and random effects models. The fixed effects models control for all measured and unmeasured time-invariant characteristics by using each participant as their own control over survey waves. We adjusted for time-varying age, age squared, working status, couple status, and health status to address our first hypothesis.

H1: More frequent internet use predicts better mental health longitudinally.

Internet use was entered into the models as a four-category independent variable, with daily use as the reference. Random effects models do not control for the correlation between measured and unmeasured characteristics and, therefore, analyze both within- and between-participant variance. We adjusted for the same time-varying variables as for the fixed effects model and additionally adjusted for time-invariant SEP and sex to address our second hypothesis.

H2: SEP moderates the association between internet use and mental health.

An assessment of moderation was performed by including an interaction term between the frequency of internet usage and each marker of SEP; these were retained if statistically significant (likelihood ratio test, \( P < .10 \)). Separate random effect models tested the association between the purpose of internet use and mental health to address our final hypothesis.

H3: There is a positive association between communication internet use and mental health and a negative association between information internet use and mental health.

The analysis not presented here showed similar results when limiting the analytical sample to those who used the internet compared with the results for all participants presented here.

To address attrition from wave 6 onward and item nonresponse within a survey wave, we fitted multiple imputation models by chained equations on all variables (outcomes, exposures, and
covariates) with missing values. The purpose of internet use was imputed conditionally on whether a participant reported internet usage at wave 6. All statistical analyses were conducted using cross-sectional survey weights to minimize bias arising from sample attrition from the beginning of the ELSA study to participation in wave 6. The use of imputation and survey weights did not substantively alter the main findings.

**Results**

**Descriptive Results**

Table 1 presents the means, SDs, or percentages across person-waves for the key variables by frequency of internet usage. Overall, 56% of older adults used the internet daily, 12% weekly, 6% monthly or less, and 26% had never used the internet. The most common purpose was information access (68%), followed by communication (66%), electronic commerce (52%), entertainment (45%), and managing finances (39%). Those who used the internet more frequently had better life satisfaction scores; lower depression scores; and were more likely to be younger, currently working, be in a couple, have no limiting long-term illness, male, have a degree, be in managerial and professional occupations, and be in the wealthiest quintile compared with those who used the internet less frequently or not at all. For example, the mean age of a daily internet user was 66 (SD 7.64) years, whereas the mean age of a participant who had never used the internet was 75 (SD 9.30) years. Overall, 49% of daily users were male, compared with 38% of those who had never used the internet.
Table 1. Participant characteristics across person-waves by frequency of internet use (data are unweighted).

<table>
<thead>
<tr>
<th>Measures</th>
<th>Daily</th>
<th>Weekly</th>
<th>Monthly</th>
<th>Never</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Life satisfaction</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)§</td>
<td>26.12 (6.10)</td>
<td>25.10 (6.34)</td>
<td>24.44 (6.63)</td>
<td>24.72 (6.65)</td>
<td>25.56 (6.34)</td>
</tr>
<tr>
<td>Participants, N</td>
<td>11,033</td>
<td>2294</td>
<td>1164</td>
<td>4847</td>
<td>19,338</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)§</td>
<td>1.02 (1.61)</td>
<td>1.31 (1.77)</td>
<td>1.52 (1.95)</td>
<td>1.76 (2.04)</td>
<td>1.28 (1.80)</td>
</tr>
<tr>
<td>Participants, N</td>
<td>11,136</td>
<td>2373</td>
<td>1203</td>
<td>5290</td>
<td>20,002</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)§</td>
<td>65.81 (7.64)</td>
<td>68.66 (8.43)</td>
<td>69.64 (8.83)</td>
<td>74.86 (9.30)</td>
<td>68.78 (9.12)</td>
</tr>
<tr>
<td>Participants, N</td>
<td>11,233</td>
<td>2388</td>
<td>1218</td>
<td>5349</td>
<td>20,188</td>
</tr>
<tr>
<td><strong>Currently working</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)§</td>
<td>4304 (38.32)</td>
<td>629 (26.34)</td>
<td>281 (23.07)</td>
<td>519 (9.70)</td>
<td>5733 (28.40)</td>
</tr>
<tr>
<td>Participants, N</td>
<td>11,233</td>
<td>2388</td>
<td>1218</td>
<td>5349</td>
<td>20,188</td>
</tr>
<tr>
<td><strong>In a couple</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)§</td>
<td>8599 (76.55)</td>
<td>1686 (70.60)</td>
<td>846 (69.46)</td>
<td>2897 (54.16)</td>
<td>14,028 (69.49)</td>
</tr>
<tr>
<td>Participants, N</td>
<td>11,233</td>
<td>2388</td>
<td>1218</td>
<td>5349</td>
<td>20,188</td>
</tr>
<tr>
<td><strong>Limiting long-term illness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants, n (%)§</td>
<td>3058 (27.22)</td>
<td>832 (34.84)</td>
<td>484 (39.74)</td>
<td>2558 (47.82)</td>
<td>6932 (34.34)</td>
</tr>
<tr>
<td>Participants, N</td>
<td>11,232</td>
<td>2387</td>
<td>1218</td>
<td>5347</td>
<td>20,184</td>
</tr>
<tr>
<td><strong>Internet purpose</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entertainment, n (%)</td>
<td>66.0</td>
<td>33.9</td>
<td>16.8</td>
<td>0</td>
<td>44.7</td>
</tr>
<tr>
<td>Communication, n (%)</td>
<td>91.3</td>
<td>69.4</td>
<td>37.8</td>
<td>0</td>
<td>65.6</td>
</tr>
<tr>
<td>Information access, n (%)</td>
<td>92.5</td>
<td>79.0</td>
<td>50.5</td>
<td>0</td>
<td>68.4</td>
</tr>
<tr>
<td>Electronic commerce, n (%)</td>
<td>76.5</td>
<td>40.2</td>
<td>19.8</td>
<td>0</td>
<td>52.0</td>
</tr>
<tr>
<td>Finances, n (%)</td>
<td>59.3</td>
<td>24.3</td>
<td>8.0</td>
<td>0</td>
<td>39.0</td>
</tr>
<tr>
<td>Participants, N</td>
<td>10,627</td>
<td>2093</td>
<td>780</td>
<td>5349</td>
<td>18,849</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female, n (%)§</td>
<td>5772 (51.38)</td>
<td>1406 (58.88)</td>
<td>770 (63.22)</td>
<td>3314 (61.96)</td>
<td>11,262 (55.79)</td>
</tr>
<tr>
<td>Participants, N</td>
<td>11,233</td>
<td>2388</td>
<td>1218</td>
<td>5349</td>
<td>20,188</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Degree qualification, n (%)</td>
<td>3068 (27.31)</td>
<td>317 (13.27)</td>
<td>122 (10.02)</td>
<td>221 (4.13)</td>
<td>3728 (18.56)</td>
</tr>
<tr>
<td>Below degree qualification, n (%)</td>
<td>6936 (61.75)</td>
<td>1590 (66.58)</td>
<td>809 (66.42)</td>
<td>2557 (47.80)</td>
<td>11,892 (59.19)</td>
</tr>
<tr>
<td>No qualifications, n (%)</td>
<td>1183 (10.53)</td>
<td>469 (19.64)</td>
<td>285 (23.40)</td>
<td>2533 (47.35)</td>
<td>4470 (22.25)</td>
</tr>
<tr>
<td>Participants, N</td>
<td>11,187</td>
<td>2376</td>
<td>1216</td>
<td>5311</td>
<td>20,090</td>
</tr>
<tr>
<td>Occupational class</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Managerial and professional, n (%)</td>
<td>5417 (48.22)</td>
<td>719 (30.11)</td>
<td>353 (28.98)</td>
<td>919 (17.18)</td>
<td>7408 (36.87)</td>
</tr>
<tr>
<td>Intermediate, n (%)</td>
<td>2979 (26.52)</td>
<td>651 (27.26)</td>
<td>316 (25.94)</td>
<td>1277 (23.87)</td>
<td>5223 (26.00)</td>
</tr>
<tr>
<td>Routine and manual, n (%)</td>
<td>2799 (24.92)</td>
<td>994 (41.62)</td>
<td>544 (44.66)</td>
<td>3138 (58.67)</td>
<td>7475 (37.21)</td>
</tr>
<tr>
<td>Participants, N</td>
<td>11,195</td>
<td>2364</td>
<td>1213</td>
<td>5334</td>
<td>20,106</td>
</tr>
<tr>
<td><strong>Wealth quintile</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Least affluent, n (%)</td>
<td>1046 (9.31)</td>
<td>302 (12.65)</td>
<td>194 (15.93)</td>
<td>1367 (25.56)</td>
<td>2909 (14.69)</td>
</tr>
</tbody>
</table>
Frequency of Internet Use and Mental Health (Fixed Effects Models for Within-Person Change)

Table 2 presents the fixed effects panel modeling estimates for the frequency of internet usage on depression and life satisfaction. The model estimates from the full models are shown in Multimedia Appendix 1. The coefficients represent estimates of change within participants between waves 6 and 8, and therefore positive estimates represent an increase in the depression score (a poorer health outcome) and an increase in the life satisfaction score (a positive health outcome). The frequency of internet use was not predictive of within-person change in depression when taking into account time-varying age, working, being in a couple, and health status. Daily internet usage did predict better life satisfaction over time compared with using the internet on, at most, a monthly basis when controlling for the same time-varying variables (β for monthly or less=−0.512; P=.02). On the basis of model estimates, Figure 1 shows that those using the internet daily were predicted to have more than a half-point increase in life satisfaction scores between waves 6 and 8. There was no significant within-person change in life satisfaction for weekly or never users (vs daily users).

Table 2. Fixed effects model coefficients for frequency of internet use on mental health outcomes.

<table>
<thead>
<tr>
<th>Frequency of internet use</th>
<th>Depression</th>
<th>Life satisfaction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Daily</td>
<td>Reference</td>
<td>N/A(^d)</td>
</tr>
<tr>
<td>Weekly</td>
<td>0.030 (−0.822 to 0.143)</td>
<td>.59</td>
</tr>
<tr>
<td>Monthly or less</td>
<td>0.111 (−0.060 to 0.281)</td>
<td>.20</td>
</tr>
<tr>
<td>Never</td>
<td>0.096 (−0.101 to 0.293)</td>
<td>.33</td>
</tr>
</tbody>
</table>

\(^a\)Models adjusted for time-varying age, age squared, working status, couple status, and health status.

\(^b\)Higher scores represent deteriorating depression within participants.

\(^c\)Higher scores represent improving life satisfaction within participants.

\(^d\)Not applicable.
**Socioeconomic Position as a Moderator of the Association Between Internet Use and Mental Health (Random Effects Models)**

Figure 2 graphically illustrates the predictions from the random effects modeling, which showed that education and occupational class significantly moderated the longitudinal association between internet use frequency and mental health (likelihood ratio test \( P < .10 \) for interaction terms). The model estimates from the full models are presented in Multimedia Appendix 2. The differences in the predicted scores of depression \( (P = .09) \) and life satisfaction \( (P = .02) \) by internet use were steeper for those with a degree. For example, the predicted life satisfaction score for those who had no formal educational qualifications was almost 25 irrespective of internet use frequency, whereas the predicted score for those with a degree was over 1 unit higher for daily users compared with monthly or never users. Similarly, the models suggested that occupational class moderated the association between internet use frequency and life satisfaction \( (P = .05) \) but not depression. There was no evidence to suggest that wealth moderated the associations.
Figure 2. Predicted mental health score by socioeconomic position and frequency of internet usage from random effects model. Model adjusted for time-varying frequency of internet use, age, age square, working status, couple status, and health status and for time-invariant education, occupational class, wealth, and sex, including interaction terms for education and frequency of internet use and occupational class and frequency of internet use.

Association Between Purpose of Internet Use and Mental Health (Random Effects Models)

Table 3 presents the estimates from the random effects model for mutually adjusted purposes of internet usage on mental health (full estimates are presented in Multimedia Appendix 3). Compared with those not using the internet for this stated purpose, using the internet for communication purposes was associated with a lower depression score between waves 6 and 8 ($\beta=-0.24; P=.002$) and a higher life satisfaction score ($\beta=0.97; P<.001$) when controlling for time-varying and time-invariant variables. In contrast, using the internet for information access was associated with a worse life satisfaction score ($\beta=-0.86; P=.001$).
Table 3. Random effects model coefficients for the purpose of internet use on mental health outcomes.

<table>
<thead>
<tr>
<th>Purpose of internet use</th>
<th>Depression (95% CI)</th>
<th>Life satisfaction (95% CI)</th>
<th>Life satisfaction (95% CI)</th>
<th>Life satisfaction (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (95% CI)</td>
<td>P value</td>
<td>Log odds (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Entertainment</td>
<td>0.047 (-0.027 to 0.121)</td>
<td>.21</td>
<td>0.093 (-0.023 to 0.412)</td>
<td>.56</td>
</tr>
<tr>
<td>Communication</td>
<td>-0.242 (-0.391 to -0.092)</td>
<td>.002</td>
<td>0.968 (0.509-1.428)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Information access</td>
<td>-0.034 (-1.344 to 0.105)</td>
<td>.62</td>
<td>-0.858 (-1.344 to -0.372)</td>
<td>.001</td>
</tr>
<tr>
<td>Electronic commerce</td>
<td>-0.098 (-0.199 to 0.004)</td>
<td>.06</td>
<td>0.322 (-0.035 to 0.678)</td>
<td>.08</td>
</tr>
<tr>
<td>Finance</td>
<td>-0.073 (-0.153 to 0.007)</td>
<td>.07</td>
<td>0.210 (-0.110 to 0.531)</td>
<td>.19</td>
</tr>
</tbody>
</table>

- Models adjust for time-varying age, age squared, working status, couple status, and health status and for time-invariant socioeconomic position and sex.
- Reference category was not using the internet for each purpose.
- Higher scores represent deteriorating depression.
- Higher scores represent improving life satisfaction.

Principal Findings

This study partially confirmed our first hypothesis (H1) that more frequent internet use improves mental health. After adjustment for time-varying confounding factors, there was a positive longitudinal effect of using the internet daily compared with monthly or less on life satisfaction. Internet use frequency was not associated longitudinally with depression. The second hypothesis (H2) that SEP moderates the association between internet use frequency and mental health was confirmed. This association was stronger for those with an educational degree. There was also a stronger association in those in managerial occupations and professional occupations in life satisfaction. We confirmed our third hypothesis (H3) that using the internet for communication purposes (specifically use of email) was associated with better mental health and that using the internet for information access (specifically for job searching) was associated with worse mental health.

Existing studies have found mixed results regarding the association between internet use and mental health. Notwithstanding methodological differences, our findings are consistent with studies that found that frequent internet use can have benefits for older adults’ depression and life satisfaction [13,15,21,34]. The discrepancy between the findings could be because of methodological issues, such as measurement of mental health [18], and varying sample characteristics, sizes, and context [37]. Very few previous studies have been able to analyze internet use frequency and its relationship with mental health longitudinally. Our findings are consistent with the limited literature available [15,16].

This is the first study to our knowledge that explores SEP as a potential moderator of longitudinal associations between internet use and mental health among older adults. Several studies draw conclusions from sample sizes of fewer than 300 respondents and are not generalizable to middle- and older-aged adults. In contrast, the results of this study come from a large and nationally representative sample of persons aged 50 years and older. Furthermore, the range of questions on internet use allowed us to extend knowledge on the impact of different purposes of internet use on mental health.

Evidence from this study suggests that markers of SEP moderate the association between internet use and mental health; frequent usage in the highest educational and occupational groups had a larger positive impact on mental health than frequent use among those in the lowest groups. This might suggest that low usage in higher SEP groups through digital exclusion, for example, may be particularly problematic for mental health. Our findings, however, need to be viewed in light of our mental health outcomes. The measure of mental health used in our study is determined solely on the affective (depression) and cognitive (life satisfaction) aspects of hedonic well-being, which may not be fully indicative of overall mental health, which also includes eudemonic aspects such as a sense of purpose or control. We cannot rule out the possibility that internet use fulfills eudemonic needs among older adults in disadvantaged SEP groups. Future studies should use a broader measure of mental health to assess whether the longitudinal association between internet use and mental health varies significantly across SEP groups. Further work could also explore whether the relationship between internet use frequency and mental health is moderated by SEP in younger samples in whom almost all use the internet. One might posit that our finding is a cohort effect because later-born generations are expected to enter older age with a much higher prevalence of internet usage.

Our findings highlight heterogeneity among different purposes of internet use. Using the internet for communication through email was associated with better mental health. This provides empirical support for the importance of communication for
positive mental health, as it allows individuals to maintain strong social ties and contacts, thereby reducing the negative impacts of social isolation and loneliness on mental health [7,15,38,39]. In contrast, using the internet for job searching was associated with higher depression and worse life satisfaction over time. This is comparable with previous analyses of ELSA data. This finding may indicate dissatisfaction with one’s current job or economic activity status rather than a direct effect of using the internet for this purpose [21]. Our results emphasize the importance of disaggregating different internet usage purposes, as internet use among older adults is not homogenous [40] and impacts different aspects of mental health in different ways.

**Policy Recommendations**

Our findings point to clear policy implications, the most pressing of which is the need for interventions to encourage older adults to use the internet, so as to build and maintain strong social ties, thereby avoiding the damaging impacts of social isolation and loneliness on mental health. Strategies to promote and increase internet usage among older adults could include setting up public Wi-Fi in places frequently visited by older people and where usage might be low because of barriers to access and digital exclusion. Design of policy interventions to increase internet usage should consider the fact that nonusers of the internet in older age are not homogenous entities but are heterogeneous with respect to gender, age, SEP, household composition, and attitudes toward the internet [41]. It is also important to recognize that for many older people, intrinsic training in how to use the internet did not take place during their formal education or working life, and therefore, the barriers to access can be much more than about availability. Therefore, modifying any psychological barriers to active engagement with the internet is also important. More specifically, to promote internet use for communication, public policy makers should encourage private providers of social networking tools to create age-friendly interfaces. Hardware also needs to be appropriate for novice users and users with impairments such as poor eyesight. This requires manufacturers to be sensitive to these needs when designing products and making the accessibility settings easy to navigate to change the text size, for example.

**Limitations**

Several limitations of this study need to be acknowledged. The 8-item CES-D administered in ELSA does not measure depression, rather symptomology, and its association with internet usage may be confounded by omitted variables not included or imperfectly measured in this study. These might include the diagnosis of mental health problems and access to mental health services. Further research should theorize the possible pathways between internet usage and mental health to minimize potential confounding. The measurement of our main exposure is also imperfect, as we were unable to disaggregate daily use of the internet (almost half of the sample) by the number of hours spent on the internet on a typical day. Evidence from other studies suggests that spending an excessive amount of time on the internet correlates with negative mental health in younger age samples [42]. We are not aware of any evidence of the relationship between very frequent internet usage and mental health in older age. A further limitation is the limited 4 years of follow-up. More data points are necessary to explore in detail how any change in the frequency and purposes for internet usage impact mental health trajectories.

A final limitation of our study is the potential bias in our estimates because of the selective nature of participation in aging cohort studies, such as ELSA. Our study sample included participants from the refreshment samples added at waves 3, 4, and 6 to ensure a nationally representative sample of persons aged 50 years and older living in private households at the time of wave 6 (2012-2013). Although our analyses used the appropriate weights available for use with the ELSA study and used multiple imputed data to reduce (wave and item) nonresponse bias, the healthier nature of surviving participants could have inevitably led to an underestimation of the internet use and mental health associations.

**Conclusions**

In summary, internet use can serve as a channel for improving the mental health of older adults. With population aging and increases in the prevalence of poor mental health, promotion of (affordable) internet use and minimization of psychological barriers to digital engagement could potentially help to promote healthy living in older age.
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Abstract

Background: Medical crowdfunding has emerged as a growing field for fundraising opportunities. Some environmental trends have driven the emergence of campaigns to raise funds for medical care. These trends include lack of medical insurance, economic backlash following the 2008 financial collapse, and shortcomings of health care regulations.

Objective: Research regarding crowdfunding campaign use, reasons, and effects on the provision of medical care and individual relationships in health systems is limited. This study aimed to explore the nature and dimensions of the phenomenon of medical crowdfunding using a visual analytics approach and data crawled from the GoFundMe crowdfunding platform in 2019. We aimed to explore and identify the factors that contribute to a successful campaign.

Methods: This data-driven study used a visual analytics approach. It focused on descriptive analytics to obtain a panoramic insight into medical projects funded through the GoFundMe crowdfunding platform.

Results: This study highlighted the relevance of positioning the campaign for fundraising. In terms of motivating donors, it appears that people are typically more generous in contributing to campaigns for children rather than those for adults. The results emphasized the differing dynamics that a picture posted in the campaign brings to the potential for medical crowdfunding. In terms of donor’s motivation, the results show that a picture depicting the pediatric patient by himself or herself is the most effective. In addition, a picture depicting the current medical condition of the patient as severe is more effective than one depicting relative normalcy in the condition. This study also drew attention to the optimum length of the title. Finally, an interesting trend in the trajectory of donations is that the average amount of a donation decreases with an increase in the number of donors. This indicates that the first donors tend to be the most generous.

Conclusions: This study examines the relationship between social media, the characteristics of a campaign, and the potential for fundraising. Its analysis of medical crowdfunding campaigns across the states offers a window into the status of the country’s health care affordability. This study shows the nurturing role that social media can play in the domain of medical crowdfunding. In addition, it discusses the drivers of a successful fundraising campaign with respect to the GoFundMe platform.

(J Med Internet Res 2020;22(7):e18813) doi:10.2196/18813
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Introduction

The crowdfunding phenomenon extends the traditional idea of fundraising into a contemporary internet platform–based funding vehicle [1-3]. In this exploratory study, we applied visual analytics to study medical crowdfunding, in which individuals raise funds for their medical treatment or for research projects via digital platforms such as GoFundMe [4-8].
Crowdfunding is an old phenomenon. Its earliest form, designed by Joseph Pulitzer, channeled Pulitzer’s newspaper to raise funds for the pedestal of the Statue of Liberty [1,9]. Similarly, this avenue has been used by artists, composers, and inventors to procure funding from backers willing to invest in their projects [10].

Crowdfunding has evolved into a powerful alternative to other traditional investment forms, such as venture capital, initial public offerings, and angel investments [1]. This trend has been facilitated by the ubiquity of digital media, including the internet, social media, e-commerce, and web-based advertising [11,12]. These platforms bestow comfort and ease in web-based transactions [1].

In the United States, the entrepreneurial culture has increased public awareness and the desire to support entrepreneurs [1,13]. As an alternative form of investment, crowdfunding offers opportunities for entrepreneurs to access various forms of funding [14]. As an example, Formlabs, a 3D printing startup, raised US $2 million in seed funding. The business used the Kickstarter crowdfunding platform to raise an additional US $2.9 million in the first year and US $19 million in the following year [1]. Kickstarter was initially used to raise small amounts of capital. However, its funding potential has progressively increased [15]. It is projected that the platform will generate more than US $300 million in funding by 2025 [16].

The process of crowdfunding begins with the entrepreneur’s pitch (or narrative) on details such as their background, funding-reward structure, and overview of the project or product for which funding is needed. This stage is intended for prospective backers [1]. The narrative is used throughout the funding period such that potential funders can evaluate the venture or the entrepreneur can make a funding decision. Owing to its potential, the phenomenon of crowdfunding is deployed in various domains, including law and medicine [6,17-20].

This study aimed to explore the nature and dimensions of the phenomenon of medical crowdfunding. It used a visual analytics approach and data crawled from the popular GoFundMe platform. This type of exploration sheds light on the characteristics and magnitude of the phenomenon, offering ethical, health, and social policy implications and recommendations [4-8]. This exploratory study addressed the following questions:

1. What are the dimensions of medical crowdfunding?
2. What factors create a successful medical crowdfunding campaign?

The next section provides the background information on crowdfunding, particularly medical crowdfunding. Following this is the outline of the methodology. Next, the results of visual analytics are presented, along with the scope and limitations of the study. Finally, the implications and future research are covered, along with the conclusions.

**Background**

The success of crowdfunding in raising financial resources for new ventures has attracted the attention of entrepreneurs who explore this avenue for sourcing new ideas and projects [12,21-24]. In particular, crowdfunding facilitates entrepreneurs who are in the formative stages of gathering financial resources to turn raw ideas into real business [21,23,25,26]. As this field grows, its conceptualization also evolves [12,15,21,23,27-30].

Research has identified key factors and definitions related to this phenomenon, including crowdfunding, project creator (funding requester or fundraiser), and platform [21,27,28,30-35]. Some researchers suggest that a comprehensive definition of crowdfunding should include these elements as well as how each relates to or impacts others [21,34].

Microfinancing and crowdsourcing definitions have adopted a general conceptualization of crowdfunding [21,26,29,32,33,36-39]. The scope extends to both commercial and noncommercial forms of crowdfunding [14,21,27,35,40]. For example, Paschen [26] defined crowdfunding as “the outsourcing of an organizational function, through information technology, to a strategically defined network of actors (ie, the crowd) in the form of an open call specifically, requesting monetary contributions toward a commercial or social business goal.” The objective of crowdfunding is that a crowd provides the “financial resources either in form of donation or in exchange for some form of reward and/or voting rights to support initiatives for specific purposes” [41]. In the context of new ventures and entrepreneurial financing, crowdfunding is defined as “the efforts by entrepreneurial individuals and groups—cultural, social, and for-profit—to fund their ventures by drawing on relatively small contributions from a relatively large number of individuals using the internet, without standard financial intermediaries” [29]. Other crowdfunding definitions, which focus on backers, are based on the contributions of an interested crowd of people in a specific phenomenon [42].

Using the context-specific approach, scholars have classified crowdfunding into several types [27,29,43-45]. Typically, 4 models can be broadly identified.

**Donation**

In this type of crowdfunding, funders support charity projects [46-49]. JustGiving, based in the United Kingdom, focuses on donation crowdfunding. Donors can be grouped based on the expectation of receiving rewards [26]. The first group (pure donors) financially supports crowdfunding projects without either monetary or nonmonetary returns [26]. The second group does not receive monetary rewards. Instead, it receives nontangible rewards such as recognition or tokens [21,50].

**Investment (Equity)**

This crowdfunding option allows funders to invest in a project or business and acquire equity in return. SoMoLend in the United States and Crowdcube in the United Kingdom are examples of this model [46].

**Lending (Debt)**

This type of crowdfunding is when funders lend money to a project or business and expect repayment with or without interest. Kiva is a well-known example of lending.
**Rewards**

In this system, funders receive tangible or intangible items as rewards [46]. Fundraisers can select individual reward schemes for their contributions. This is a popular form of crowdfunding [14,27,35,40,44,46,51-55]. Examples include GoFundMe, Indiegogo, and Kickstarter.

Among platforms, GoFundMe, Indiegogo, and Kickstarter were the top crowdfunding websites in 2019 in terms of both fundraising and volume [56]. Other crowdfunding platforms include Fundly, JustGiving, Crowdrise, Indiegogo, Teespring, Patreon, YouCaring [50], Chuffed, ArtistShare, Mighty Cause, InKind, Crowdfunder, Kiva, and GiveWP. Fundraisers can find support for novel projects through crowdfunding, which would have been difficult through traditional funding sources. In addition, fundraisers have a choice in selecting platforms in which they do not have to pay commissions unless the effort is a success. For example, Kickstarter collects a 5% commission only if a project reaches its funding goal [50].

The number of crowdfunding platforms has grown in the past few years. Platforms such as Kickstarter, GoFundMe, and Indiegogo have shown increasing trends in fundraising [22]. According to AP News, the global crowdfunding market is expected to exceed US $28.77 billion by 2025 [57]. The potential for crowdfunding has urged regulatory efforts in the domain, such as the Jumpstart Our Business Startups Act [22]. In addition, many nonprofit businesses and governments are considering crowdfunding as a source for financing community programs aimed at serving the public [58]. In this regard, crowdfunding analytic tools can offer insights into the design of a successful fundraising campaign [22].

Next, this study focuses on the object of its research, that is, medical crowdfunding.

**Medical Crowdfunding**

In general, crowdfunding is being used for the development of community or social projects [6,29,58,59]. Health care can be considered both a community and social project because it incorporates programs such as poverty reduction and child education [6,29,59,60]. In this context, medical crowdfunding has emerged as a growing area of opportunity for crowdfunding [5,20,61-65].

What is the niche for medical crowdfunding? In recent years, crowdfunding has been adopted for entrepreneurial finance and litigation. More recently, individuals have deployed it for health issues and costs [6]. The increased need for funding health initiatives—the development of vaccines for public health or improving research protocols and systems—makes it a viable channel for deployment in the medical domain [5,6,66].

There are some renowned cases of medical crowdfunding [5]. For example, a campaign on RocketHub developed an affordable cost genome drug analysis test for patients [6,67]. This successful fundraising campaign spurred other campaigns like a rare genomic project for helping children with rare genetic diseases [68]. A campaign on Indiegogo analyzed microorganisms found on common public surfaces. The research aimed to prevent the spread of contagious diseases through mobile alerts [6,8]. These, and other similar projects, motivated contributions by creating donor awareness about the potential for medical research [6,69,70].

Some US-based websites are exclusively devoted to helping patients. These include GiveForward, GoFundMe, and YouCaring [6,20,61,62,66]. People who are ill or with disabilities resort to crowdfunding as a means to raise funds for meeting health care costs [4,20,61,66]. Environmental trends drive patients and caregivers to these platforms to raise funds for medical care. Factors include lack of medical insurance; aftereffects of the financial downturn in 2008; and lack of health care regulations, such as the Affordable Care Act [4,6-8,68]. Although crowdfunding can be used for many forms of medical needs, campaigns for acute and exceptional medical needs are more likely to be funded than those for chronic needs [63]. Medical crowdfunding campaigns can include raising funds for a variety of reasons, such as treatment of diseases in adults or children, hospital expenses, postoperative care, homecare needs, and general support in terms of drugs and postdiagnosis protocols, among others.

There are some dedicated medical crowdfunding websites. YouCaring had 15,880 active medical campaigns in 2016. FundRazr had 5326 campaigns [8]. GoFundMe reported an increase from 8000 campaigns (raising US $1.6 million) in 2011 to over 600,000 (raising nearly US $150 million) in 2014 [5]. GiveForward reported that medical-related needs are its most popular form of crowdfunding campaign [63].

Despite this trend, little attention has been given to medical crowdfunding campaigns in terms of exploring reasons for use, impact on the provision of medical care, and individual relationships to health systems [4,8,17,66]. This exploratory study was conducted to address the paucity and obtain a panoramic view of the current state of medical crowdfunding. It explored the dimensions of medical crowdfunding as well as the factors of a successful campaign.

**Methods**

**Visual Analytics Approach**

This data-driven study used a visual analytics approach with primarily descriptive analytics [72,73] to obtain a panoramic insight into medical projects funded through GoFundMe. Visual analytics provides researchers and policy makers with effective ways to comprehend and analyze large datasets while acting on the findings in real time [74]. By integrating the computer’s capabilities with that of humans, visual analytics allows for the discovery of unexpected patterns and insights, which can lead to innovative and novel solutions [75,76]. It can address the challenge of information overload by translating information into viable opportunities, allowing researchers to examine results and the processes leading to those results [74,77,78]. The goal is to tell a compelling story through information visualization and the pillars of visualization, statistics, and data mining [75,77].

Descriptive analytics is based on the idea of describing data as is (without a preconceived assumption). Descriptive analytics
is more data driven than other models; it allows for the understanding of past and current patterns and data trends, using the insight for informed decision making [72,79]. Through categorization, characterization, and aggregation or classification of data, information is presented visually in the form of meaningful charts and reports for analyzing business decisions [72,79].

In the current context of medical crowdfunding, we deployed visualization with descriptive analytics to address insightful questions such as the following. Drawing from the literature on medical crowdfunding and from general insights in the domain of crowdfunding, particularly in the context of web-based platforms, we explored the following in our study:

1. What factors lead to the success of a medical crowdfunding campaign?
2. Is there an optimum length for a fundraising campaign to be successful?
3. Do gender and age of fundraisers play a role in the amount of funds that can be raised?
4. Do pictures posted by fundraisers impact the success of the campaign?
5. What role does social media play in crowdfunding, particularly medical crowdfunding?
6. How does an analysis of medical crowdfunding campaigns across the states offer a window into the status of health care affordability in the country?

The Platform: GoFundMe

The data source for this study is the GoFundMe crowdfunding platform, founded in 2010. It is the world’s largest crowdfunding platform in terms of the total funding amount raised and the total number of active campaigns [80]. GoFundMe campaigns include fundraising for several categories such as medical, memorials, emergency situations, and charitable causes.

In this study, we extracted data between June 19 and June 25, 2019, from the medical category of GoFundMe. We used the Selenium and Beautiful Soup packages in Python to crawl data from the medical category. Although it is possible that medical campaigns may exist in other categories, the medical category exclusively holds the bulk of these campaigns [7]. Therefore, we consider this to be an appropriate repository for medical crowdfunding campaigns. In addition, to ensure that only medical campaigns were included from this category in our data, we performed a manual perusal of the project descriptions upon extraction. Textbox 1 outlines the methodology used.

Table 1 describes the entities in the study and the variables for each entity. The entities in the crowdfunding study include the fundraiser (the person who is running the campaign and raising medical funds for himself or herself or another), the campaign, and the donor. We also show the source of each variable in terms of whether the code was directly downloaded from the data source or had to be coded after a manual perusal of the data. The variables are described in further detail in the context of the data analyses and results.

Using the web crawler, we collected data on 1000 medical crowdfunding campaigns. Three campaigns were eliminated for lack of data, resulting in a sample size of 997 fundraising campaigns. The raw data were extracted in a comma-separated value format and loaded into Tableau (Tableau Software Inc), a visual analytics tool. The following section discusses the results of the analyses.

Textbox 1. Methodology.

<table>
<thead>
<tr>
<th>Data collection</th>
</tr>
</thead>
<tbody>
<tr>
<td>GoFundMe</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data preparation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data crawled from GoFundMe, extracted in a comma-separated values format, and prepared for an analytic tool</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Platform selection and implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tableau 2019.2</td>
</tr>
</tbody>
</table>
### Table 1. Variables in the research.

<table>
<thead>
<tr>
<th>Entity and variable</th>
<th>Description</th>
<th>Source of variable code</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient (for whom funds are being raised in the campaign)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>Gender refers to the gender of the patient for whom the campaign is developed (M: male, F: female)</td>
<td>Directly from the data source</td>
</tr>
<tr>
<td>Age</td>
<td>Age refers to the age of the patient for whom the campaign is developed. People below the age of 18 years are considered children, while others are considered adults (C: children, A: adult)</td>
<td>Directly from the data source</td>
</tr>
<tr>
<td><strong>Campaign</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group picture</td>
<td>Represents a picture that is posted in the campaign. If there is a single person in the picture, it is deemed to be a single picture. All other pictures are categorized as a group picture (G: group picture; S: single picture)</td>
<td>Manual review of data</td>
</tr>
<tr>
<td>Status</td>
<td>Status provides details regarding the picture of the patient (P: picture in which the patient appears healthy and not in a medical setting; N: picture in which the patient appears ill and in a medical setting)</td>
<td>Manual review of data</td>
</tr>
<tr>
<td>Position</td>
<td>Websites have multiple pages. Therefore, campaigns on the homepage are marked as position 0. Those on successive pages are marked with successive numbers (0-333)</td>
<td>Manual review of data</td>
</tr>
<tr>
<td>Location</td>
<td>The geographical location of the fundraiser (city)</td>
<td>Directly from the data source</td>
</tr>
<tr>
<td>Goal</td>
<td>The dollar amount that is sought through the campaign (US$)</td>
<td>Directly from the data source</td>
</tr>
<tr>
<td>Length of fundraising</td>
<td>The time period for which the campaign has been active (months)</td>
<td>Directly from the data source</td>
</tr>
<tr>
<td>Amount raised</td>
<td>Amount raised denotes the total dollar amount that the campaign generated (US$)</td>
<td>Directly from the data source</td>
</tr>
<tr>
<td>Facebook shares</td>
<td>Number of people who shared the campaign link on their Facebook page (#)</td>
<td>Directly from the data source</td>
</tr>
<tr>
<td>Favorite hearts</td>
<td>The number of people who liked the campaign on GoFundMe. This shows support toward the campaign (#)</td>
<td>Directly from the data source</td>
</tr>
<tr>
<td><strong>Donor</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of donors</td>
<td>Number of people who donated to a campaign (#)</td>
<td>Directly from the data source</td>
</tr>
</tbody>
</table>

### Results

#### Distribution of Campaigns

We first explored the geographic distribution of the number of medical fundraising campaigns across various states in the United States (Figure 1). In addition to the geographical distribution, the figure depicts the distribution by gender.

Figure 1 shows that California has the highest number of fundraising campaigns (n=163), whereas the average number of campaigns for most states is approximately 20. This is followed by New York with 90, Texas with 65, New Jersey with 64, and Florida with 58 campaigns. We can only speculate on the distribution of fundraising amounts by state. For one, according to the 2019 US Census, these are also the states with a population of over 10 million [81]. It is also suggested that platforms such as GoFundMe, Fundly, and JustGiving are gaining popularity as people struggle to meet rising health care costs [82]. On the basis of this information, our results suggest the need for further empirical exploration on whether the high number of campaigns in these states is, in some way, a reflection of the high population that naturally entails a higher usage of the platform, or more people using the crowdfunding platform to cope with rising health care costs [81,82]. Figure 1 also reveals the analysis for gender. It shows that there are more campaigns by male patients 59.2% (59.2/100) compared with female patients 39.4% (39.4/100). In terms of age, our data show that most patients are primarily adults 80.9% (80.9/100).
Factors Driving the Success of Campaigns in Terms of Amount Raised

We then explored factors that can drive the success of a campaign. For one, if the position of the campaign posting on the website and the length of time that the fundraising campaign was active had any influence on the amount of funds raised (Figure 2). In Figure 2, the x-axis shows the duration of the campaign in months, and the y-axis shows the total amount raised. The position is represented by the size of the band for each campaign within each bar. The position of the campaign is the page on the website on which the campaign appears. The smallest bar represents a campaign positioned on the first page of the website (0). The size of the bar increases with the change in position on successive pages. The positioning of the campaign can play a major role in raising funds. Per the rationale, campaigns on the front pages receive higher visibility with donors. Thus, these campaigns have a higher chance of funding.

The results in Figure 2 show a positive correlation between the position of the campaign and the amount raised. Campaigns posted in the first few pages of the website do have a higher amount raised. With respect to the length of the campaigns, we found that campaigns that ran for 2 to 5 months received better funding and had a higher chance of meeting their goals. This shows that there is an optimal period for a campaign to remain active, beyond which the potential for increasing returns is questionable. Although this is an interesting finding, there is no prior research or literature to substantiate the reasons for the lack of an incremental effect on the amount raised after 5 months. We can only speculate on a few. For one, because of the increasing number of campaigns, after a period of time, donor attention may be diverted to other newer campaigns on the platform. Second, in medical crowdfunding, since the cause for funding is medical, this may have an effect on the perception of the sense of urgency of the need. A campaign that is open for a longer period may not convey an imminent sense of urgency as another that is open for a shorter term. However, further studies are needed to explore this in greater detail, incorporating more sophisticated techniques.
Factors in Closing the Gap Between the Goal and the Actual Amount Raised

In the context of fundraising, it is important to identify which features of the campaign have a favorable influence in terms of closing the gap between the goal amount and the amount raised. The aim is to ensure that the difference is reduced and that the goal is reached.

In this regard, we studied the role of the campaign length in influencing the gap between the goal and the amount raised. Figure 3 shows a combination line chart and a bar-in-bar chart. The blue bar shows the average goal of the fundraising campaign, the orange bar shows the average amount raised, and the yellow line chart shows the difference between the goal and the actual amount raised. These are depicted in the context of the length of fundraising (the x-axis).

According to Figure 3, as the length of the fundraising period (in months) increases, the difference between the goal and the actual amount raised decreases. The decrease lasts up to a period of 5 months. After that, the difference increases. This trend indicates that the optimal fundraising period to meet a goal is between 2 and 5 months.

Next, we explored the role of other variables related to the patient (such as gender and age) and the picture (status and group picture) posted in the campaign (Figure 4). Gender refers to whether the patient is male (M) or female (F); age refers to whether the patient is a child (C) or an adult (A); status refers to the depiction of the status of the patient as reflected in the campaign picture—whether the patient appears healthy and not in a medical setting (P) or the patient appears ill and in a medical setting (N); and a group picture denotes whether it is a single picture (S) portraying only the patient or a group picture (G).

Figure 4 uses a combination chart to show the average percentage of the goal reached and the average amount raised by each of the 4 variables.

In Figure 4, analysis by the status of the picture shows that campaigns with the picture of a patient appearing ill and in a medical setting (N) had a higher average amount raised and a higher average percentage of goal compared with campaigns with pictures where the patient appears healthy and not in a medical setting (P). On analyzing by gender, campaigns for male patients raised more funds (approximately 8%) on average than those for female patients; when comparing the average percentage of goal reached, campaigns for male groups lagged (by about 4%). When considering both the criteria of the average amount raised and the percentage of goal reached, campaigns for children raised more funds (about 2.5%) than those for adults.
Figure 3. Role of the length of fundraising in closing the gap between the goal and the amount raised.

Figure 4. The average amount raised and percentage of goal reached by the different variables.
While the above analysis revealed the separate influence of age and picture on the average amount raised, we now analyzed their combined influence on the average amount raised. Figure 5 depicts the amount raised for adult and pediatric patients, differentiated by the type of picture in the campaign (single: S or group: G).

Figure 5 depicts the amount raised for adult and pediatric patients differentiated by the type of picture in the campaign. Some campaigns use a picture showing a single patient while others show the patient in a group. Our findings from the figure show that for adult patients, the average amount raised with the picture of a single patient is slightly lower than that raised using a group picture. However, in the case of children, the trend is reversed, with a higher amount being raised with the picture of a single patient. Therefore, for adults, the difference is in the opposite direction and much less visible than for children. This holds interesting prospects for future research to further analyze the factors behind the differential effect being more pronounced for children. In addition, campaign developers can design campaigns with this differential in mind.

Figure 5. Influence of age and type of picture on the average amount raised.

<table>
<thead>
<tr>
<th>Picture of group of patients</th>
<th>Picture of single patient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult: 46,111</td>
<td>Adult: 46,709</td>
</tr>
<tr>
<td>Child: 44,045</td>
<td>Child: 48,754</td>
</tr>
</tbody>
</table>

Association of Popularity Measures of the Campaign With Amount Raised

Campaigns have several measures that denote their popularity. In our study sample from GoFundMe, these include favorite hearts and Facebook shares. Favorite hearts denote the number of people who liked the campaign on GoFundMe. Facebook shares denote the number of people who shared the campaign on their social media platform, Facebook. In addition to these 2 measures, we also analyzed the influence of the goal and number of donors on the amount raised. We further showed the percentage of goals reached in the scatterplots (Figure 6). The dashboard in Figure 6 shows the associations for each of the 4 variables.

Figure 6 shows that favorite hearts have a significant and positive correlation (P<.001; R²=0.26) with the amount raised. Facebook shares did not have a significant correlation with the amount raised (P=.06). There was a significant positive correlation between funding goals and the amount raised for a campaign (P<.001; R²=0.30). Therefore, the higher the goal, the higher the amount raised. Finally, the number of donors had a significant positive correlation with the amount raised (P<.001; R²=0.47), which indicates that the higher the number of donors the higher is the amount raised. Keeping in mind that the average donation amount tends to be the same, the higher the number of donors correlates with the higher probability of raising a larger amount. From the analyses, we can see that in the association of goal with the amount raised, the colored bubbles show that the higher the goal amount, the higher the possibility of the percentage of the goal being achieved.
Figure 6. Association of amount raised with campaign popularity measures.

Figure 7 illustrates the state- and city-level distribution of the amounts raised. This includes 3 characteristics: the intensity of color inside the states denotes the amount raised by the state, such that the darker colors show larger amounts raised; the bubbles inside each state represent the amount raised at the city level; and the bubble color indicates the contribution of the city-level amount raised to the state’s overall campaign amounts raised.

Figure 7 shows that California, New York, Texas, and Illinois have the highest amount raised compared with the other states. It also depicts clusters in the above states. These represent the locations of most of the crowdfunding campaigns. For example, areas around New York City and Los Angeles are the most concentrated in terms of campaigns created as well as amounts raised.
Along the lines of state-level distribution, we performed a state-level comparison of the average amount raised and the total amount raised (Figure 8).

In Figure 8, in addition to the average amount raised in each state (denoted by the color), the ranking in terms of the total amount raised is indicated as a label. The figure shows Iowa, Indiana, Wisconsin, and Idaho as the states with the highest average amount raised. However, in terms of the total amount raised, these states are ranked as 33rd, 23rd, 17th, and 32nd, respectively. In terms of the total amount raised, California ranks first, followed by New York, Texas, New Jersey, and Florida. These results highlight the potential for platforms such as GoFundMe to customize their campaign strategies based on the funding performance of the different states.
Figure 8. Average amount raised by state and ranking by total amount raised.

Association of the Amount Raised With Relevant Campaign and Fundraiser Variables

The box plot in Figure 9 shows the association of the amount raised with the age of the patients (child or adult) for whom the fundraising campaigns were developed.

Figure 9 shows that campaigns for adult and child patients have a similar median (approximately US $30,000 to US $40,000). However, the adult group has a higher biased distribution with more outliers. We propose that crowdfunding platforms pay special attention to these outliers because they may represent unique circumstances requiring specialized assistance and strategies for funding.

Figure 9. The median amount raised by age.
We compared the amount raised with the number of updates and the length of the fundraising campaign (Figure 10). In the figure, the intensity of the color denotes the average amount raised, with the darker color representing higher amounts. The 2 labels inside the boxes represent the number of updates (top label) and the length of the fundraising campaign in months (bottom label). The updates represent those posted to the campaign regarding health and treatment.

Figure 10 shows that campaigns with an average of 30 to 40 updates can raise much higher amounts in a 2- to 3-month period. The highest average amount raised is for a fundraiser with more than 40 updates and a period of 3 months. It should be noted that these are average values. In calculating these averages, we did not consider the position or the goal of the campaign. They were assumed to be the same across campaigns. These results indicate that we can focus on the length and the number of updates as relevant criteria to achieve a fundraising goal.

Figure 10. The average amount raised, number of updates, and length of campaigns.

### Trajectory of Donations and Influence of Favorite Hearts and Updates

Next, we looked for patterns in donations over time based on the number of updates or the number of favorite hearts in a campaign (Figure 11).

Figure 11 shows the relationship between the average number of donors with favorite hearts and the average number of updates in a campaign. The size of the bubbles in the scatterplots indicates the average amount raised. In Figure 11, we can see that the number of favorite hearts shows a significant positive association ($P=.04$) with the number of donors. Favorite hearts represent the number of people who liked the campaign on the GoFundMe website. It appears that people are more motivated to contribute if they see others endorsing a campaign in some manner. However, considering the lack of significance ($P=.06$) about the number of updates, it appears that donors focus on the initial story without following successive updates.
Role of the Title and Description of the Campaign on Donations

The title of the campaign was important. Therefore, we wanted to explore whether it influenced the average number of donors and the average amount raised (Figure 12). Figure 12 shows the two-line charts. The green line indicates the average amount raised, and the blue line indicates the number of donors.

Figure 12 shows that campaigns with titles having a length of 6, 7, and 9 words had a higher average number of donors. Titles with 10 or 11 words had a higher average amount raised. It can be inferred that the title plays an important role. An interesting title with 6 to 11 words can have a strong association with raising funds. The figure shows that most campaigns use 2- to 7-word titles. Future studies can explore the content of titles in addition to the length of in-depth associations.

Multimedia Appendix 1 depicts a word cloud for keywords that appear more than 500 times in the textual descriptions of campaigns. A word cloud is a visual representation of the frequency and value of a word. It is used to highlight popular or trending terms based on the frequency of use and prominence in a corpus of text. The more times a keyword is present in a dataset, the bigger and bolder the keyword appears. Multimedia Appendix 1 shows that frequently occurring words include help, family, cancer, support, medical, treatment, time, and hospital. These represent the most discussed topics as well as the key factors in medical crowdfunding campaigns. The word cloud analysis shows that a large number of campaigns were designed to help with costs related to cancer treatment.
Discussion

Principal Findings
The visual analysis provides key insights that can help in developing successful medical crowdsourcing campaigns. States such as California and New York show the highest number of campaigns in the country. This indicates the need for further empirical investigation into a few possibilities: whether the high population in these states naturally suggests higher platform usage or being that the objective of medical crowdfunding is primarily to meet medical costs, whether high platform usage actually reflects people reaching out for health care needs. This study showed that some factors influence the amount raised in a medical crowdfunding campaign. For example, the positioning of a campaign is crucial. Posting a campaign within the first 10 pages of the website enhances its visibility to donors.

In terms of donor motivation, people are typically more generous in contributing to campaigns for children. It is also interesting to note the dynamics that a picture brings to the fundraising potential of a medical campaign. This study showed that a single patient picture is more effective for children. A group picture is more effective when fundraising for adults. A picture depicting the current medical condition of the patient (as severe) is more effective in motivating donations than one that depicts normalcy in the patient’s condition.

We draw attention to the importance and effectiveness of the title in a medical crowdfunding campaign. In this regard, an optimum length contains 6 to 11 words. Regarding the role of gender and age of patients for whom the campaigns are developed, it appears that campaigns for female children are more successful, raising up to 78% of the goal amount.

Finally, an interesting trend in the trajectory of donations is that the average donation decreases with an increase in the number of donors. This indicates that the first donors tend to be the most generous. These initial donations are typically substantive, suggesting that they may be from the family or friends of the fundraiser. The public at large seems to donate marginally less than the initial donors.

Scope and Limitations
This study has some limitations. We crawled the data during a specific time period, that is, 2019. Therefore, it provides a snapshot of crowdfunding activity. Future studies should span a longitudinal timeframe and a more expansive set of variables. In addition, although we used a visual analytics method, alternative techniques such as data mining (ie, clustering, association) can be deployed. Although visual analytics, as a methodology, offers descriptive analysis, further empirical investigation is needed to draw quantitative conclusions. Furthermore, although the research focuses on the amount raised, goal, and position of the campaign, information on the fundraiser’s background is not included. Access to fundraiser information would help ascertain whether certain profiles are more successful in attracting donations. Including specific information about the donors may also enable researchers to conclude whether the donor knew the patient or how many people donated to an unknown cause. Future studies can analyze differences in the type of patients for whom funds are raised (eg, medical expenses for a patient or pet). In addition, future studies can incorporate details on the insurance coverage of fundraisers. This might help ascertain their actual medical requirements. It will also be interesting to determine the current situation of fundraisers with regard to whether the treatment is completed or ongoing.

Implications
Despite these limitations, this research presents numerous contributions to the literature on medical crowdfunding and health care. This research highlights factors that are key to the success of a medical crowdfunding campaign. It also demonstrates the critical role of social media in the domain of health care. For example, research shows that campaigns with photos, frequent updates, and descriptions get more hearts (likes) and Facebook shares.

Through this research, we show how data-driven analytics can help donors make educated, fact-based contribution decisions in medical crowdfunding. The visual analytics methodology offers a holistic perspective on the phenomenon, including insight for policymaking in the arena of medical crowdfunding. Furthermore, this study offers insight into the geographic distribution of crowdfunding campaigns. This highlights the need for advanced analytics to empirically explore the contributing factors for differentials in platform use and fundraising success by state.

Conclusions and Future Research
This study focused on the dimensions and factors of a medical crowdfunding campaign using the most popular platform, GoFundMe. We examined the relationship between the use of social media, the characteristics of a campaign, and the potential for fundraising. The analysis of medical crowdfunding campaigns across the states offers a window into the status of health care affordability in the United States. The research shows the nurturing role that social media can play in the domain of medical crowdfunding. We also add to the drivers of a successful fundraising campaign with respect to the GoFundMe platform.

This research is significant because the topic of medical crowdfunding has been gaining public attention. Ethical concerns have been raised in relation to these kinds of campaigns. Most of these concerns focus on issues relating to both fundraisers and donors, such as exposure to fraudulent campaigns, loss of privacy, and fairness in fund distribution. There is also a debate on whether campaigns can be designed to raise funds for medical treatment or conditions related to pets.

In the meantime, systematic efforts to comprehend the scope of these ethical concerns are lacking. For example, a search on Google Scholar using the terms medical and crowdfunding returned only 3 results focusing on crowdfunding specifically for covering medical expenses rather than for research. Researchers and academicians can add insight into the phenomenon of medical crowdfunding given the interest in the social dimensions of health care combined with the ability to deploy a variety of methods from different disciplines.
For instance, health geographers can offer insight into the spatial dimensions of campaigns, such as the extent of the donor network from an ethics of care approach [6,8,68]. Health economists can explore the regulatory aspects related to the possible competing interests of parties in medical crowdfunding. Health informatics experts can incorporate leading-edge technology such as text analytics or sentiment analysis to analyze whether the severity of the medical condition influences the funds raised for medical crowdfunding campaigns. Drawing from our research and the related literature, we propose ethical and social considerations for future medical crowdfunding research. First, it is important to explore how medical crowdfunding impacts the national phenomenon of health care, specifically affordability and cost of care. The exploration of whether the age group of patients has a differential impact on fundraising potential is also important. Second, crowdfunding platforms are all technology based. Therefore, research needs to explore fundraiser information privacy and security [6,8,65]. Third, the associated aspect of regulating misuse of platforms for fraudulent campaigns, including misrepresenting the severity of illness for securing funds or misappropriating funds, needs to be investigated [8,62]. Fourth, the results of the study emphasize the role of social media endorsements for crowdfunding campaigns, such as Facebook shares. It also questions whether social media companies should regulate the authenticity of endorsements as well as their role in influencing potential donors. At this stage, more social, political, and economic issues will continue to be explored as the prevalence and popularity of crowdfunding technology platforms rise.
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Abstract

**Background:** People from underserved communities such as those from lower socioeconomic positions or racial and ethnic minority groups are often disproportionately targeted by the tobacco industry, through the relatively high levels of tobacco retail outlets (TROs) located in their neighborhood or protobacco marketing and promotional strategies. It is difficult to capture the smoking behaviors of individuals in actual locations as well as the extent of exposure to tobacco promotional efforts. With the high ownership of smartphones in the United States—when used alongside data sources on TRO locations—apps could potentially improve tobacco control efforts. Health apps could be used to assess individual-level exposure to tobacco marketing, particularly in relation to the locations of TROs as well as locations where they were most likely to smoke. To date, it remains unclear how health apps could be used practically by health promotion organizations to better reach underserved communities in their tobacco control efforts.

**Objective:** This study aimed to demonstrate how smartphone apps could augment existing data on locations of TROs within underserved communities in Massachusetts and Texas to help inform tobacco control efforts.

**Methods:** Data for this study were collected from 2 sources: (1) geolocations of TROs from the North American Industry Classification System 2016 and (2) 95 participants (aged 18 to 34 years) from underserved communities who resided in Massachusetts and Texas and took part in an 8-week study using location tracking on their smartphones. We analyzed the data using spatial autocorrelation, optimized hot spot analysis, and fitted power-law distribution to identify the TROs that attracted the most human traffic using mobility data.

**Results:** Participants reported encountering protobacco messages mostly from store signs and displays and antitobacco messages predominantly through television. In Massachusetts, clusters of TROs (Dorchester Center and Jamaica Plain) and reported smoking behaviors (Dorchester Center, Roxbury Crossing, Lawrence) were found in economically disadvantaged neighborhoods. Despite the widespread distribution of TROs throughout the communities, participants overwhelmingly visited a relatively small number of TROs in Roxbury and Methuen. In Texas, clusters of TROs (Spring, Jersey Village, Bunker Hill Village, Sugar Land, and...
Introduction

Background

Tobacco use is a major risk factor for lung cancer and premature morbidity [1] and also one of the leading preventable causes of death in the United States [2,3]. Approximately 480,000 deaths (1 in 5 deaths) in the United States annually could be attributed to smoking or tobacco consumption [4]. Although tobacco use is a prevalent public health problem in the United States, research has shown that the health and economic burden of tobacco use disproportionately affect underserved communities and that these communities have not benefitted from tobacco control efforts as much as others [5]. Research has also shown that the density of tobacco retail outlets (TROs) is higher in low-income neighborhoods [6] as well as in communities with higher percentages of ethnic minorities [7,8]. In addition, people from lower socioeconomic positions (SEPs) are often the target of the tobacco industry’s advertising, including the places of their residence [9]. The presence of TROs, together with a disproportionate exposure to protobacco messages, is associated with smoking behaviors and may attenuate the attempts of smokers to quit by allowing easy access to tobacco products as well as encouraging impulse purchases by providing environmental cues for smoking [10].

Although many studies have examined how factors such as the proximity of a residence to TROs and exposure to protobacco messages are related to smoking attitudes and initiation, smoking prevalence, and even hospital admissions [3,11-14], few studies have investigated the exposure and awareness of antitobacco messaging within underserved communities, particularly in relation to TROs and across media platforms. For instance, what are the media platforms where underserved communities are exposed to anti- or protobacco messages? Are people strategically exposed to antitobacco messages near locations such as TROs or places they are most likely to smoke or other places? To date, research on the extent of such antitobacco and protobacco message exposure is limited by its reliance on aggregated cross-sectional self-reported survey data.

The Potential of Smartphone Apps in Informing Protobacco and Antitobacco Messaging Efforts

With the ubiquity of smartphone ownership, particularly within vulnerable communities, data from smartphone apps provide a potential data collection mechanism for informing health policy makers where to focus antitobacco messaging efforts [15,16], especially when they are used to complement traditional data sources such as the location of TROs. After all, smartphone penetration in the United States is high, with about 81% of the population owning a smartphone; the smartphone ownership figures are also high for underserved communities, such as people living in rural areas (71%), those making less than US $30,000 annually (71%), and in minority communities (approximately 79% to 80%) [17]. Health promotion organizations and policy makers could take advantage of the contextual information provided by smartphones to identify strategic areas to help ensure adequate exposure to antitobacco messages [18].

Smartphones enable researchers to passively engage in data collection at-scale within people’s naturalistic environments. For instance, by enabling geolocation tracking with the explicit consent of users, smartphone apps can collect temporally ordered information on the precise locations they visited or the paths they have taken, without being intrusive. The ability to track the behaviors of those in underserved communities in situ is a huge advantage over traditional survey methods that rely on self-reported recall [19]. Methods based on recall are limited in that participants may not remember all locations they have visited accurately, or they may omit details for the sake of social desirability (eg, underreporting of places they may perceive as undesirable). Geolocation tracking can provide valuable information for health organizations in helping to strategically target antitobacco messaging efforts by accurately identifying where protobacco messaging is being encountered. For example, the mobility or path data that outline how individuals move through their communities would be useful for identifying the most popular TROs and other place-based platforms where messages are being aired.

This type of smartphone data collection might also provide opportunities for health organizations to partner with underserved communities for participatory science efforts [20]. Although collecting data from the underserved communities can be extremely difficult [21], the use of smartphones could circumvent this problem as it adds a minimum logistical burden given the role of smartphones in their lives. The data collection could employ ecological momentary assessment (EMA) techniques, which assess particular events in the lives of subjects at periodic intervals, such as smoking behavior or exposure to specific types of messages, which are automatically prompted. These data, together with geolocation of smoking-related behaviors, could be used to map smoking hot spots [22]—defined as locations where there are non-random observed patterns of clustering—which are areas where there is a
statistically significant clustering of respondents who report smoking in the same area.

These types of data collection efforts can facilitate the proactive reporting of exposure to tobacco messages that have high temporal specificity and are capable of capturing details of even ephemeral exposures (eg, a photo of an advertisement on a rotating billboard or as part of a video at a gas station and radio advertisements). Insights into where and how anti- and protobacco messages are reaching those in underserved communities can assist tobacco control practitioners and policy makers in helping reduce the disproportionate burden of tobacco use within vulnerable communities.

**Objectives of the Study**

This study aimed to examine how smartphone app data collection could complement existing data sources to help inform tobacco control efforts for underserved communities. There are three specific objectives of this paper. First, we sought to identify if there were concentrations of TROs in Massachusetts and Texas. Second, using both passive (ie, geolocations) and active (ie, self-reports) data, we aimed to identify (1) the most popular TROs, denoted by a small number of TROs that attracted the most human traffic; (2) the areas in which participants were most likely to smoke; and (3) the locations where the participants reported exposure to tobacco messages and where the concentrations of pro- and antitobacco messages were. Third, we drew suggestions for tobacco control based on our results.

**Methods**

**Study Design and Recruitment**

To address the objectives of our study, we conducted a small-scale feasibility test using a smartphone app in underserved communities in Massachusetts and Texas. We have chosen to conduct the study in these 2 states, given the diversity in tobacco control policy implementation, where Massachusetts had stricter tobacco laws as compared with Texas [23,24]. Ethics approval was obtained from the respective institutional review boards (IRBs) of Harvard University, Baylor College of Medicine, and the University of Saskatchewan after extensive review, which ensured that adequate layers of protection were in place for our participants. Upon receiving the IRB approvals, we recruited 95 participants (smokers and nonsmokers) aged 18 to 34 years who resided in different cities within Massachusetts and Texas to participate in our 8-week smartphone tobacco tracking study.

Participants were required to meet the following criteria: (1) existing Android smartphone users with a data plan (although we covered the costs of their plan for the duration of the study) or would be willing to change their primary phone to a study-compatible phone, (2) consented to download a location-tracking smartphone app called Ethica and to keep their location-tracking feature switched on for the duration of the study, and (3) were willing to complete a pretest at the start of the study and a posttest at the end of the study as well as respond to EMAs that would be pushed to them. Ethica is a smartphone app designed to collect sensor-based data (eg, geolocations, accelerometry, and electrodermal activity) as well as contextual self-reports (eg, EMAs).

Once the participants downloaded Ethica (assisted by study staff) and registered using their email and a password, the study staff helped ensure that the location-tracking feature on their phones was enabled. The participants were then asked to complete the pretest via the app on their smartphone. This pretest contained questions pertaining to demographics, smoking status, number of cigarettes smoked in the past 30 days, and other related smoking attitudinal and behavioral questions. The location-tracking app began collecting geolocation data once registration was complete. At the end of the study, the participants completed a similar posttest.

**Profile of Participants**

Among the 95 participants (49 females, 42 males, 4 nonresponse), 51 were from Massachusetts and 43 were from Texas, with 1 nonresponse. Of all the 95 participants, when asked if they were of Hispanic, Latino, or Spanish origin, 54 (57%) reported they were “not of Hispanic, Latino, or Spanish origin”; 7 (7%) were “Mexican, Mexican American, Chicano”; 10 (11%) were “Puerto Rican”; 12 (13%) were “Dominican”; 1 (1%) was “Cuban”; 6 (6%) were “another Hispanic, Latino, or Spanish origin (eg, Guatemalan, Salvadoran, Honduran, Nicaraguan, Panamanian, Colombian, Venezuelan, Peruvian)”; and 5 (5%) with no response. In terms of race, 37/95 (39%) of our participants identified as “Black or African American”, 33/95 (35%) as “White”, and the rest identified themselves as a combination of different ethnic groups (eg, “American Indian or Alaska Native”, “Asian”, “Native Hawaiian”, or “other Pacific Islander”).

The median total combined household income was between US $20,000 and US $29,000 (from 1 [US $10,000] to 9 [US $75,000]); median 3.00 [US $20,000 and US $29,000]; SD 2.11), and the median education status was having some college (1 [completed grade school or less] to 8 [completed graduate or professional school after college]; median 5.00 [some college]; SD 1.32). In total, 53 participants self-identified as smokers, whereas 41 were nonsmokers, with 1 nonresponse. The participants were also asked to report the total number of cigarettes they smoked in the past 30 days (mean 11.3, SD 13.4).

**Data Management and Processing**

**Geolocations of Tobacco Retail Outlets**

The geolocations of TROs were obtained from the North American Industry Classification System (NAICS). Developed by the Office of Management and Budget, NAICS is the federal standard business classification system based on the primary activities of businesses. We identified and extracted records for 252 TROs in Massachusetts and 1422 in Texas, based on the NAICS classification of Tobacco Stores. For this study, we chose to focus our analysis on TROs that were solely cigars, cigarettes, and tobacco dealers and retailers or smoke shops (NAICS8 code: Tobacco Stores) and excluded retailers whose primary descriptions were not in the area of tobacco sales (eg, beer, wine, and liquor stores; convenience stores; and gasoline stations with convenience stores), even though they might sell tobacco products. The reason for excluding these stores was...
that people might pass by or linger at these places because of reasons (eg, when shopping for groceries) other than tobacco purchase and consumption.

**Participants' Geolocations**

Ethica collected approximately 31 million time-stamped geolocations from all the participants recorded in millisecond intervals. To increase the reliability of the data (eg, as there were multiple geolocations of individuals recorded when they were stationary), we collapsed participants' geolocations into multiple 10-min time intervals and extracted the most accurate and representative longitude and latitude locations for each interval. In total, there were 279,840 geolocations of participants from Massachusetts and 227,991 geolocations for participants in Texas.

**Geolocations of Smoking Behaviors**

Questions regarding smoking behaviors were randomly administered 4 times a day to smokers via Ethica (between 8 AM and 9 PM on weekdays and between 10 AM and 9 PM on weekends). The geolocations of participants when they were smoking were captured from their responses to the question “Have you smoked in the past hour,” in which they were asked to select from the following responses: (1) I smoked a cigarette in the past hour, (2) I smoked an electronic cigarette (e-cigarette) in the past hour, (3) I used another tobacco product in the past hour, (4) I am smoking a cigarette right now, (5) I am smoking an e-cigarette right now, (6) I am using another tobacco product right now, and (7) I have not smoked. To obtain the geolocations of the participants when they were smoking, we extracted the longitude and latitude of smokers at the time if they indicated that they were smoking a cigarette or an e-cigarette or using another tobacco product right now. A total of 10,393 smoking geolocations in Massachusetts and 10,187 in Texas were recorded.

**Geolocations of Tobacco Message Exposure**

Through Ethica, participants were able to take or upload photos of tobacco messages and advertisements they came across in their communities (eg, billboards, TROs) or on the internet. After this, they were prompted to answer an EMA survey where the participants were given the options to identify the messages as either antitobacco or protobacco and to report when they saw the message (where 1=I see it right now; 2=in the past hour; 3=in the past 1-5 hours; 4=more than 5 hours ago). The latitude and longitude of the photos and EMA surveys were logged using Ethica.

**Statistical Analysis**

Data were imported into ArcMap 10.6.1 for mapping and statistical analyses, where we conducted spatial autocorrelation and optimized hot spot analysis as well as power-law analysis in R studio (version 1.8383) to address all the study objectives. The global spatial autocorrelation was used to test for the presence of spatial variation in a given dataset [25], specifically in examining the correlation among data points that are close to one another and to determine if there is a nonrandom spatial clustering among data points that were in close proximity [26]. The global Moran index is a statistic that indicates the presence of statistically significant spatial clustering, which produces a number between –1 and +1. A negative value indicates the presence of negative spatial autocorrelation, which is the tendency for dissimilar values to be located together. On the other hand, positive values indicate the presence of positive spatial autocorrelation, where data points with similar values are clustered together [25]. If the presence of spatial clustering was detected, we then conducted the optimized hot spot analysis to examine the locations of the hot spots and cold spots of TROs, smoking, and antitobacco messages.

The power-law analysis aimed to test if there was an observable power-law distribution in the data. A power-law distribution is also known as a heavy tail distribution, where smaller values on the x-axis correspond to large values in the y-axis. In other words, in the context of this study, if a power-law distribution is observable, a small number of TROs would attract the most human traffic. This may suggest that certain TROs are more popular, or centrally located, such that people are more likely to pass by as compared with TROs located in obscure locations.

**Results**

Our first objective was to identify if there were concentrations of TROs (ie, TRO hot spots) in Massachusetts and Texas (see Figures 1-3). To do so, we conducted spatial autocorrelation on the geolocations of TROs and determined if there was a statistically significant spatial clustering of TROs. The results suggest that there was evidence of clustering of TROs in both Massachusetts (global Moran index=0.79; \( z=8.04; P<.001 \)) and Texas (global Moran index=0.69; \( z=5.85; P<.001 \)). Next, optimized hot spot analysis in ArcMap showed that there was a statistically significant clustering of TROs in the city of Boston, with the most significant clusters found in Dorchester Center, Jamaica Plain, and Hyde Park \( (z≥3.50; P<.001) \). The TRO hot spots in Texas were found in Houston, and they were in places such as Spring, Jersey Village, Bunker Hill Village, Sugar Land, and Missouri City.
Figure 1. Hot spots of tobacco retail outlets in the state of Massachusetts.

Figure 2. Zoomed-in view of the most significant hot spots in the city of Boston.

Figure 3. Hot spots of tobacco retail outlets in the state of Texas.
Our second objective was to draw upon both passive (ie, geolocations) and active (ie, self-reports) data to identify (1) the most popular TROs, (2) the areas in which participants were most likely to smoke, and (3) the locations where participants reported being exposed to tobacco messages and where these concentrations of protobacco and antitobacco messages were.

To examine which were the most popular TROs—if a small number of TROs attracted the most traffic—we tested if a power-law distribution was observable by analyzing geolocations of participants near the TROs. To do so, we created a 100-m buffer around all the TROs in our dataset and performed a spatial join with all the geolocations that intersected within the buffer. The selection of a 100-m buffer was consistent with previous research [27]. We then exported the data to R studio to fit a power-law distribution in accordance with the steps recommended by Clauset et al [28]: (1) construct a discrete power-law distribution object, (2) estimate the $x_{\min}$ and exponent $\alpha$ of the power law and assign them to the power-law object, and (3) bootstrap to obtain the $P$ value for the hypothesis test of if the data followed a power-law distribution. In the Kolmogorov-Smirnov test, the null hypothesis is that observations will follow a specific distribution, whereas the alternative hypothesis specifies that a set of distribution does not follow a specific distribution. As such, to claim that observations follow a power law distribution, the $P$ value would have to be equal or more than .05 for the null hypothesis to be accepted, thereby indicating the presence of a power-law distribution. The analysis found marginal support for the power-law distribution ($D=0.12; P=.05$) for TROs in Massachusetts (Figure 4) but not for Texas. The top TROs that attracted the most human traffic from our sample were in the neighborhood of Roxbury in the city of Boston and Methuen, a city close to Boston.

Next, to identify the areas where participants were most likely to smoke (ie, smoking hot spots), we conducted spatial autocorrelation on geolocations where the participants reported their smoking behavior through the EMAs and determined if there was a statistically significant spatial clustering of smokers who reported smoking (Figure 5). The results suggest that there was significant clustering in both Massachusetts (global Moran index=$0.29; z=34; P<.001$) and Texas (global Moran index=$0.25; z=63.5; P<.001$). Next, we conducted optimized hot spot analysis, and the results showed that in Massachusetts, the heaviest smokers (based on the number of cigarettes smoked in the past 30 days) tended to report that they smoked in Dorchester Center, Roxbury Crossing, Lawrence, and Peabody ($z\geq2.84; P<.001$). In Texas, the heaviest smokers tended to report smoking in West University Place, Aldine, Jersey Village, Spring, and Baytown ($z\geq2.67; P<.001$).

To identify the locations where the participants reported being exposed to antitobacco and protobacco messages, we examined the photos taken by the participants through the app where they rated if the messages were either antitobacco or protobacco. In Massachusetts, there were 41 antitobacco and 48 protobacco messages reported (see Multimedia Appendix 1). The top 3 most frequent platforms for exposure to antitobacco messages in Massachusetts were on (1) television and others (19.5% each, 8/41 for television and 8/41 for others), (2) store sign or display (7/41, 17.1%), and (3) billboard/bus/train stop advertisements (6/41, 14.6%). The top 3 highest exposures to protobacco messages were on (1) store sign or display (7/48, 56.3%), (2) newspaper or magazine (7/48, 14.6%), and (3) website (5/48, 10.4%).

In Texas, there were 63 antitobacco and 43 protobacco messages (Multimedia Appendix 1). The top three highest exposures to antitobacco messages in Texas were (1) others (21/63, 33.3%), (2) television (14/63, 22.2%), and (3) store sign or display (7/63, 11.1%). The top 3 highest exposures to protobacco messages were on (1) store sign or display (25/43, 58.1%), (2) others (7/43, 16.3%), and (3) television (4/43, 9.3%).

Finally, we aimed to examine if there were spatial clustering of tobacco messages and if such clusters were located near TROs or smoking hot spots. We analyzed the data using spatial autocorrelation, and the results suggested that there was evidence of antitobacco message clustering in Massachusetts (global Moran index=$0.28; z=1.89; P=.06$) but not in Texas (global Moran index=$-0.12; z=0.73; P=.07$). We then conducted an optimized hot spot analysis for antitobacco messages in Massachusetts, and the results showed that the clustering of antitobacco messages ($z=3.85; P<.001$) only occurred in Lawrence in Massachusetts (Figure 6). There was no evidence of protobacco message clusters.
Figure 4. Cumulative mean of power-law analysis for traffic of tobacco retail outlets in Massachusetts.

Figure 5. Clusters of smoking hot spots in Massachusetts (left) and Texas (right).
Discussion

This study showcases how data from smartphone apps could significantly inform tobacco control communication efforts when used to complement existing data sources, such as the geolocations of TROs in our study obtained from NAICS [29]. Using these methods, we were able to identify the locations where our participants were exposed to tobacco messages (anti- and pro-), the specific TROs that attract the highest level of patrons, as well as areas where individuals were most likely to smoke. There are several notable findings from our results. The data showed that physical locations still matter more than online tobacco messages when considering where people were most likely to encounter external cues for tobacco use, such as locations of TROs and areas where protobacco messaging were reported. From NAICS data, there was a concentration of TROs in economically disadvantaged areas within Boston, such as the Dorchester Center and Jamaica Plain [30]. In Texas, our data showed that there was a high concentration of TROs across Houston.

The data from smartphones complement traditional tobacco surveillance data, such as population health surveys [31], in that smartphone data provide context to how access to tobacco products and exposure to marketing and promotional efforts may influence tobacco use behavior within underserved communities. For example, we found that in both Massachusetts and Texas, participants reported that they predominantly encountered protobacco messages at store signs or displays as compared with web-based sources. This is somewhat surprising considering the increasing concern about the influence of social media posts in the promotion of tobacco, either through user-generated content on social media or through targeted industry web-based advertising efforts [32,33]. In contrast, although our participants reported encountering antitobacco messages through web-based and offline sources, they were most likely to come across antitobacco messages on television. In addition to airing messages on mainstream media, public health officials should consider boosting efforts in placing antitobacco messages around TROs.

Another finding is that in both Massachusetts and Texas, participants reported encountering fewer antitobacco messages in newspapers or magazines as compared with protobacco messages. This is consistent with the findings from a recent study [34], which aimed to determine the extent of exposure to federal court-ordered antismoking advertisements—where tobacco companies were required to pay for these advertisements to correct smoking misinformation [35]—among a nationally representative sample of the adult population in the United States in 2018. The study found that the overall estimated exposure to antismoking advertisements was generally low.
(40.6%), with the lowest exposure rates found among people aged 18 to 34 years (37.4%), those who had high school education or less (34.5%), those who earned less than US $35,000 annually (37.5%), and Hispanic smokers (42.2%). Although it was difficult to definitively pinpoint why our participants reported low exposure to antitobacco advertisements in newspapers, one plausible reason was that young people such as those in our sample may not be using print newspapers and magazines as much as the internet and social media [36,37], and thus, they would be less likely to come across antitobacco messages across traditional media platforms. In addition, research has documented that people from underserved communities were less likely to use newspapers as their primary news sources as compared with individuals from higher SEPs [38].

Second, this type of smartphone data collection allows one to target strategic areas for antitobacco message placement. For instance, in the state of Massachusetts, there was evidence of antitobacco messages only in Lawrence, which traditionally has a higher percentage of adult smokers and TROs per 1000 adults as compared with other parts of Massachusetts [39]. Although this was a positive step, there was a need for broader dissemination of antitobacco messages to reach other areas where popular TRO hot spots were found (Dorchester Center, Jamaica Plain, and Hyde Park), specific TROs (Roxbury and Methuen) with highest human traffic, as well as areas where smoking was concentrated (Dorchester Center, Roxbury Crossing, and Peabody).

Third, it is evident that the use of smartphone data to inform antitobacco messaging efforts for underserved communities is not a magic pill solution, as it would need concurrent supply side tobacco control regulations to be most effective. In Houston, the widespread prevalence of TROs remained problematic for targeted antitobacco messaging to be efficacious. In other words, effective and targeted antitobacco messaging in Texas would need to be accompanied by concurrent supply side solutions, such as restricting the number of TROs or increasing tobacco taxes.

Despite the study’s significant strengths, there are limitations. First, we relied on a small sample of individuals from underserved communities, and the results would not be generalizable to the overall population. For example, the locations of popular smoking areas could be heavily influenced by the characteristics of our sample. Second, as in all studies that employ smartphone apps, the geolocations were only captured when the smartphones were operational. Third, this methodology does not guarantee that exposure to all antitobacco messages is captured. Participants might not be able to snap a picture of the antitobacco message on a billboard in time if they were driving or traveling in a car. Finally, we recognized that, similar to many smartphone tracking studies, there are issues pertaining to privacy because of the amount of data collected that may not relate directly to the study’s objectives. Considering that we were working with underserved communities that were arguably more vulnerable than the general population, we prioritized the privacy protection of participants from the beginning of this study and took significant steps in communicating with our participants the privacy protection measures we have implemented.

At the policy and system architecture level, Ethica was built to be compliant with the General Data Protection Regulation requirements, which extended data protection for different types of health data collected from individuals [18,40]. In other words, our participants had the right to access and delete their own data. If the participants did not have the technical skills to do so, Ethica would provide technical support as needed. In addition, Ethica allowed the participants to request a copy of their data, and the support staff would provide them with a machine-readable file containing all the data collected about them. On a practical level, Ethica was designed in such a way that participants could snooze their study participation for some time. For instance, there was an incognito function where participants could pause data collection (eg, tracking of their geolocations) at any time they wanted.

Despite these limitations, this study presents a novel way of integrating passive and active data from smartphones with traditional tobacco surveillance information to help inform tobacco control efforts within underserved communities. We recommend that public health researchers continue to explore how to capitalize on big data from smartphones for tobacco control. For instance, future studies could extend our study by recruiting a larger sample of participants from different states and examining how fluctuations in emotions (captured by the EMA) could play a role in influencing tobacco use. Future research could also design smartphone-based interventions examining the optimal locations and time to administer antitobacco messages to people from underserved communities. In conclusion, smartphone data can inform tobacco control efforts in a powerful way, and health organizations and public health researchers should take advantage of this data revolution to strengthen tobacco control efforts to benefit the health of underserved communities [20].
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Abstract

Background: The number of patients with neurological diseases is currently increasing annually, which presents tremendous challenges for both patients and doctors. With the advent of advanced information technology, digital medical care is gradually changing the medical ecology. Numerous people are exploring new ways to receive a consultation, track their diseases, and receive rehabilitation training in more convenient and efficient ways. In this paper, we explore the use of facial expression recognition via artificial intelligence to diagnose a typical neurological system disease, Parkinson disease (PD).

Objective: This study proposes methods to diagnose PD through facial expression recognition.

Methods: We collected videos of facial expressions of people with PD and matched controls. We used relative coordinates and positional jitter to extract facial expression features (facial expression amplitude and shaking of small facial muscle groups) from the key points returned by Face++. Algorithms from traditional machine learning and advanced deep learning were utilized to diagnose PD.

Results: The experimental results showed our models can achieve outstanding facial expression recognition ability for PD diagnosis. Applying a long short-term model neural network to the positions of the key features, precision and F1 values of 86% and 75%, respectively, can be reached. Further, utilizing a support vector machine algorithm for the facial expression amplitude features and shaking of the small facial muscle groups, an F1 value of 99% can be achieved.

Conclusions: This study contributes to the digital diagnosis of PD based on facial expression recognition. The disease diagnosis model was validated through our experiment. The results can help doctors understand the real-time dynamics of the disease and even conduct remote diagnosis.

(J Med Internet Res 2020;22(7):e18697) doi:10.2196/18697
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Introduction

The population overall is currently aging. While an aging population represents the triumph of medical and social advances over disease, it also presents daunting challenges. Age is a crucial parameter for the occurrence, development, and diagnosis of diseases. As age increases, the central nervous system’s morphology, metabolism, and function undergo different degrees of decline, which results in certain neurological diseases [1]. One typical example is Parkinson disease (PD), which is caused by a decrease in dopamine secretion. PD, also known as tremor palsy, is a common neurodegenerative disease; the manifestations are mainly bradykinesia, myotonia, resting tremors, and unstable posture [2]. Clinical symptoms may also include nonmotor symptoms such as olfactory function decline, constipation, and depression. As a progressive disease, the various symptoms, both motor and nonmotor, become more serious as the disease course develops, and various
complications, such as the “on-off” phenomenon, dyskinesia, and decline in drug efficacy, often occur in the later stages. Patients with serious illness may be plagued by balance disorders, frozen gait, falls, and speech disorders, resulting in an inability to take care of themselves and a decrease in quality of life [3]. Famous people like Xiaoping Deng, Jingrun Chen, Jin Ba, and Muhammad Ali have all been deeply affected by PD. Hence, an accurate diagnosis and medication that works immediately are important.

In recent years, with the development of computer vision technology, facial image recognition has been used for disease diagnosis. In 2017, the National Human Genome Research Institute developed facial diagnosis software to identify whether a child has DiGeorge syndrome [4]. It is a very rare disease, with a pediatric incidence rate ranging from 1/6000 to 1/3000 worldwide. With such a wide range of morbidity, disease diagnosis can be difficult. However, all children with DiGeorge syndrome have clinically obvious facial features, which were utilized by the National Human Genome Research Institute for disease diagnosis. In 2016, FDNA Inc developed the Face2Gene system, which can help doctors diagnose genetic diseases via facial recognition [5]. Some relatively rare genetic diseases can even be discovered by comparing photos of patients with healthy people. This helps patients detect their disease and obtain treatment in a relatively short time.

For PD, the disease-specific facial expressions of patients have attracted researchers’ attention. In the 1860s, Charcot first described the characteristics of “masked face” in patients with PD [6]. Based on years of research, “mask face” is considered one of the common symptoms of PD. Its symptoms involve a faceless and binocular gaze [7]. Facial expressions in humans are expressed by the superficial muscles of the face. These muscles are called the “facial muscles” or “expression muscles.” Smiles and other facial expressions of patients with PD often appear to be unresponsive and have significantly smaller amplitude. The time it takes to form an expression is also extended. To many patients’ families, the “mask face” symptom causes issues because it is an expression of sullenness. Therefore, exploring a diagnostic method using facial feature point recognition is promising. Note that detection of a speech disorder in patients with PD, which is also a noninvasive diagnostic method, has been shown to be effective [8,9]. Hence, facial expression recognition can be combined with speech disorder recognition to obtain a more comprehensive, multidirectional, noninvasive, remote diagnosis.

Several researchers have utilized machine learning and computer vision technology to explore the inner relationship in the “mask face.” Bandini et al [10] proposed an automatic method in 2017 to analyze videos of facial expressions in patients with PD. They extracted the average distances between facial key points using face tracing. Then, they found that patients with PD have much smaller distances of facial movement. In contrast to video-based research, Rajnoha et al [11] designed an automatic detection method based on static facial images using convolutional neural network models. However, the best achieved accuracy was only 67.33%. In 2019, Langevin et al [12] designed the Parkinson’s Analysis with Remote Kinetic-tasks framework to analyze PD characteristics, finding that facial features and motion features in the Movement Disorder Society Unified Parkinson’s Disease Rating Scale (MDS-UPDRS) could be extracted from videos.

In order to explore facial expressions in humans and test whether they are accompanied by tremors, we need to extract the key points of the face. In this paper, we investigated the ability to diagnose PD by recognizing changes in key points of the face in a short video. At present, to the best of our knowledge, we are the first to utilize sequential changes in key points of the face to diagnose PD.

Methods

Data Collection

People with PD usually suffer from loss of facial expression on both sides of the face. Moreover, their eye movement is reduced, like wearing a mask. This symptom is usually called the “mask face” [13]. Motion retardation is one of the main symptoms of PD. When facial symptoms appear, movement in facial expressions is significantly reduced, accompanied by local tremor symptoms of the small tendon group. When patients with PD try to smile or form other expressions, the facial muscles move slowly and often show excessive expressions. Based on the main facial expression symptoms of patients with PD, we recorded the smiles of patients with PD. Each video was 5 seconds long, and we recorded 2-3 videos per patient. The expression of a smile can be used to distinguish a patient with PD from someone without PD by comparing the magnitude of the expression and trembling of the small muscles of the face.

Patients with PD at the First Affiliated Hospital of Dalian Medical University were recruited and provided video data. Patients provided written informed consent before collecting data. Data for the control group, or people without PD, were randomly collected from senior people who liked to exercise frequently. Finally, we collected data from 64 senior citizens, including 33 people with PD. Each person recorded a smile expression 3 times. The length of every video was 5 seconds. After filtering out the videos that could not be used, we finally collected 176 records. The label is the subject status (ie, whether he or she had PD), as shown in Figure 1.
Acquisition Equipment
In order to make the captured video clear enough and not affect the experimental results due to human jitter, the videos were captured using a Canon 700D camera placed on a standard tripod.

Collection Plan
In the process of recording facial expressions, we showed emoticons, which were printed on photos, to the patients with PD and asked them to imitate the emoticons. This data collection process aimed to explore the vibration of the small muscle groups of the face to distinguish patients with PD from people without PD. The underlying reason for asking the participants to imitate an emoticon in a photo was to prevent the subjective emotions of the patients with PD from affecting the data collection. At the same time, it guaranteed consistency of data collection and ensured that each patient’s understanding of a smile or anger was identical. The data collection process was as follows. First, we recorded the participant’s gender, age, and history of other neurological diseases. Then, the subjects filled out the video data collection registration form, with full awareness of the PD detection research project. Table 1 displays an example of the information collected via the registration form. Third, the emoticon photos were given to the subjects, and they were asked to imitate them. We collected 3 videos of smiling facial expressions, each of which lasted for 5 seconds. After all the recordings were completed, the videos were classified into 2 classes: patients with PD and people without PD. Different folders were sorted according to the patient ID.

Table 1. Example data collected using the registration form to collect data via video of patients with Parkinson disease.

<table>
<thead>
<tr>
<th>Patient Number</th>
<th>Age (years)</th>
<th>Gender</th>
<th>Confirmed</th>
<th>Other neurological disease</th>
<th>Length of disease (month)</th>
<th>Date of collection</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60</td>
<td>Male</td>
<td>Yes</td>
<td>No</td>
<td>10</td>
<td>11/13/2017</td>
</tr>
<tr>
<td>2</td>
<td>55</td>
<td>Male</td>
<td>Yes</td>
<td>No</td>
<td>24</td>
<td>11/13/2017</td>
</tr>
<tr>
<td>3</td>
<td>60</td>
<td>Male</td>
<td>Yes</td>
<td>No</td>
<td>10</td>
<td>11/13/2017</td>
</tr>
<tr>
<td>4</td>
<td>63</td>
<td>Female</td>
<td>Yes</td>
<td>No</td>
<td>14</td>
<td>11/13/2017</td>
</tr>
</tbody>
</table>

Converting Video to Images
To obtain the participant’s facial information, we split the recorded video into individual frames that were extracted directly from the video every 0.1 seconds. In this experiment, we used ffmpeg to implement this function. ffmpeg is a set of open source computer programs that convert digital audio and video into streams [14]. In practice, processing multiple videos in multiple folders involves the files’ operation commands. We leveraged a subprocess module in the python programming environment that encapsulates the running terminal commands, which perfectly met our needs. The subprocess package mainly executes external commands and programs and uses the function subprocess.call() to call external commands. The video was converted into several images according to a preset time interval and stored in the specified folder for analysis.

Data Preprocessing
Face++ is a well-known service for face recognition and facial landmark detection. There are many interesting applications for using Face++, such as inferring the demographics of social media users from profile pictures [15]. We chose Face++ because of its outstanding ability to localize facial landmarks. Based on previous literature and market research on key points of faces, we found that the Face++ interface can provide 106 coordinate points to create very accurate faces at this stage. Users simply log in to the Face++ official website and apply for an API key. By calling the “Detect API” interface while using the “POST” method and setting the return_landmark parameter value to 2, the system will return 106 key points of the human face, as shown in Figure 2. These 106 points cover most of the key points of a human’s face, including the facial contour, eyebrows, eyes, nose, and mouth that can describe almost all facial expressions. The returned coordinates are numbers using pixels as the unit. The top left corner of the image is used as the origin point.

Figure 1. Smiles of a patient with Parkinson disease (left) and person without Parkinson disease (right).
The facial muscles of patients with PD tend to be more rigid than those of people without PD, which causes a smaller facial expression range. We obtained the magnitude of the patient’s expression by calculating the coordinate positions’ range. However, during the video recording process, we found that although the video equipment is stable, it is difficult to ensure the participant, especially a patient with PD, does not move. To capture a relatively accurate magnitude of the facial expression, we converted the absolute coordinates into relative coordinates. Through the variation of the relative coordinates, the magnitude of the change in the facial expression of the patient can be reflected, and the error caused by postural changes of the body can be avoided.

To transform absolute coordinates into relative coordinates, we used the midpoint between the inside corners of the eyes as the origin of the coordinate (0, 0). Then, we set the line connecting the inside corners of the eye as the x axis and the line connecting the nose and the origin as the y axis. A non-Cartesian coordinate system could then be created. As for the units, the coordinates of the inside corners of both eyes were quantized as (–1, 0) and (1, 0), and the coordinates of the nose were quantized as (0, –1), as shown in Figure 3. The black coordinate system was used to record the position of the pixels in the image, so we called this the absolute coordinate system. The blue coordinate system represents the relative coordinate system.

Assuming that the unit vector along the x axis in the relative coordinate system is vector \(a (a_1, a_2)\) and the unit vector along the y axis direction is vector \(b (b_1, b_2)\), we only need to compute \((x, y)\), as shown in Figure 4. In Figure 4, the absolute coordinates \((m_1, n_1), (m_2, n_2), (a_1, a_2), (b_1, b_2)\) can be converted to the relative coordinates \((0, 0), (x, y), (1, 0), (0, 1)\), respectively.
Figure 3. Relative face coordinate system, where the Cartesian, or absolute, coordinate system is represented by the black coordinate system, which was used to record the position of pixels in the image, and the non-Cartesian, or relative, coordinate system is represented by the blue coordinate system, which was used to record the relative position of key points on the face.

Figure 4. Coordinate system conversion, where the absolute coordinates \((m_1, n_1), (m_2, n_2), (a_1, a_2), \) and \((b_1, b_2)\) can be converted to the relative coordinates \((0,0), (x, y), (1,0), \) and \((0,1)\), respectively.
The following relationships were satisfied between vectors:

\[ \text{After calculation, the converted relative coordinates } (x, y) \text{ were:} \]

\[ (x, y) = (m_2, n_2) \]

At this time, the value of \((x, y)\) was the coordinate position in the relative coordinate system, which was converted by \((m_2, n_2)\) in the absolute coordinate system.

**Key Facial Feature Extraction**

Based on the facial expressions and tremors in patients with PD, we evaluated and extracted features from two main dimensions. One was the amplitude magnitude of the patient’s facial expression, which can be used to detect whether there is “mask face.” The other was judging the patient’s facial tremor through the face’s key points. When the tremor effects of some patients are obvious, head and elbow vibration will drive the head to perform regular tremors. For the 106 key points on the face, they were divided into two main parts, which were amplitude features of the facial expression and shaking features of the facial small muscle group.

**Extraction of the Features of Facial Expression Amplitude**

We defined a key point \(z\)’s position at the \(i\)th frame with a vector: \(p_{iz} = (x_{iz}, y_{iz})\), in which \(x_{iz}\) and \(y_{iz}\) are the relative position’s horizontal coordinate and vertical coordinate, respectively. It is called the \(p\)’s vector position.

For range \(R_{\text{max}}\), we defined the key point \(z\)’s range in the \(x\)-axis direction as \(R_x\), then:

\[ R_{x, \text{max}} = x_{z, \text{max}} - x_{z, \text{min}} \tag{3} \]

Similarly, the key point’s range in the \(y\)-axis direction was:

\[ R_{y, \text{max}} = y_{z, \text{max}} - y_{z, \text{min}} \tag{4} \]

Intuitively, covariance, \(\text{Cov}(X,Y)\), represents the expectation of the overall error of two variables, which can reflect the correlation of the patient’s expression amplitude changes in two directions, and it is calculated as follows:

\[ \text{Cov}(X,Y) = E(XY) - E(X)E(Y) \tag{5} \]

where \(E(X)\) and \(E(Y)\) are the expected values of \(x\) and \(y\), respectively.

For absolute covariance, \(\text{Cov}(X_{\text{abs}}, Y_{\text{abs}})\), we also calculated the covariance between the absolute coordinate \(X_{\text{abs}}, Y_{\text{abs}}\). To some extent, it reflects the shaking of the human head.

**Feature Extraction of the Tremor at Facial Key Points**

Because patients with Parkinson disease patients cannot control their muscles like people without PD, the key points will tremble when they are trying to maintain facial expressions. To obtain the extent of tremor, we adopted absolute coordinates to measure the patient’s vibration. More specifically, we used \(p_{iz} = (x_{iz}, y_{iz})\) to denote the position of the key point \(z\) at the \(i\)th frame. The Euclidean distance between the two locations was defined as:

\[ \text{Moreover, when there were many position vectors, the set } P \text{ was defined as:} \]

\[ P = \{p_{a(1,1)}, p_{a(1,2)}, p_{a(2,1)}, p_{a(2,2)}; \ldots; p_{a(N,1)}, p_{a(N,2)}\} \tag{7} \]

in which there exists \(N\) position vectors. Then, the average position of the set \(P\) was defined as:

\[ \text{Jitter is a good measure of tremor [16]. However, it was created to calculate the tremor of a single signal. If we want to evaluate the positional Jitter of organ } z, \text{ we take } N \text{ frames of the organ, and the average position of the } N \text{ frames is } P_{\text{ave}}(P). \text{ Then, positional jitter can be defined.} \]

\[ \text{Jitter}_{\text{abs}} \text{ is the relative Jitter of the key points (ie, the average absolute value of the positional distance between two adjacent frames).} \]

\[ \text{Jitter}_\text{PPQ5} \text{ represents the adjacent 5 points of Jitter at the key point (ie, the average absolute value of the difference between the position of a certain frame and the average position of the adjacent 5 frames).} \]

\[ \text{where } P_{z,i} = \{p_{i-2,1}, p_{i-1,1}, p_{i,1}, p_{i+1,1}, p_{i+2,1}\} \text{ denotes the average position of 5 adjacent frames (including the } i\text{-th frame) before and after the } i\text{-th frame of the key point } z. \]

\[ \text{Jitter}_\text{rap} \text{ represents the adjacent 3 points of jitter at the key point (ie, the average absolute value of the difference between the position of a certain frame and the average position of the adjacent 3 frames).} \]

\[ \text{where } P_{z,i} = \{p_{i-1,1}, p_{i,1}, p_{i+1,1}\} \text{ is the average position of 3 frames (including the } i\text{-th frame) before and after the } i\text{-th frame of the key point } z. \]

\[ \text{Jitter}_\text{ddp} \text{ represents the difference between the adjacent 3 points of the key points’ jitter (ie, the difference between the distances of each adjacent 2 frames in the adjacent 3 frames).} \]

\[ \text{Then, the average absolute value was calculated as:} \]

\[ \text{When we analyzed each patient’s key points, statistical analysis was performed on 106 key points. There were 8 features extracted for each key point, including 4 facial expression change amplitude features (} R_{x, \text{max}}, R_{y, \text{max}}, \text{Cov}(X,Y), \text{Cov}(X_{\text{abs}}, Y_{\text{abs}})) \text{ and 4 facial tremor features (Jitter, Jitter}_\text{PPQ5}, \text{Jitter}_\text{rap}, \text{Jitter}_\text{ddp}). \text{ Since the collected data were not evaluated by a professional doctor using the UPDRS and we only knew whether the person had PD, we performed a diagnostic (classification) experiment. The final data statistics used in our experiment are shown in Table 2.} \]
Table 2. Video data statistics.

<table>
<thead>
<tr>
<th>Data statistics</th>
<th>Video data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Creation date</td>
<td>3/15/2018</td>
</tr>
<tr>
<td>Number of patients with Parkinson disease</td>
<td>33</td>
</tr>
<tr>
<td>Number of people without Parkinson disease</td>
<td>31</td>
</tr>
<tr>
<td>Number of records</td>
<td>176</td>
</tr>
<tr>
<td>Number of features</td>
<td>848</td>
</tr>
</tbody>
</table>

Task Classification

Results

In this paper, we performed a categorization task for facial expressions using widely used machine learning algorithms such as logistic regression (LR) [17], support vector machine (SVM) [18], decision tree [19], and random forest (RF) [20]. Table 3 shows that the methods based on facial key points can distinguish patients with PD from people without PD. The diagnostic result is relatively good.

Table 3. Experimental results of common machine learning algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRa</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>SVMb</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>DTc</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>RDFd</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
</tbody>
</table>

aLR: logistic regression.
bSVM: support vector machine.
cDT: decision tree.
dRF: random forest.

In order to verify the significance of original features, we conducted hypothesis testing. In this experiment, the threshold value \( \alpha \), which is referred to as the level of significance, was set to .05 and .005 separately. Table 4 shows the number of key points that reached significance for each of the 8 features types. At a \( P \) value <.05, all 106 key points were significant for all 4 tremor features at facial key points. At a \( P \) value <.005, all key points were significant for only 3 tremor features at facial key points. Therefore, we found that tremor features at facial key points may be more important than facial expression amplitude features.

Table 4. Number of points that reached significance for each feature type.

<table>
<thead>
<tr>
<th>Feature name</th>
<th>Number of points that reached significance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( P ) value &lt;.05</td>
</tr>
<tr>
<td>( R_{x_{\text{max}}} )</td>
<td>83</td>
</tr>
<tr>
<td>( R_{y_{\text{max}}} )</td>
<td>56</td>
</tr>
<tr>
<td>( \text{Cov}(X, Y) )</td>
<td>97</td>
</tr>
<tr>
<td>( \text{Cov}(X_{\text{abs}}, Y_{\text{abs}}) )</td>
<td>13</td>
</tr>
<tr>
<td>Jitter</td>
<td>106</td>
</tr>
<tr>
<td>Jitter_PPQ5</td>
<td>106</td>
</tr>
<tr>
<td>Jitter_rap</td>
<td>106</td>
</tr>
<tr>
<td>Jitter_ddp</td>
<td>106</td>
</tr>
<tr>
<td>Total</td>
<td>673</td>
</tr>
</tbody>
</table>

The least absolute shrinkage and selection operator (LASSO) is a linear regression method using L1 regularization [21]. LASSO can make part of the learned feature weights be 0, so it achieves the function of sparseness and feature selection simultaneously. In this experiment, we used LASSO to compress the features.
If a feature weight is nonzero in LASSO, this feature will be left; otherwise, this feature will be abandoned. The red line in Figure 5 shows that, as the coefficient $\alpha$ in LASSO increases, the number of features after compression decreases gradually. Then, we used the compressed features to perform the final classification task. As the number of features used in the training model decreases, the accuracy of the training set of the LR and SVM models changes (as shown by the gray and yellow lines, respectively). At an $\alpha$ value of .004, the two models (LR and SVM) had the highest prediction accuracy. However, as the original features were gradually reduced, the accuracy did not decrease linearly, which can prove the remaining features are more important than the discarded features.

**Figure 5.** The effects of least absolute shrinkage and selection operator (LASSO) feature compression on logistic regression (LR) and support vector machine (SVM) models.

Then, we used LASSO with the best hyperparameters to obtain the most relevant features to the target (PD or not). At the same time, RF was used to sort out the importance of the features. These points are near the corner of the right eye and the lips on a human. In Figure 6, the features chosen by LASSO are marked with red circles, and the features chosen by RF are marked with blue ovals.

**Figure 6.** The key points that have a large influence on the classification result.
In this paper, we also utilized the advanced deep learning technique long short-term memory (LSTM) [22] to perform the classification. We converted the position changes of the key points in the x axis and y axis with time into time-series data. Then, we applied an order difference to the time series, that is, \( \Delta x_i = x_{i-1} - x_i, \Delta y_i = y_{i-1} - y_i \). LSTM utilized these new time series in the model training. The results are shown in Table 5. The experimental results are relatively good too. Compared with the pure recurrent neural network technique [23], which has no effect on the classification, LSTM demonstrated it is more practical when dealing with sequential video data. Note that the facial video data used in this paper are limited. LSTM should be able to achieve better results if more data can be acquired.

<table>
<thead>
<tr>
<th>Table 5. Experimental results of neural network models.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>LSTM(^a)</td>
</tr>
<tr>
<td>RNN(^b)</td>
</tr>
</tbody>
</table>

\(^a\)LSTM: long short-term memory.  
\(^b\)RNN: recurrent neural network.

**Discussion**

**Limitations**

The amount of data that we collected was not sufficient. We hope to collect more data not only from patients with PD and people without PD but also from patients with other neurological diseases.

<table>
<thead>
<tr>
<th>Table 6. Comparison with a selection of prior work.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>Bandini et al [10]</td>
</tr>
<tr>
<td>Rajnoha et al [11]</td>
</tr>
<tr>
<td>PARK(^e) framework by Langevin et al [12]</td>
</tr>
<tr>
<td>Our method</td>
</tr>
</tbody>
</table>

\(^a\)PD: Parkinson disease.  
\(^b\)SVM: support vector machine.  
\(^c\)CNN: convolutional neural network.  
\(^d\)HOG: histogram of oriented gradients.  
\(^e\)PARK: Parkinson’s Analysis with Remote Kinetic-tasks.  
\(^f\)MDS-UPDRS: Movement Disorder Society Unified Parkinson Disease Rating Scale.  
\(^g\)FFT: fast fourier transform.  
\(^h\)LR: logistic regression.  
\(^i\)DT: decision tree.  
\(^j\)RF: random forest.  
\(^k\)LSTM: long short-term memory.  
\(^l\)LASSO: least absolute shrinkage and selection operator.

**Comparison With Prior Work**

In the case of PD, to the best of our knowledge, there have only been a few software options, similar to ours, providing patients a convincing diagnosis using the facial recognition technique. These are compared to our work in Table 6.
Conclusions
In this paper, we established a diagnostic model for PD based on facial expressions. In the model, we formulated the diagnostic task into a classification problem. Then, we solved it by using algorithms from the area of traditional machine learning and the LSTM model from the field of deep learning research. When constructing video features, we conducted feature extraction according to the expression amplitude and degree of tremor. Using a fixed time interval and conversion of the coordinate system, the image was intercepted. This method converted the video into frame data. Further, the LSTM model was applied to the diagnosis of PD based on the generated time series data.

Experimental results proved our model is effective and can be used as an efficient tool in PD diagnosis.

This article is a preliminary exploration of neurological diseases in the context of machine learning. The proposed method is designed to help patients get more comprehensive treatment and help doctors to understand the real-time dynamics of the disease. At the same time, it also aimed to relieve the problem of registering patients who have difficulty moving and to relieve the pressure on repeated patient diagnoses by doctors. With the development of science and technology, the introduction and application of artificial intelligence will bring more convenient and rapid diagnostic and treatment technologies.
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Abstract

Background: To date, the evaluation of diet has mostly been based on questionnaires and diaries that have their limitations in terms of being time and resource intensive, and a tendency toward social desirability. Loyalty card data obtained in retailing provides timely and objective information on diet-related behaviors. In Finland, the market is highly concentrated, which provides a unique opportunity to investigate diet through grocery purchases.

Objective: The aims of this study were as follows: (1) to investigate and quantify the selection bias in large-scale (n=47,066) loyalty card (LoCard) data and correct the bias by developing weighting schemes and (2) to investigate how the degree of loyalty relates to food purchases.

Methods: Members of a loyalty card program from a large retailer in Finland were contacted via email and invited to take part in the study, which involved consenting to the release of their grocery purchase data for research purposes. Participants’ sociodemographic background was obtained through a web-based questionnaire and was compared to that of the general Finnish adult population obtained via Statistics Finland. To match the distributions of sociodemographic variables, poststratification weights were constructed by using the raking method. The degree of loyalty was self-estimated on a 5-point rating scale.

Results: On comparing our study sample with the general Finnish adult population, in our sample, there were more women (65.25%, 30,696/47,045 vs 51.12%, 2,273,139/4,446,869), individuals with higher education (56.91%, 20,684/36,348 vs 32.21%, 1,432,276/4,446,869), and employed individuals (60.53%, 22,086/36,487 vs 52.35%, 2,327,730/4,446,869). Additionally, in our sample, there was underrepresentation of individuals aged under 30 years (14.44%, 6,791/47,045 vs 18.04%, 802,295/4,446,869) and over 70 years (7.94%, 3,735/47,045 vs 18.20%, 809,317/4,446,869), as well as retired individuals (23.51%, 8,578/36,487 vs 31.82%, 1,414,785/4,446,869). Food purchases differed by the degree of loyalty, with higher shares of vegetable, red meat & processed meat, and fat spread purchases in the higher loyalty groups.

Conclusions: Individuals who consented to the use of their loyalty card data for research purposes tended to diverge from the general Finnish adult population. However, the high volume of data enabled the inclusion of sociodemographically diverse subgroups and successful correction of the differences found in the distributions of sociodemographic variables. In addition, it seems that food purchases differ according to the degree of loyalty, which should be taken into account when researching loyalty...
Introduction

Diet has a substantial impact on human health. Poor dietary habits are associated with obesity and a wide range of chronic diseases, including type 2 diabetes, cancer, and cardiovascular diseases [1,2]. Suboptimal diet is responsible for more deaths than any other risk factor globally [3]. It is therefore imperative to collect timely and valid information on diet and individual risk factors.

To date, the evaluation of diet has mostly been based on questionnaires and diaries [4]. Although valuable in research, data collection with such instruments, particularly food diaries, is time and resource intensive, and the information is gained with a considerable delay. They also suffer from participant tendency toward social desirability [5,6]. Moreover, the information gained through questionnaires is subject to recall bias with participants not reporting all foods consumed [4]. Another limitation with dietary surveys as well as health surveys in general is selection bias, which manifests as healthy, socioeconomically advantaged, middle-aged women being the most likely to enroll in these studies [7-9].

The continued development of innovative digital tools and digital data repositories provides novel opportunities for epidemiological research [10-13]. Web-based data collection instruments [13,14] and consumer-generated data are increasingly being used for health research purposes [15-19]. While such novel data collection methods and tools may overcome some of the problems faced with traditional methods, some of the limitations remain, of which selection bias is a major concern [13,20]. Namely, those who generate the data are frequently highly selected and likely to differ from the general population representing wealthy and healthy individuals. For instance, smartphone users, and subsequently mobile health app and social media users, are younger, better educated, and represent wealthier individuals than those in the general population [21-23]. However, automated data collection, which is a typical feature for these instruments and tools, provides objective measures on individuals’ health behaviors and thus decreases information bias.

Food purchase data have invoked interest as a novel approach to enrich diet and nutrition research efforts [24-26]. So far, most of the published studies have used panel-based data, with all grocery purchase receipts scanned at home [26]. While such studies are frequently large and may include data from multiple sources, they are limited by recording discrepancies [27]. In addition, receipt scanning requires consistent efforts and long-term engagement from the participants [28,29]. In this study, we used loyalty card data (i.e., individual-level grocery transaction data generated by retail food chains). Importantly, loyalty card data contain information about what, where, when, and who has bought, thus enabling longitudinal tracking of the purchase behaviors of a single customer or a household over time. Objective measures of food purchases have been shown to correlate with one’s food intake and overall diet quality [28]. Loyalty card data also accumulates automatically in retailers’ information technology systems, producing objective and up-to-date information in a cost-effective manner. However, loyalty card data have shortfalls that could impede the usefulness for research. First, consumers may distribute their purchases among different retailers. Therefore, loyalty card data from a single retailer most likely does not include all food purchases conducted by consumers. However, in Finland, the market is highly centralized with the three biggest market chains claiming over 90% of the market share, and the largest operator having a market share as high as 47% [30]. Such centralization provides a unique opportunity to investigate heterogeneous populations through a single retailer.

The aims of this study were as follows: (1) to investigate and quantify selection bias in Finnish large-scale loyalty card (LoCard) data and further develop a means to correct this bias by characterizing the loyalty card data consenters and comparing their sociodemographic background to that of the general Finnish adult population and (2) to assess how the degree of loyalty relates to food purchases by investigating the self-perceived degree of loyalty (share of total grocery purchases in retailers’ shops and supermarkets) and its association with food purchases. The overall purpose of this research was to increase the understanding of how loyalty card data should be understood and subsequently analyzed in dietary and health research.

Methods

Study Design and Participation

The LoCard data used in this study were obtained from S Group, which is the largest commercial operator of retail grocery stores in Finland. According to S Group, their full coverage is 2.4 million households, meaning that 88% of households in Finland have registered purchases in their databases. The members of S Group’s loyalty card program are provided with an electronic customer card to be used when making purchases, and customers are rewarded for their purchases by getting a maximum 5% financial bonus that is refunded to them on a monthly basis. Individuals of the same household may link their purchases to the same loyalty account. In this study, only purchases of the household’s main cardholder were used.

Members of S Group’s loyalty card program (primary cardholders) across Finland were contacted via email and were invited to take part in the study, which involved consenting to...
the release of their grocery purchase data to be used for research purposes and voluntarily responding to the study questionnaire. Members who did not have an email address declared or who had prohibited the retailer from contact them with any marketing or research-related material were excluded. Cardholders under 18 years of age were also excluded. All invitations were sent by 5 Group as they had customers’ contact information.

The grocery purchase data used in this study covered the period from January 1, 2017, to December 31, 2018. Each purchase was associated with item description, time stamp, quantity (ie, weight, volume, or number of packages), and expenditure on the item.

Background Variables
All consenting participants were asked to fill out a web-based background questionnaire that included the following sociodemographic variables: education, marital status, size of the household, number and age of children, occupational status, income, and perceived health. The background data were complemented with information on participant sex, age, and postal code obtained from the retailer’s electronic database.

Degree of Loyalty
As part of the baseline questionnaire, all participants were asked to estimate their degree of loyalty as a share of purchases made in the retailer’s shops and supermarkets on a five-item ordinal scale. The response categories were as follows: “0%-20%,” “21%-40%,” “41%-60%,” “61%-80%,” and “81%-100%.”

Food Variables and Food Groups
The LoCard grocery purchase data required preprocessing to be usable in further analyses. First, we identified food groups from all the grocery product groups. Second, we regrouped the identified food groups into new groups that were formed on the basis of the commonly used food groupings in nutritional studies [31] and earlier findings on the associations between dietary components and health [32,33]. For instance, skimmed liquid milk and buttermilk were aggregated into “skimmed milk & sour milk” and foods and mixed dishes with red or processed meat as the main ingredient were aggregated into “red meat & processed meat.”

Out of 4234 grocery product groups, 865 (20.4%) were assigned into one of the new food groups used in this study. In addition, 42 food groups were left out as they involved either (1) a mixed dish or food group with no definite primary ingredient or (2) a rarely purchased product. The food groups used in this study included “vegetables,” “skimmed milk & sour milk,” “sugar-sweetened beverages,” “rye bread,” “red meat & processed meat,” “fat spreads,” and “sweets & chocolate.” These groups were used as indicators for evaluating the nutritional quality of household food purchases. A detailed description about the grouping of the food purchase data is included in Multimedia Appendix 1.

Reference Material
Population statistics on the general adult population were obtained from Statistics Finland using StatFin databases that can be freely accessed [34]. The databases include tabulated data on Finnish citizens and Finland in general that are collected on a yearly basis. Data from 2017 were used because of the availability of the latest data tables for all sociodemographic variables used in the analyses. For this study, individuals aged at least 18 years were included.

The FinHealth survey is a national population health study on Finnish citizens. The study encompasses a series of cross-sectional population surveys carried out every 5 years in Finland. The latest FinHealth survey was carried out at 50 localities in 2017, with a participation rate of 71% among those invited for the study [35]. The purpose of the FinHealth study is to collect up-to-date information about the health and well-being of adults residing in Finland and on the factors influencing their health and well-being. Each survey invites 10,000 randomly selected individuals aged over 18 years. The study consists of physical examinations and study questionnaires. The latest report (values used in this study) is restricted to adults aged 30 years or older to make the results comparable with earlier FinHealth studies. A subgroup of the participants was also invited to undergo a nutrition review; the FinDiet survey is a substudy (n=1655) of the FinHealth survey, which monitors the nutrition and dietary habits of the Finnish population [36].

Statistical Methods
Analysis of and Correction for Selection Bias
The sociodemographic characteristics of the LoCard study participants were first compared with the characteristics of the Finnish adult population and participants of the FinHealth study to identify traits in LoCard participants that deviated from traits in the general Finnish adult population.

Second, we constructed poststratification weights for the LoCard participants to match their sociodemographic distributions with the adult Finnish population distributions as closely as possible. The individual weights were calculated using the raking function available in the survey package in R [37]. The raking function uses iterative proportional fitting (IPF), which is a technique that can be used to adjust a distribution reported in one dataset by totals reported in another. For a given two-way contingency table, the IPF proportionally adjusts each row of the sample distribution in the two-way contingency table to have its total equal the reference population row distribution and adjusts each column of the sample distribution to have its total equal the column total in the reference table [38].

The advantage of the raking function is that the algorithm allows multiple two-dimensional (or higher dimensional) tables to be matched simultaneously [37]. For example, instead of matching age, sex, and education univariate distributions separately, we can match all bivariate distributions (ie, age and education, sex and education, and sex and age) simultaneously. The adjustment process is repeated iteratively until the weights converge for each table used in the analysis. The raking function requires that the two contingency tables have the same classes for the row and column variables and no zero values in any of the cells.

The following two-way tables were available for both the LoCard data and the Finnish adult population: sex and age, sex and education, sex and marital status, sex and occupational status, age and education, age and marital status, age and...
occupational status, and education and occupational status. All tables were subsequently used to construct the poststratification weights. In addition, the distribution of children aged under 18 years living in the household was used alone because corresponding two-dimensional tables with any of the background variables were not available in Statistics Finland. In total, eight two-way tables and a single one-way table were used in the construction of the weights. Finally, the obtained weights were trimmed to avoid extreme values and instability by setting a minimum value of 0.1 and a maximum value of 10. Without trimming, the poststratification weights ranged from 0.04 to 32.7, and there was a single extremely high weight of 82.4.

Owing to missing data, the poststratification weights were constructed in two phases. First, the weights were calculated as described above for participants for whom all baseline characteristics used in the matching were available. These data were available for 36,094 individuals. Participants with missing data for any of these variables (n=10,972) obtained their weights in the second phase, where the poststratification weights were calculated for the whole LoCard sample using sex and age variables only. This information was available for 47,045 participants. Finally, the combined weights were rescaled to add up to 47,045. Twenty-one participants without data on sex and/or age remained without weights.

The selected food group variables were analyzed to describe the volume and money (€) spent on their purchases over the 2-year period (2017-2018). For descriptive purposes, median values and IQRs were reported for each variable because the distributions were strongly skewed to the right, and there was an excess number of zero values in some of the food variables. The same variables were used to demonstrate how the poststratification weights affected the results.

**Degree of Loyalty**

To validate the self-assessed degree of loyalty, we conducted the recency, frequency, and monetary (RFM) value analysis using the transaction data of all participants and compared the RFM scores across the five degree of loyalty groups. RFM analysis is a behavior-based technique used to segment customers by examining their transaction history from three dimensions (how recently a customer made purchases, how often they purchased, and how much they purchased). RFM analysis is also widely used in customer relationship management. Based on these three dimensions, the RFM score is generated for each individual, with a higher score indicating higher loyalty. The analysis was conducted using the `rfm` package in R [39]. In addition, total volume and total money (€) spent on food purchases were calculated for each degree of loyalty group to investigate how closely the self-reported degree of loyalty relates to volume and money spent on the purchases.

To assess the impact of the degree of loyalty on food purchasing profiles, the selected food group variables were compared among the five degree of loyalty groups. The Kruskal-Wallis test was applied for differences across the groups.

The association between the degree of loyalty and background characteristics was analyzed by comparing the distribution of each sociodemographic variable among the five degree of loyalty groups. The differences across the groups were tested using the chi-square test.

**Ethical Aspects**

The study was approved by the University of Helsinki Review Board in the Humanities and Social and Behavioral Sciences (Statement 21/2018). Informed consent was electronically obtained from all participants included in the study when they were invited via email to release their loyalty card data and fill out the background questionnaire. The data were pseudonymized by S Group before the researchers could obtain the data.

**Results**

**Recruitment**

S Group had approximately 2.4 million primary loyalty card owners, and all of them were assessed for eligibility (Figure 1). Approximately half (1,214,663, 51%) of the loyalty card owners were contacted, and of these, 47,066 (4%) consented to participate. We did not have information on the number of valid email addresses or what proportion of emails reached the card owners (eg, by passing through trash email filters). Among the participants, 36,621 (78%) responded to the background questionnaire. Nearly all participants (46,825, 99.5%) purchased at least one grocery item from 2017 to 2018.
Participant Characteristics

Table 1 shows the participant characteristics compared with those of the Finnish adult population and the FinHealth study participants. Discrepancies were found in sex, age, education, and occupational status when compared with the general Finnish adult population. Namely, there were more women, more individuals with a higher education, and more employed individuals in the LoCard sample. On the contrary, individuals aged under 30 years and over 70 years (correspondingly, retired individuals) were underrepresented in the LoCard sample. Selectivity associated with education was strong in the LoCard sample. The proportion of individuals having a basic education level was clearly lower in the LoCard sample (6% of participants had basic education) than in the Finnish adult population (25% had basic education). There were no major differences in the distribution of marital status. However, there were fewer individuals living in a household with children aged under 18 years in the LoCard sample. The LoCard sample was widely distributed across Finland and comparable to the geographical distribution of Finnish citizens (Multimedia Appendix 2 and Multimedia Appendix 3).

On comparing the LoCard sample to the FinHealth study participants, there were differences in sex, education, and marital status distributions, with more women and individuals with higher education and fewer married individuals in the LoCard sample. The age distributions were not comparable owing to the fact that the FinHealth study included only individuals aged at least 30 years. Distortion in the distribution of occupational status was similar in the two studies compared with the Finnish adult population.

The reweighted distributions of the sociodemographic variables demonstrated that the constructed poststratification weights corrected the deviations successfully, and thereafter, the sociodemographic distributions of the LoCard sample matched well with the Finnish adult population.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Finnish general adult population (N=4,446,869)</th>
<th>FinHealth study&lt;sup&gt;a&lt;/sup&gt; (N=6,545)</th>
<th>LoCard sample&lt;sup&gt;b&lt;/sup&gt; (N=47,066)</th>
<th>Weighted LoCard sample&lt;sup&gt;c&lt;/sup&gt; (N=47,045)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex (women), n (%)</strong></td>
<td>2,273,139 (51.12%)</td>
<td>3496 (53.42%)</td>
<td>30,696 (65.25%)</td>
<td>23,837 (50.67%)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>50.23 (19.06)</td>
<td>_&lt;sup&gt;d&lt;/sup&gt;</td>
<td>47.10 (15.21)</td>
<td>49.5 (0.14)</td>
</tr>
<tr>
<td><strong>Age distribution (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤29</td>
<td>802,295 (18.04%)</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>6791 (14.44%)</td>
<td>8532 (18.14%)</td>
</tr>
<tr>
<td>30-39</td>
<td>702,767 (15.80%)</td>
<td>Men, 483 (15.8%); women, 539 (15.4%)</td>
<td>9982 (21.22%)</td>
<td>7505 (15.95%)</td>
</tr>
<tr>
<td>40-49</td>
<td>660,703 (14.86%)</td>
<td>Men, 530 (17.4%); women, 561 (16.1%)</td>
<td>9503 (20.20%)</td>
<td>6986 (14.85%)</td>
</tr>
<tr>
<td>50-59</td>
<td>734,554 (16.52%)</td>
<td>Men, 608 (20.0%); women, 661 (18.9%)</td>
<td>9154 (19.45%)</td>
<td>7715 (16.40%)</td>
</tr>
<tr>
<td>60-69</td>
<td>737,233 (16.58%)</td>
<td>Men, 727 (23.8%); women, 774 (22.4%)</td>
<td>7880 (16.75%)</td>
<td>7734 (16.44%)</td>
</tr>
<tr>
<td>≥70</td>
<td>809,317 (18.20%)</td>
<td>Men, 701 (23.0%); women, 961 (27.5%)</td>
<td>3735 (7.94%)</td>
<td>8572 (18.22%)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Presently married</td>
<td>1,990,928 (44.77%)</td>
<td>Men, 58.0%; women, 52.3%</td>
<td>17,240 (47.32%)</td>
<td>16,254 (45.12%)</td>
</tr>
<tr>
<td>Cohabiting</td>
<td>—</td>
<td>Men, 16.7%; women, 14.4%</td>
<td>7408 (20.33%)</td>
<td>—</td>
</tr>
<tr>
<td>Single</td>
<td>1,599,827 (35.98%)</td>
<td>Men, 13.3%; women, 10.3%</td>
<td>6412 (17.60%)</td>
<td>12,762 (35.43%)</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>574,620 (12.92%)</td>
<td>Men, 8.7%; women, 12.2%</td>
<td>4331 (11.89%)</td>
<td>4713 (13.08%)</td>
</tr>
<tr>
<td>Widowed</td>
<td>281,494 (6.33%)</td>
<td>Men, 3.4%; women, 10.9%</td>
<td>1040 (2.86%)</td>
<td>2295 (6.37%)</td>
</tr>
<tr>
<td>Household, mean number of members (SD)</td>
<td>2.8 (not available)</td>
<td>—</td>
<td>2.36 (1.25)</td>
<td>2.42 (0.01)</td>
</tr>
<tr>
<td>Children aged under 18 years living in the household, n (%)</td>
<td>566,242 (38.48%)</td>
<td>31&lt;sup&gt;f&lt;/sup&gt; (31.52%)</td>
<td>11,705 (32.08%)</td>
<td>13,567 (37.61%)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary school or less</td>
<td>1,112,261 (25.01%)</td>
<td>Men, 23.2%; women, 21.0%</td>
<td>2259 (6.21%)</td>
<td>7881 (23.54%)</td>
</tr>
<tr>
<td>Upper secondary school</td>
<td>1,902,332 (42.78%)</td>
<td>Men, 38.3%; women, 29.1%</td>
<td>13,405 (36.88%)</td>
<td>15,534 (43.25%)</td>
</tr>
<tr>
<td>Bachelor’s degree or equivalent</td>
<td>955,395 (21.49%)</td>
<td>Men, 38.5&lt;sup&gt;h&lt;/sup&gt;; women, 49.9&lt;sup&gt;h&lt;/sup&gt;</td>
<td>11,787 (32.43%)</td>
<td>8453 (21.94%)</td>
</tr>
<tr>
<td>Master’s degree or higher</td>
<td>476,881 (10.72%)</td>
<td>—</td>
<td>8897 (24.48%)</td>
<td>4049 (11.27%)</td>
</tr>
<tr>
<td><strong>Occupational status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>2,327,730 (52.35%)</td>
<td>Men, 65.9%; women, 62.3%</td>
<td>22,086 (60.53%)</td>
<td>19,027 (52.75%)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>296,191 (6.66%)</td>
<td>Men, 8.5%; women, 7.0%</td>
<td>1637 (4.49%)</td>
<td>2417 (6.70%)</td>
</tr>
<tr>
<td>Student</td>
<td>230,489 (5.18%)</td>
<td>Men, 2.4%; women, 3.5%</td>
<td>1824 (5.00%)</td>
<td>1619 (4.49%)</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Finnish general adult population (N=4,446,869)</td>
<td>FinHealth study&lt;sup&gt;a&lt;/sup&gt; (N=6545)</td>
<td>LoCard sample&lt;sup&gt;b&lt;/sup&gt; (N=47,066)</td>
<td>Weighted LoCard sample&lt;sup&gt;c&lt;/sup&gt; (N=47,045)</td>
</tr>
<tr>
<td>------------------------</td>
<td>-----------------------------------------------</td>
<td>-------------------------------------</td>
<td>-------------------------------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Retired</td>
<td>1,414,785 (31.82%)</td>
<td>Men, 21.3%; women, 20.0%</td>
<td>8578 (23.51%)</td>
<td>11,600 (32.16%)</td>
</tr>
<tr>
<td>Parental leave</td>
<td></td>
<td>Men, 0.2%; women, 4.2%</td>
<td>1255 (3.44%)</td>
<td>—</td>
</tr>
<tr>
<td>Other</td>
<td>177,674 (4.00%)</td>
<td>Men, 1.8%; women, 3.0%</td>
<td>1107 (3.03%)</td>
<td>1411 (3.91%)&lt;sup&gt;i&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

**Degree of loyalty, n (%)**

<table>
<thead>
<tr>
<th></th>
<th>FinHealth study&lt;sup&gt;a&lt;/sup&gt;</th>
<th>LoCard sample&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Weighted LoCard sample&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%-20%</td>
<td>—</td>
<td>2283 (6.25%)</td>
<td>2132 (5.90%)</td>
</tr>
<tr>
<td>21%-40%</td>
<td>—</td>
<td>4670 (12.79%)</td>
<td>4160 (11.52%)</td>
</tr>
<tr>
<td>41%-60%</td>
<td>—</td>
<td>6155 (16.85%)</td>
<td>5828 (16.14%)</td>
</tr>
<tr>
<td>61%-80%</td>
<td>—</td>
<td>9224 (25.25%)</td>
<td>8962 (24.82%)</td>
</tr>
<tr>
<td>81%-100%</td>
<td>—</td>
<td>14,194 (38.86%)</td>
<td>15,031 (41.62%)</td>
</tr>
</tbody>
</table>

<sup>a</sup>FinHealth study included individuals aged ≥30 years, which makes the age distribution not comparable to other data listed in the table.

<sup>b</sup>Data for the following numbers of participants were missing in the LoCard sample: sex, 21; age, 21; marital status, 10,635; household, 10,689; children aged under 18 years, 10,576; education, 10,718; occupational status, 10,579; degree of loyalty, 10,540.

<sup>c</sup>Weighted LoCard sample refers to the descriptive statistics calculated using the poststratification weights of the LoCard participants.

<sup>d</sup>Not available.

<sup>e</sup>N/A: not applicable.

<sup>f</sup>Cohabitating included in this category.

<sup>g</sup>Households with three or more persons.

<sup>h</sup>Bachelor’s degree or higher.

<sup>i</sup>Parental leave included.

### Food Purchase

Table 2 shows the purchases of selected food groups in the original LoCard sample and in the weighted LoCard sample. Over 95% of the participants had purchased at least one food product in all food groups, except skimmed milk & sour milk. Skimmed milk & sour milk had been purchased by 74% of the participants. Among them, the median expenditure and the median weight were €23.0 (€1=US $1.13 in 2017) and 23.5 kg, respectively, during the 2-year follow-up.

After applying the poststratification weights, there was an increase in the purchase of red meat & processed meat and small increases in sugar-sweetened beverages and fat spreads. The purchase of vegetables and sweets & chocolate decreased as a result of reweighting. The largest change was seen in red meat & processed meat; the weighted amount of purchase increased from €387 to €417 (cost) and from 48 kg to 54 kg (weight), corresponding to relative percentage increases of 7.8% and 12.6%, respectively.
Table 2. Purchase of selected food groups (measured in € and kg) in the original LoCard sample and in the weighted LoCard sample.

<table>
<thead>
<tr>
<th>Food group</th>
<th>Original LoCard sample(^a) (N=47,066)</th>
<th>Weighted LoCard sample(^a) (N=47,045)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>€, median [IQR]</td>
<td>kg, median [IQR]</td>
</tr>
<tr>
<td>Vegetables</td>
<td>284.3 [124.9-520.1]</td>
<td>76.6 [33.2-144.4]</td>
</tr>
<tr>
<td>Skimmed milk &amp; sour milk</td>
<td>6.9 [0-60.9]</td>
<td>7.0 [0-65.6]</td>
</tr>
<tr>
<td>Sugar-sweetened beverages</td>
<td>45.3 [15.1-111.9]</td>
<td>23.5 [7.5-63.4]</td>
</tr>
<tr>
<td>Rye bread</td>
<td>50.7 [18.1-112.7]</td>
<td>12.9 [4.6-28.9]</td>
</tr>
<tr>
<td>Red meat &amp; processed meat</td>
<td>386.5 [153.6-778.1]</td>
<td>47.5 [18.3-98.2]</td>
</tr>
</tbody>
</table>

\(^a\)Purchases are aggregated over a 2-year period from January 1, 2017, to December 31, 2018 (€=US $1.13 in 2017).

\(^b\)Share of the food group purchase among all grocery purchases measured in euros.

\(^c\)Share of the food group purchase among all grocery purchases measured in kilograms.

Degree of Loyalty

Table 1 shows the self-assessed degree of loyalty. Almost 40% (14,194/36,526) of the participants reported that they made 80% or more of their food purchases at S Group shops and supermarkets, and 64% (23,418/36,526) reported making at least 60% of their purchases at the retailer’s shops and supermarkets.

The RFM scores were significantly different among the five degree of loyalty groups, with the lowest scores in the lowest degree of loyalty group and a steady increasing trend toward the highest degree of loyalty group (\(F_4=4625.5, P<.001\)). The poststratification weights also differed significantly across the five groups (\(F_4=24.1, P<.001\)), indicating that the degree of loyalty was associated with individuals’ sociodemographic characteristics. However, the observed differences were rather small, with a maximum difference of six percentage points between the groups (Table 3). In the highest degree of loyalty group, there were slightly more young and married participants, and the percentage of households with children was higher, whereas the percentage of divorced or separated participants and those with a master’s degree declined with the degree of loyalty.
Table 3. LoCard participant characteristics and RFM scores across the five degree of loyalty groups.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Degree of loyalty</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0%-20% (n=2283)</td>
</tr>
<tr>
<td></td>
<td>21%-40% (n=670)</td>
</tr>
<tr>
<td></td>
<td>41%-60% (n=6155)</td>
</tr>
<tr>
<td></td>
<td>61%-80% (n=9224)</td>
</tr>
<tr>
<td></td>
<td>81%-100% (n=14,194)</td>
</tr>
</tbody>
</table>

| RFM analysis score, median [IQR]    | 182.5 [111.0-321.0] |
| Sex (women), n (%)                  | 1472 (64.6%)        |
|                                     | 3176 (68.1%)        |
|                                     | 4150 (67.5%)        |
|                                     | 6101 (66.2%)        |
|                                     | 9317 (65.7%)        |

| Age, n (%)                          | ≤29                |
|                                     | 227 (10.0%)        |
|                                     | 571 (12.2%)        |
|                                     | 866 (14.1%)        |
|                                     | 1284 (13.9%)       |
|                                     | 2089 (14.7%)       |
|                                     | 30-39              |
|                                     | 406 (17.8%)        |
|                                     | 935 (20.0%)        |
|                                     | 1232 (20.0%)       |
|                                     | 1993 (21.6%)       |
|                                     | 3107 (21.9%)       |
|                                     | 40-49              |
|                                     | 512 (22.5%)        |
|                                     | 1003 (21.5%)       |
|                                     | 1327 (21.6%)       |
|                                     | 1838 (19.9%)       |
|                                     | 2779 (19.6%)       |
|                                     | 50-59              |
|                                     | 536 (23.5%)        |
|                                     | 1035 (22.2%)       |
|                                     | 1273 (20.7%)       |
|                                     | 1763 (19.1%)       |
|                                     | 2664 (18.8%)       |
|                                     | 60-69              |
|                                     | 411 (18%)          |
|                                     | 797 (17.1%)        |
|                                     | 1003 (16.3%)       |
|                                     | 1585 (17.2%)       |
|                                     | 2409 (17.0%)       |
|                                     | ≥70                |
|                                     | 188 (8.2%)         |
|                                     | 325 (7.0%)         |
|                                     | 450 (7.3%)         |
|                                     | 759 (8.2%)         |
|                                     | 1143 (8.1%)        |

| Marital status, n (%)               | Presently married   |
|                                     | 1021 (45.0%)        |
|                                     | 2039 (43.9%)        |
|                                     | 2733 (44.5%)        |
|                                     | 4379 (47.6%)        |
|                                     | 7056 (49.8%)        |
|                                     | Cohabitating        |
|                                     | 437 (19.3%)         |
|                                     | 982 (21.1%)         |
|                                     | 1321 (21.5%)        |
|                                     | 1862 (20.3%)        |
|                                     | 2803 (19.8%)        |
|                                     | Single              |
|                                     | 416 (18.3%)         |
|                                     | 910 (19.6%)         |
|                                     | 1187 (19.3%)        |
|                                     | 1593 (17.3%)        |
|                                     | 2303 (16.3%)        |
|                                     | Divorced or separated |
|                                     | 323 (14.2%)         |
|                                     | 600 (12.9%)         |
|                                     | 729 (11.9%)         |
|                                     | 1090 (11.9%)        |
|                                     | 1588 (11.2%)        |
|                                     | Widowed             |
|                                     | 73 (3.2%)           |
|                                     | 116 (2.5%)          |
|                                     | 166 (2.7%)          |
|                                     | 271 (3.0%)          |
|                                     | 412 (2.9%)          |

| Household, n (%)                    | Children aged under 18 years living in the household |
|                                     | 649 (28.5%)         |
|                                     | 1398 (30.0%)        |
|                                     | 1846 (30.1%)        |
|                                     | 2995 (32.5%)        |
|                                     | 4814 (34.0%)        |

| Education, n (%)                    | Primary school or less |
|                                     | 144 (6.3%)           |
|                                     | 231 (5.0%)           |
|                                     | 335 (5.5%)           |
|                                     | 525 (5.7%)           |
|                                     | 1023 (7.3%)          |
|                                     | Upper secondary school |
|                                     | 756 (33.3%)          |
|                                     | 1645 (35.4%)         |
|                                     | 2201 (36.0%)         |
|                                     | 3343 (36.4%)         |
|                                     | 5451 (38.6%)         |
|                                     | Bachelor’s degree or equivalent |
|                                     | 735 (32.4%)          |
|                                     | 1538 (33.1%)         |
|                                     | 2046 (33.4%)         |
|                                     | 3020 (32.9%)         |
|                                     | 4446 (31.5%)         |
|                                     | Master’s degree or higher |
|                                     | 635 (28.0%)          |
|                                     | 1228 (26.5%)         |
|                                     | 1538 (25.1%)         |
|                                     | 2302 (25.1%)         |
|                                     | 3189 (22.6%)         |

| Occupational status, n (%)          | Employed            |
|                                     | 1348 (59.2%)        |
|                                     | 2892 (62.2%)        |
|                                     | 3761 (61.2%)        |
|                                     | 5544 (60.2%)        |
|                                     | 8533 (60.2%)        |
|                                     | Unemployed          |
|                                     | 124 (5.5%)          |
|                                     | 219 (4.7%)          |
|                                     | 284 (4.6%)          |
|                                     | 408 (4.4%)          |
|                                     | 602 (4.3%)          |
|                                     | Student             |
|                                     | 125 (5.5%)          |
|                                     | 236 (5.1%)          |
|                                     | 329 (5.4%)          |
|                                     | 461 (5.0%)          |
|                                     | 673 (4.7%)          |
|                                     | Retired             |
|                                     | 563 (24.7%)         |
|                                     | 1018 (21.9%)        |
|                                     | 1381 (22.5%)        |
|                                     | 2207 (24.0%)        |
|                                     | 3391 (23.9%)        |
|                                     | Parental leave      |
|                                     | 51 (2.2%)           |
|                                     | 137 (2.9%)          |
|                                     | 174 (2.8%)          |
|                                     | 318 (3.5%)          |
|                                     | 575 (4.1%)          |
|                                     | Other               |
|                                     | 65 (2.9%)           |
|                                     | 151 (3.2%)          |
|                                     | 214 (3.5%)          |
|                                     | 273 (3.0%)          |
|                                     | 402 (2.8%)          |

aRFM: recency, frequency, and monetary.

Table 4 shows food purchases in the degree of loyalty groups, and all showed significant associations (P<.001 for all food groups, except sweets & chocolate [P=.007]). The result was expected owing to the large sample size. The shares of vegetable, red meat & processed meat, and fat spread purchases increased as the degree of loyalty increased. In the other food groups, there were no major differences across the degree of loyalty groups.

Additionally, Table 4 shows that the quantity and expenditure regarding food groups increased steadily with the self-assessed degree of loyalty, suggesting that the self-assessment can be relied upon.
Table 4. Purchases (in € and kg) of selected food groups across the five degree of loyalty groups.

<table>
<thead>
<tr>
<th>Food group</th>
<th>Degree of loyalty</th>
<th>Ca,b</th>
<th>€/kg</th>
<th>kg%</th>
<th>kg%bc</th>
<th>kg%bd</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vegetables</td>
<td>0%-20% (n=2216)</td>
<td>580</td>
<td>6.6</td>
<td>152</td>
<td>7.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>21%-40% (n=4611)</td>
<td>131</td>
<td>7.4</td>
<td>350</td>
<td>7.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>41%-60% (n=6119)</td>
<td>350</td>
<td>7.9</td>
<td>606</td>
<td>8.4</td>
<td>167</td>
</tr>
<tr>
<td></td>
<td>61%-80% (n=9168)</td>
<td>344</td>
<td>8.1</td>
<td>937</td>
<td>8.7</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td>81%-100% (n=14,133)</td>
<td>441</td>
<td>7.9</td>
<td>125</td>
<td>8.5</td>
<td></td>
</tr>
<tr>
<td>Skimmed milk &amp; sour milk</td>
<td>1.8</td>
<td>0.2</td>
<td>2.0</td>
<td>0.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sugar-sweetened beverages</td>
<td>109</td>
<td>1.3</td>
<td>5.5</td>
<td>2.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rye bread</td>
<td>109</td>
<td>1.3</td>
<td>2.7</td>
<td>1.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Red meat &amp; processed meat</td>
<td>804</td>
<td>9.9</td>
<td>9.9</td>
<td>5.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fat spreads</td>
<td>102</td>
<td>1.2</td>
<td>1.8</td>
<td>0.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweets &amp; chocolate</td>
<td>323</td>
<td>3.7</td>
<td>2.8</td>
<td>1.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total amount of grocery purchases, median [IQR]</td>
<td>873.4 [1442.0-1602.5]</td>
<td>215.9 [105.6-393.2]</td>
<td>1883.8 [1095.7-2924.2]</td>
<td>460.7 [258.5-756.1]</td>
<td>2958.6 [1840.0-4528.8]</td>
<td>734.0 [452.8-1169.5]</td>
</tr>
</tbody>
</table>


Discussion

Principal Findings

The findings of this study showed that individuals who consented to the release of their loyalty card data for research purposes tended to diverge from the general Finnish adult population. Similar to many other health and nutrition studies, including those encompassing electronic data collection tools [7,13,35,40,41], the LoCard participants manifested volunteer bias, with employed individuals, middle-aged individuals, women, and individuals with higher education being overrepresented in the sample. The LoCard sample included fewer retired individuals, fewer individuals with basic education, and fewer individuals who had children aged under 18 years living in the household. Compared with the Finnish national FinHealth and FinDiet studies, the selection mechanism appeared to be somewhat different in the LoCard sample. While employed individuals were overrepresented in all these three studies, the gender and education biases were stronger in the LoCard sample. Moreover, the LoCard sample had a rather similar distribution of marital status as among Finnish adults, whereas in the FinHealth study, married individuals were overrepresented [35,36,42].

However, the size (n=47,066) and heterogeneity of the LoCard sample enabled a successful correction of the differences seen in the sociodemographic variables. We developed the poststratification weights using all sociodemographic background variables available with the two-way joint distributions to correct the background distributions of the LoCard participants to make them closer to the Finnish adult population. The large sample size provided a sufficient number of participants for hard-to-reach population subgroups, and thus, it was possible to construct the poststratification weights for them as well. The highest weights were seen for unmarried men aged under 30 years, who indeed are often underrepresented or not enrolled in health studies [41].

Of the 1.1 million loyalty card holders contacted, approximately 4% (n=47,066) took part in the LoCard study. Although low, the participation rate was similar to that for other massive data collection methods [7]. The advantage of the use of digital tools is that they reach a large number of potential study participants with relatively low effort in data collection. After all, we reached substantially more individuals than in the majority of dietary studies using traditional data collection methods with minimum human involvement in data collection. A likely reason for the low participation rate was that the participants were contacted via email, which may not have reached them (invalid email address or contact email classified as “junk email”) or may have limited their participation and induced selection bias. Although 88% of households in Finland have an internet connection and 83% use email [43], email use varies according to
sociodemographic profiles and is relatively low at 62% among individuals aged over 65 years and among individuals with basic education [44]. This may partly explain the baseline characteristics of the LoCard sample. However, it has been shown that the use of digital tools in recruitment and data collection does not increase the selection bias, but the traits of participants in health studies are rather similar regardless of the recruitment method used [13,40]. Moreover, it is likely that many simply ignored an email coming from a commercial party.

Important aspects are whether and when informed consent from loyalty card owners is needed. Recently, Aiello et al [45] published an interesting ecological study on the associations between loyalty card food purchase data and prescription records that were used as a proxy for real disease profiles in London. Their dataset included 1.6 million loyalty card users, and they used the anonymized data without the consent of the individuals. In our study, consent and a positive reply were required for two reasons. First, transparent use of loyalty card data on customers for a common good builds trust among them, researchers, and the company, and reduces the likelihood of negative publicity. Second, contact was needed to obtain information about participants’ background characteristics for use in further analyses. A future scenario could involve a consent request when the customer becomes a member of the loyalty card program. This would create an ethically sound and transparent research protocol for the use of customer data.

Poststratification weights were further applied in evaluating the purchases of the main food groups. The corrections demonstrated small changes in some food groups; the purchase of vegetables and sweets & chocolate decreased after the correction, whereas the purchase of red meat & processed meat, sugar-sweetened beverages, and fat spreads increased. The sociodemographic profiles of the LoCard participants and bias related to them might, at least partly, explain these results. The FinDiet study showed that women, who were overrepresented in the LoCard sample and thus had smaller weights, tended to consume more fruits and vegetables than men [36]. In line with this, after applying the poststratification weights, the purchase of vegetables decreased. It has also been shown that socioeconomically advantaged individuals, who likewise were overrepresented in the LoCard sample, consumed healthy foods, such as fruits and vegetables and low-fat dairy products, more frequently [46]. Moreover, the increased amount of red meat & processed meat purchase is likely related to male participants who tend to consume more meat [36,47]. In line with the overall findings of this study, the NutriNet-Santé study showed that the consumption of fruits and vegetables was higher and the consumption of meat was lower in the cohort than in the general population in France [13].

The degree of loyalty was fairly high in the LoCard sample with 64% (23,418/36,526) of the participants reporting making over 60% of their grocery purchases at the retailer’s shops and supermarkets. The food purchases were rather similar in the higher loyalty group (60% or higher), whereas individuals making less purchases in the retailer’s grocery stores showed some differences. In particular, individuals reporting the lowest degree of loyalty tended to buy fewer vegetables and fat spreads and fewer red meat & processed meat products. Although some variation was seen, the differences across the loyalty groups were smaller than expected. One reason could be the food groups selected for the current analyses. There could be other products, such as alcohol and tobacco, that are differently purchased. These results, together with the differences seen in the sociodemographic variables between the loyalty groups, underline the importance of estimating and accounting for the degree of loyalty in future studies using loyalty card data. A direct way to address the problem of coincidental purchases is to focus on a subsample with at least 60% loyalty. It is also important to note that loyalty card data can enable research on longitudinal trends in food purchases, which can be performed regardless of the degree of loyalty.

Limitations

Although we used a large set of matching variables for developing the poststratification weights, some limitations concerning these remain. First, we were not able to compare or account for possible differences in income, as there was no comparable reference data available in Statistics Finland. Therefore, it remains unclear whether the LoCard sample was representative in terms of income, which is an important contributor to food purchase. The higher education level of the LoCard participants and the lower prevalence of young and retired individuals clearly suggest that the income levels might be overestimated in our sample. Second, although we matched families with children, the number of children and their ages, which can clearly affect a household’s food purchases, were not used in weighting. Importantly, we were able to correct the differences only in the observed sociodemographic variables, and thus, unidentifiable selection bias cannot be ruled out. This may include factors that would be associated with willingness to participate, such as special dietary restrictions and socially excluded people. In particular, among those participants who did not have complete background information and whose poststratification weights were thus based on sex and age only, the risk for unidentifiable selection bias could be even higher.

It is important to note that grocery purchases reflect consumption on a household level, which may consist of more than one person, and not everybody might eat the same foods. Thus, accuracy of loyalty card data in investigating individual diet may not be as high as that obtained with traditional data collection methods. However, good compatibility between respondent-collected household-level food purchase data and individual-level dietary data has been demonstrated [28,48]. Moreover, foods purchased from stores do not necessarily indicate foods consumed owing to many different reasons. These include, for example, foods that are not included in loyalty card data, such as dinner foods at restaurants or lunch foods at work. Cardholders may also buy foods that are consumed by others, for example, grandchildren, other relatives or close friends invited for dinner, and pets. Some foods are not consumed at all, resulting in food wastage [49,50].

Finally, the degree of loyalty remains a challenge. In this study, the degree of loyalty was self-estimated, and it is difficult to estimate possible bias related to this self-report. However, we showed that the RFM scores increased steadily with the groups of loyalty, indicating that higher frequency, higher engagement,
and more money spent on grocery purchases were associated with a higher degree of loyalty. Moreover, a positive correlation was found between the proportional increases in money spent (€) and weight (kg) regarding food purchases and the degree of loyalty. These results suggest that this self-assessment seemed to provide a feasible estimate of the true values. In another study, the researchers defined loyalty through the frequency of purchases made in the supermarket combined with the amount of money spent on purchases. However, in this study, the degree of loyalty was not specifically defined [51].

Despite its limitations, we see real potential in the use of these automatically collected longitudinal food purchase data in the population-based assessment of dietary patterns, which are important determinants of health and carbon footprint [52]. Loyalty card data provide a cost-effective tool to reach large groups of individuals with minimum data collection efforts and to investigate diet-related behaviors with less information bias. Linking these data with other health data (such as electronic health records and health registers) would provide new opportunities to understand diet and related outcomes. However, such research settings include privacy concerns that need to be carefully addressed to guarantee individual anonymity and consent. In addition, loyalty card data enable the monitoring of longitudinal trends in food purchases including timely monitoring and evaluation of the impact of population-level steering instruments such as taxation.

Conclusions

Individuals who consented to the use of their loyalty card data for research purposes tended to differ from individuals in the general Finnish adult population. The sociodemographic distributions were toward similar characteristics, as is frequently seen in health and nutrition studies. However, the high volume of data enabled the inclusion of sociodemographically heterogeneous subgroups, potentially including hard-to-reach subgroups, and further correction of the differences so that distributions matched well with those of the general Finnish adult population. A potential confounder in studies using loyalty card data is the degree of loyalty, which in this study, was associated with food-purchasing profiles and also the participants' background characteristics. This underlines the importance of obtaining sufficient background information when using loyalty card data for health research.

Despite the limitations, loyalty card data provide a cost-effective approach for large groups of individuals with minimum data collection effort and for the investigation of diet-related behaviors on a large scale with less information bias. Importantly, loyalty card data enable the monitoring of longitudinal trends in grocery purchases.
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Abstract

Background: Licensed drugs may cause unexpected adverse reactions in patients, resulting in morbidity, risk of mortality, therapy disruptions, and prolonged hospital stays. Officially approved drug package inserts list the adverse reactions identified from randomized controlled clinical trials with high evidence levels and worldwide postmarketing surveillance. Formal representation of the adverse drug reaction (ADR) enclosed in semistructured package inserts will enable deep recognition of side effects and rational drug use, substantially reduce morbidity, and decrease societal costs.

Objective: This paper aims to present an ontological organization of traceable ADR information extracted from licensed package inserts. In addition, it will provide machine-understandable knowledge for bioinformatics analysis, semantic retrieval, and intelligent clinical applications.

Methods: Based on the essential content of package inserts, a generic ADR ontology model is proposed from two dimensions (and nine subdimensions), covering the ADR information and medication instructions. This is followed by a customized natural language processing method programmed with Python to retrieve the relevant information enclosed in package inserts. After the biocuration and identification of retrieved data from the package insert, an ADR ontology is automatically built for further bioinformatic analysis.

Results: We collected 165 package inserts of quinolone drugs from the National Medical Products Administration and other drug databases in China, and built a specialized ADR ontology containing 2879 classes and 15,711 semantic relations. For each quinolone drug, the reported ADR information and medication instructions have been logically represented and formally organized in an ADR ontology. To demonstrate its usage, the source data were further bioinformatically analyzed. For example, the number of drug-ADR triples and major ADRs associated with each active ingredient were recorded. The 10 ADRs most frequently observed among quinolones were identified and categorized based on the 18 categories defined in the proposal. The occurrence frequency, severity, and ADR mitigation method explicitly stated in package inserts were also analyzed, as well as the top 5 specific populations with contraindications for quinolone drugs.

Conclusions: Ontological representation and organization using officially approved information from drug package inserts enables the identification and bioinformatic analysis of adverse reactions caused by a specific drug with regard to predefined ADR ontology classes and semantic relations. The resulting ontology-based ADR knowledge source classifies drug-specific adverse reactions, and supports a better understanding of ADRs and safer prescription of medications.

\textit{(J Med Internet Res 2020;22(7):e20443)} doi:10.2196/20443
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Introduction

Overview

Chemicals and drugs have made a great contribution to human health care. At the same time, they are rarely free from occasional adverse drug reactions (ADRs) [1], which are defined by the World Health Organization (WHO) as any noxious, unintended, and undesired effects of a drug that occur at doses used for the prevention, diagnosis, and treatment of a disorder. A significant number of ADRs occur each year. ADRs are the sixth leading cause of death worldwide, and the fourth primary cause of death in the United States and Canada, behind cardiovascular disease, malignant neoplasm, and stroke [2]. Although the actual incidence of ADRs is difficult to access precisely, it is known that ADRs have a considerable impact upon both health care and pharmaceutical manufacturers.

Package inserts (sometimes called patient information leaflets) are the primary official papers which accompany most prescribed drugs and over-the-counter medications. Although different countries have diverse requirements for the obligatory contents, the package inserts serve at least two main purposes. They contain informative details regarding the generic names of drugs, active ingredients, indication for use, instructions for use, special warnings, contraindications, and statistical values from clinical trials, including the percentage of people who had side effects, the types of side effects, and additional precautions. Furthermore, the package insert is an easy reference for physicians when prescribing medications, and can help them avoid prescribing drugs that may be contraindicated. The inserts also serve as an easy reference for patients. However, the informative package inserts are generally semistructured and cannot be understood easily by machines. As the number of newly licensed drugs increases, the demand for automatic technology for semantic integration and linkages, as well as bioinformatic analysis of the information (including ADRs) enclosed in package inserts, has become an urgent issue both in biomedical research and the pharmaceutical industry.

In information science, an ontology is the formal, explicit specification of a shared conceptualization of a domain [3]. Generally, biomedical ontologies not only represent the essential properties of biomedical entities and their correlations to other biomedical concepts, but also provide a standardized vocabulary and formalized knowledge source for the biomedical community. Hundreds of biomedical ontologies have been elaborately built to support scientific discovery and the analysis of biomedical data [4-8]. Moreover, systematically evaluated ontology is one of the two fundamental sources of background knowledge for artificial intelligence algorithms in biomedicine (the other is the knowledge graph).

In this paper, we propose an ontological organization of traceable ADR information extracted from licensed package inserts, which aims to provide machine-understandable knowledge for bioinformatics analysis, semantic retrieval, and intelligent clinical applications (Figure 1). This entails the following: (1) Present a generic ADR ontology model from two dimensions (and nine subdimensions) covering the essential ADR information and medication instructions. (2) Customize a Python natural language processing (NLP) method to automatically retrieve the identified information enclosed in package inserts. (3) Collect the approved package inserts of quinolone drugs and build a specialized ontology for algorithm verification and validation. (4) Bioinformatically analyze the adverse reactions caused by quinolones based on the obtained ADR ontology, and discuss potential applications including semantic retrieval and a clinical decision-making system.

Figure 1. Study framework. ADRs: adverse drug reactions; API: application programming interface; CTCAE: Common Terminology Criteria for Adverse Events; MedDRA: Medical Dictionary for Regulatory Activities; NER: named entity recognition; NLP: natural language processing; OWL: Ontology Web Language; RE: relation extraction; WHOART: WHO Adverse Reactions Terminology.
Related Works

Identification of ADRs

In recent decades, many studies have identified ADRs through diverse channels of information, including patient reports [9-14], electronic health records [15-18], PubMed literature [19,20], and social media [21-26]. Briefly, a patient report is a traditional source of information, where the users of a drug spontaneously report medication side effects to health authorities; electronic health records contain comprehensive medications and procedures as recorded by physicians; PubMed collects rich and up-to-date published clinical trials and other types of biomedical publications concerning drugs' adverse reactions; and social media represents a new data source of patient experiences with drugs and could be characterized by its high volume and quick availability. Although patients, health professionals, research scientists, and even the public have increasingly contributed to ADR reporting, the role of pharmaceutical companies in reporting ADRs cannot be neglected; package inserts play a significant part in medication safety.

Ontologies of ADRs

Several studies about building ontologies for ADRs for different applications have already been carried out. For instance, the Adverse Drug Reaction Classification System (ADReCS) was developed as a comprehensive ADR ontology database, which enabled standardization and provided hierarchical classification of ADR terms for a molecular understanding of drug safety in the laboratory, and use in bioinformatics and systems biology for toxicological research [27]. Additionally, an ontology of ADRs (OADRs) was built to describe the semantics of ADR terms for automated signal generation in pharmacovigilance [28].

Adverse drug events (ADEs) refer to the injuries resulting from medical interventions related to drugs [1], which include medication errors, ADRs, allergic reactions, overdoses, and other events associated with the prescription, preparation, dispensation, or administration of medications. Therefore, research efforts concentrated on ontology-based representation and analysis of ADEs indirectly related to our work. Among them, the Ontology of Adverse Events (OAE) has recently garnered research attention; it represents numerous adverse events related to medical intervention, time at medical intervention, pathological bodily process, patient information (especially patient age), and other adverse event–related terms imported from existing ontologies, as well as clinical adverse event reports [29]. To better analyze adverse events related to vaccines and support safety studies of vaccines, the authors further expanded OAE and developed the Ontology of Vaccine Adverse Events (OVAE) by analyzing the adverse events recorded in the official packet inserts of licensed vaccines [30]. All the ontologies mentioned above provide a fundamental basis on which to conduct our study and will be compared with the proposed ADR ontology from several perspectives.

Methods

Ontology Modeling

We built the ADR ontology using two dimensions: ADR information and drug-related medication instructions, which were further separated into nine subdimensions. The former covers the following: (1) adverse drug reactions, presenting diverse types of ADRs; (2) the occurrence of ADRs, describing the frequencies of ADRs after the administration of a drug in a population; (3) the severity of ADRs, describing a general measure of the subsequent risks of potential ADRs; (4) populations affected by specific ADRs, noting the individual human patients associated with an adverse reaction after the administration of a drug; and (5) the mitigation methods of ADRs, referring to any measure that shortens the duration of an adverse reaction or reduces its severity. The drug-related medication instructions contain generic information about rational drug use: (6) drug names, describing different pharmaceutical agents; (7) dosage forms of drugs, collecting the complete form of the pharmaceutical preparation used to administer the prescribed dose of medication; (8) administration routes of drugs, consisting of the various ways of administering a drug to a patient to allow the chemical to be absorbed into the blood and delivered to the target tissue; and (9) contraindications of drugs, predefining a condition or factor associated with a recipient that makes the use of a specific drug improper or inadvisable. These nine branches determine the fundamental concepts and classes of our ontology. Figure 2 demonstrates the nine classes of proposed ADR ontology as well as the eight semantic relations among them. The generic model will help to generate specialized ADR ontologies on request as illustrated in the next section.
Classes of Ontology and Their Hierarchy and Properties

The biomedical terms denoting nine classes within the ADR ontology are much more comprehensive than shown in Figure 1. With reference to controlled biomedical vocabularies and well-developed pharmacopeia, we integrated many synonymous terms (both in English and Chinese) into various concepts and organized them in a hierarchical way. Generally, the WHO Adverse Reactions Terminology (WHOART) is reused to generate the ADR class and its hierarchy in four levels: system/organ classes (SOC), high level terms (HLT), preferred terms (PT), and included terms (IT). Among them, SOC and HLT consist of broad grouping terms, while PT represents more specific adverse reactions and IT are entry terms (synonyms) for PT. The large number of PT and IT as well as their synonyms from the Medical Dictionary for Regulatory Activities (MedDRA) will become the essential vocabulary to recognize the named entities of ADRs in package inserts. Furthermore, the Council for International Organization of Medical Science (CIMOS) has recommended five terms derived from different percentages to classify the occurrences of ADRs: Very Rare (≤0.01%), Rare (≥0.01%, ≤0.1%), Uncommon (≥0.1%, <1%), Common (≥1%, <10%), and Very Common (≥10%). This forms the basis for the classification of ADR frequencies in our work. The Common Terminology Criteria for Adverse Events (CTCAE) is a standard classification and severity grading scale for adverse events in clinical trials and oncology settings. We adopted CTCAE for labeling the severities of ADRs with five levels: Grade 1 (mild), Grade 2 (moderate), Grade 3 (severe but not immediately life-threatening), Grade 4 (life-threatening) and Grade 5 (death caused by ADRs). The other classes that are closely related to the pharmaceutical agents and their medication instructions will be acquired and represented according to the classic pharmacopeia for ease of use.

In addition, two kinds of data properties will be incorporated into the ADR ontology, including a general description of the drugs (such as the active ingredient, injection excipients, drug specifications, antibacterial mechanism, interaction drugs); the key codes and definitions from referenced vocabularies containing ARecNO (the PT code) and the SOC code from WHOART, the MedDRA code, the NCIt code; and definitions from CTCAE. Furthermore, the origin of the package inserts will be recorded in the ontology’s annotation property for ontology data identification and traceability.

Information Retrieval From Package Inserts

From the viewpoint of ontology construction, the ADR information and medication instructions extracted from package inserts will become the instances of object properties within the ADR ontology. Due to the large amount of data enclosed in package inserts, manual extraction would be a labor-intensive process. We developed a Python NLP-based algorithm to automatically retrieve ADRs and drug-related information, which consists of two steps: named entity recognition (NER) and relation extraction (RE).

Briefly, NER will recognize a string of text as an entity (e.g., an adverse reaction) that is already defined in our ADR ontology. The Jieba word segmentation model implemented in Python is adopted to segment the words enclosed in package inserts, while the names of classes and their synonyms from the proposed ontology will function as a domain vocabulary to improve performance. RE is a process that determines whether two

---

**Figure 2.** The generic model of ADRs ontology. ADRs: adverse drug reactions.
entities have a specific relationship (eg, the “has ADR” causality between a particular drug and an adverse reaction). Since formal package inserts have already been separated into several titled sections, these titles will be used to implement the RE task. Specifically, the titles “ADVERSE REACTIONS” and “WARNINGS AND PRECAUTIONS” are converted into semantic relations about ADR information, while the medication instructions for a particular drug would be extracted from the sections titled “DOSEAGE AND ADMINISTRATION,” “CONTRAINICATIONS,” and “USE IN SPECIFIC POPULATIONS.”

The information automatically retrieved from package inserts will be passed to downstream biocuration for data identification. The major criteria of the manual review process emphasize the following two points: (1) whether the medication instructions and information about ADRs caused by a specific drug was accurate and complete, without missing data or mistakes; and (2) the frequency and severity of a drug-ADR triple must be explicit; vague descriptions were not recorded. Eventually, the human biocurated semantic information is used to build the ADR ontology.

Automated Ontology Construction and Evaluation

The Ontology Web Language (OWL) is a widely used programing language for defining and instantiating web-based ontologies. It provides a machine-understandable schema to describe classes and their semantic relations in a specific domain. In this work, the OWL application programming interface, a Java interface and implementation for OWL, is used to build the ADR ontology automatically based on content data primarily obtained from package inserts and well-established vocabularies (eg, WHORT, MedDRA, CTCAE). Moreover, to ensure high-quality results, the ADR ontology will be evaluated and validated by checking the clarity, coherence, extendibility, minimal encoding bias, and minimal ontological commitment, which are the fundamental principles of building a domain ontology [31].

Results

Data Collection and Ontology Construction

Quinolone drugs have become commonly used antibacterial agents due to their strong and broad-spectrum antibacterial activity, as well as their rapid and complete absorption in humans. As quinolone usage increases, the risk of ADRs increases proportionally. According to the Annual Report of National ADR Monitoring in China, the number of adverse reactions and events from quinolones has continuously been the second-highest among antibacterial drugs. Therefore, the safe administration of quinolones is a serious matter that requires more attention.

After half a century of development, quinolones have evolved from the first generation to the fourth generation. We collected 165 specific drug names of quinolones from the China Pharmaceutical Reference and the National Essential Drugs List in China, and further organized them based on their generation.

The electronic package inserts of these drugs were then downloaded from the National Medical Products Administration and Yaozhi drug database in China. Although these package inserts were written in Chinese, the Chinese and English synonyms of the class names defined in the proposed ADR ontology will enable information extraction based on a customized Python program. Finally, an ADR ontology for quinolones was automatically built and evaluated for further analysis.

Ontology Statistics and Visualization

Currently, the specialized ADR ontology covers a total of 2879 classes grouped into nine categories: ADRs and their occurrence, severity, population, and mitigation methods, as well as 165 drugs and their dosages, administration routes, and contraindications (Figure 3A). These classes were deeply divided into subclasses on the basis of biomedical concepts and arrayed hierarchically from most general to most specific in up to 4 levels, with the abovementioned nine categories at the top (Level 1) of the ontology hierarchy (Figure 3B). Furthermore, the obtained ADR ontology also includes eight types and 15,711 nonredundant semantic triples (Figure 4A) extracted from package inserts, where the causalities between ADRs and quinolones (with the type label “has ADR”) account for a large proportion (n=7725, 49.17%). Among the 7725 identified drug-ADR triples, 4043 (52.34%) and 716 (9.27%) explicitly stated the frequency and severity, respectively. The statistics of drug-ADR triples by frequency and severity suggest that most ADRs caused by quinolones (n=4037, 52.26%) occur at a low frequency (<10%), and none of them are life-threatening (Figure 4B).

Figure 5 demonstrates how the proposed ontology organized the ADR information enclosed in the package insert, using the Protégé OWL editor for ontology visualization. Briefly, levofloxacin hydrochloride tablets have been reported to account for different types of ADRs (including dizziness, headache, and insomnia) that have already been defined in our ontology. For each adverse reaction, it is likely that the frequency, severity, and mitigation method are informed by the patient population. Therefore, we used four semantic relation types (“has occurrence,” “has severity,” “has mitigation method,” and “has population”) to link information associated with a particular adverse reaction caused by a specific drug (the lower right section of Figure 5). The “AND” clause is adopted to combine multiple semantic triples into a composite knowledge unit. It is worth mentioning that we extracted ADR information from the explicitly stated content in package inserts; thus, some of the four types linked to a given drug-ADR triple may not be obtained due to a missed or implicit description. To enable knowledge tracing, the package insert citation was recorded as a referenced annotation property (the upper right section of Figure 5). In addition, the Internationalized Resource Identifier (IRI) [32], which is the unique identifier for ontology sharing and reuse around the world, was customized as “ADR+six numbers” within the proposed ADR ontology. For instance, the IRI for the levofloxacin hydrochloride tablets used in the example is ADR000572.
Figure 3. Statistics of the classes in ADRs ontology. ADRs: adverse drug reactions.

(A) The number of classes per category

(B) The number of classes in ontology hierarchy

Figure 4. Statistics of the semantic relations in ADRs ontology. ADRs: adverse drug reactions.

(A) The number of semantic triples per relation type

(B) The number of drug-ADR triples per frequency/severity

Figure 5. Ontology visualization using levofloxacin hydrochloride tablets as an example. ADRs: adverse drug reactions.
Comparison With Existing Ontologies

We compared our work with four other ontologies (described in the Introduction) in terms of the semantic relations defined in the proposed ADR ontology (Table 1), since they are the essential knowledge unit for the wide utility of an ontology. The proposed ontology represents a complete set of information pertaining to ADRs containing drug-ADR triples and the associated frequency, severity, and mitigation methods. Moreover, the explicit medication instructions (eg, the dosage form, route, and contraindication) extracted from the package insert of a particular drug support physicians in guiding patients in the safe, effective, and rational use of drugs, as an adverse reaction can occur when using the prescribed dosage.

Table 1. Comparison with existing ontologies.

<table>
<thead>
<tr>
<th>Semantic relations of the proposed ADR ontology</th>
<th>Definition</th>
<th>Adverse Drug Reaction Classification System</th>
<th>Ontology of ADRs</th>
<th>Ontology of Adverse Events</th>
<th>Ontology of Vaccine Adverse Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>has_ADR</td>
<td>The adverse reaction caused by a specific drug.</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>has_occurrence</td>
<td>The occurrence frequency of an adverse reaction caused by a specific drug.</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>has_severity</td>
<td>The severity of an adverse reaction caused by a specific drug.</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>ADR_occurs in</td>
<td>The population in which an adverse reaction occurs.</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>has_mitigation method</td>
<td>Any measure that shortens the duration of an adverse reaction or reduces its severity.</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>has_dose form</td>
<td>The form of a dosage of a specific drug.</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>has_administration route</td>
<td>The prescribed way of administering a drug to a patient.</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>has_contraindication</td>
<td>A predefined condition or factor associated with a recipient that makes the use of a specific drug improper or inadvisable.</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

ADR: adverse drug reaction.

Bioinformatic Analysis of the Identified ADRs Caused by Quinolones

The ontology of ADRs caused by quinolones consists of 7725 drug-ADR triples retrieved from 165 package inserts. After duplicate removal, 331 ADRs were identified to be caused by quinolones. Table 2 lists the major ADRs from two dimensions: the quinolone generation and active ingredient. Since topical drugs have fewer ADRs than oral and intravenous ones due to their administration route, we concentrated on the comparison of quinolone drugs that are only administered by the oral and intravenous routes. After bioinformatic analysis, there were three important points that could be summarized as follows: (1) Levofloxacin (third generation) and gatifloxacin (fourth generation) induce a significant number of ADRs (n=139, 43.57% and n=122, 38.24%, respectively), and many drugs are made from these ingredients (n=21, 17.21% and n=20, 16.39%, respectively). (2) The highest numbers of ADRs are caused by ciprofloxacin (n=221, 69.28%) and enoxacin (n=156, 48.90%), respectively. (3) There are relatively few ADRs associated with nalidixic acid (n=21, 6.56%) and pipemidic acid (n=11, 3.45%), which implies that they are comparatively safe in terms of known adverse effects. In future work, we will investigate the ADR differences related to drug dosages.
Table 2. Identified adverse drug reactions of quinolones, excluding topical drugs (N=122).

<table>
<thead>
<tr>
<th>Quinolone generation and ingredient</th>
<th>Drugs, n (%)</th>
<th>Drug-ADRs&lt;sup&gt;a&lt;/sup&gt; (n=7563), n (%)</th>
<th>ADRs (n=319), n (%)</th>
<th>Major ADRs</th>
<th>Typical dosage form(s)</th>
<th>Major routes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First generation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nalidixic acid</td>
<td>1 (0.82)</td>
<td>21 (0.28)</td>
<td>21 (6.56)</td>
<td>Nausea, vomiting, diarrhea, abdominal pain</td>
<td>Tablet</td>
<td>Oral</td>
</tr>
<tr>
<td><strong>Second generation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pipemidic acid</td>
<td>3 (2.46)</td>
<td>33 (0.44)</td>
<td>11 (3.45)</td>
<td>Nausea, eructation, abdominal pain</td>
<td>Granules, capsule, tablet</td>
<td>Oral</td>
</tr>
<tr>
<td><strong>Third generation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enoxacin</td>
<td>6 (4.92)</td>
<td>335 (4.43)</td>
<td>156 (48.90)</td>
<td>Skin rash, dizziness, abdominal pain</td>
<td>Tablet, capsule, injectable</td>
<td>Oral, intravenous</td>
</tr>
<tr>
<td>Sparfloxacin</td>
<td>5 (4.10)</td>
<td>235 (3.11)</td>
<td>47 (14.73)</td>
<td>Headache, dizziness, insomnia, anemia</td>
<td>Tablet, capsule, granules</td>
<td>Oral</td>
</tr>
<tr>
<td>Pefloxacin</td>
<td>5 (4.10)</td>
<td>150 (1.98)</td>
<td>35 (10.97)</td>
<td>Anaphylaxis, convulsion, tremor</td>
<td>Tablet, capsule, injectable</td>
<td>Oral, intravenous</td>
</tr>
<tr>
<td>Levofoxacin</td>
<td>21 (17.21)</td>
<td>1592 (21.05)</td>
<td>139 (43.57)</td>
<td>Anaphylaxis, insomnia, dizziness</td>
<td>Tablet, capsule, injectable</td>
<td>Oral, intravenous</td>
</tr>
<tr>
<td>Tolfoxacin</td>
<td>1 (0.82)</td>
<td>26 (0.34)</td>
<td>26 (8.15)</td>
<td>Fatigue, anorexia, erythematous rash</td>
<td>Capsule</td>
<td>Oral</td>
</tr>
<tr>
<td>Fleroxacin</td>
<td>8 (6.56)</td>
<td>210 (2.78)</td>
<td>47 (14.73)</td>
<td>Nausea, vomiting, headache, dizziness</td>
<td>Tablet, capsule, injectable</td>
<td>Oral, intravenous</td>
</tr>
<tr>
<td>Ofloxacin</td>
<td>9 (7.38)</td>
<td>303 (4.01)</td>
<td>87 (27.27)</td>
<td>Anaphylaxis, itching, skin rash</td>
<td>Tablet, capsule, injectable</td>
<td>Oral, intravenous</td>
</tr>
<tr>
<td>Lomefoxacin</td>
<td>12 (9.84)</td>
<td>474 (6.27)</td>
<td>85 (26.65)</td>
<td>Itching, skin rash, headache, nausea</td>
<td>Tablet, capsule, injectable</td>
<td>Oral, intravenous</td>
</tr>
<tr>
<td>Ciprofloxacin</td>
<td>8 (6.56)</td>
<td>684 (9.04)</td>
<td>221 (69.28)</td>
<td>Skin rash, itching, diarrhea, hematuria</td>
<td>Tablet, capsule, injectable</td>
<td>Oral, intravenous</td>
</tr>
<tr>
<td>Rufloxacin</td>
<td>2 (1.64)</td>
<td>68 (0.90)</td>
<td>34 (10.66)</td>
<td>Skin rash, insomnia, lethargy, convulsion</td>
<td>Tablet, capsule</td>
<td>Oral</td>
</tr>
<tr>
<td>Norfloxacin</td>
<td>9 (7.38)</td>
<td>199 (2.63)</td>
<td>35 (10.97)</td>
<td>Itching, skin rash, abdominal pain</td>
<td>Tablet, capsule, injectable</td>
<td>Oral, intravenous</td>
</tr>
<tr>
<td><strong>Fourth generation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gatifloxacin</td>
<td>20 (16.39)</td>
<td>2270 (30.01)</td>
<td>122 (38.24)</td>
<td>Headache, vision disorder, dysgeusia</td>
<td>Tablet, capsule, injectable</td>
<td>Oral, intravenous</td>
</tr>
<tr>
<td>Gemifloxacin</td>
<td>1 (0.82)</td>
<td>106 (1.40)</td>
<td>106 (33.22)</td>
<td>Skin rash, nausea, urticaria, diarrhea</td>
<td>Tablet</td>
<td>Oral</td>
</tr>
<tr>
<td>Balofloxacin</td>
<td>2 (1.64)</td>
<td>66 (0.87)</td>
<td>33 (10.34)</td>
<td>Itching, thirst, hyphesthesia, headache</td>
<td>Tablet, capsule</td>
<td>Oral</td>
</tr>
<tr>
<td>Pazufloxacin</td>
<td>3 (2.46)</td>
<td>180 (2.38)</td>
<td>60 (18.81)</td>
<td>Skin rash, jaundice, myalgia, diarrhea</td>
<td>Injectable</td>
<td>Intravenous</td>
</tr>
<tr>
<td>Prulifloxacin</td>
<td>3 (2.46)</td>
<td>189 (2.50)</td>
<td>63 (19.75)</td>
<td>Eructation, dyspsnea, hypotension</td>
<td>Tablet, capsule</td>
<td>Oral</td>
</tr>
<tr>
<td>Moxifloxacin</td>
<td>3 (2.46)</td>
<td>420 (5.55)</td>
<td>141 (44.20)</td>
<td>Fatigue, constipation, rupture of tendon</td>
<td>Tablet, injectable</td>
<td>Oral, intravenous</td>
</tr>
</tbody>
</table>

<sup>a</sup>ADR: adverse drug reaction.

The 331 ADRs could be further classified into 18 categories that we defined in the ontology (Table 3). Most organs are involved in ADRs. Skin reactions (eg, itching, skin rash) are the most common reactions and are linked to 141 drugs (85.45%), followed by nervous system reactions (eg, headache, hypertonnia), which are associated with 127 agents (76.97%). Moreover, the least frequently reported adverse reactions are those of genital organs and the application site. This may be due to the difficulty in detecting genital organ diseases and the minor impact of injection site reactions.
Table 3. Categorized adverse drug reactions of quinolones (N=165).

<table>
<thead>
<tr>
<th>Category of adverse drug reactions</th>
<th>Associated drugs, n (%)</th>
<th>Possible adverse drug reactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skin reactions</td>
<td>141 (85.5)</td>
<td>Itching, skin rash, photosensitive reaction, erythema multiforme, increased sweating</td>
</tr>
<tr>
<td>Nervous system reactions</td>
<td>127 (77.0)</td>
<td>Headache, hypertonia, convulsion, coma, paresthesia, vertigo, tremor</td>
</tr>
<tr>
<td>Immune reactions and infections</td>
<td>123 (74.6)</td>
<td>Candidiasis, anaphylaxis, angioneurotic edemas, anaphylactic shock, facial edema</td>
</tr>
<tr>
<td>Gastrointestinal reactions</td>
<td>122 (73.9)</td>
<td>Nausea, vomiting, abdominal pain, diarrhea, stomatitis, constipation, xerostomia</td>
</tr>
<tr>
<td>Generalized reactions</td>
<td>120 (72.7)</td>
<td>Fever, fatigue, syncpe, chest pain, shivering, edema, oral edema, discomfort</td>
</tr>
<tr>
<td>Mental disorders</td>
<td>119 (72.1)</td>
<td>Sleeplessness, personality disorders, hallucinations, depression, agitation, anxiety</td>
</tr>
<tr>
<td>Liver and gallbladder diseases</td>
<td>117 (70.9)</td>
<td>Alanine transaminase (ALT) elevation, jaundice, alkaline phosphatase increased, liver failure, bilirubinemia</td>
</tr>
<tr>
<td>Urinary diseases</td>
<td>111 (67.3)</td>
<td>Hematuria, urinary incontinence, dysuria, crystalluria, interstitial nephritis</td>
</tr>
<tr>
<td>Musculoskeletal diseases</td>
<td>105 (63.6)</td>
<td>Arthritis, arthralgia, muscle weakness, myalgia, rupture of tendon, bone pain</td>
</tr>
<tr>
<td>Hematological diseases</td>
<td>103 (62.4)</td>
<td>Eosinophilia, leukopenia, granulocytopenia, pancytopenia, lymphadenopathy</td>
</tr>
<tr>
<td>Vascular, hemorrhagic, and coagulation diseases</td>
<td>102 (61.8)</td>
<td>Elevated international normalized ratio (INR) value, purpura, phlebitis, vasculitis, vasodilatation, flushing, thrombocytosis</td>
</tr>
<tr>
<td>Cardiovascular diseases</td>
<td>80 (48.5)</td>
<td>Prolonged QT interval, hypotension, ventricular tachycardia, palpitation, bradycardia</td>
</tr>
<tr>
<td>Respiratory system diseases</td>
<td>71 (43.0)</td>
<td>Pulmonary infiltration, bronchial spasm, asthma, laryngeal edema, dyspnea</td>
</tr>
<tr>
<td>Metabolic and nutrition diseases</td>
<td>63 (38.2)</td>
<td>Hypoglycemia, electrolytes abnormality, diabetes mellitus, hyperglycemia</td>
</tr>
<tr>
<td>Vision diseases</td>
<td>62 (37.6)</td>
<td>Xerophthalmia, eye pain, conjunctivitis, diplopia, photophobia, abnormal vision</td>
</tr>
<tr>
<td>Auditory, vestibular, and sensory diseases</td>
<td>62 (37.6)</td>
<td>Tinnitus, hypoacusis, deafness, taste disorders, parosmia, earache, ageusia</td>
</tr>
<tr>
<td>Genital organ diseases</td>
<td>48 (29.1)</td>
<td>Vaginitis, epididymitis, orchitis, dysmenorrhea, uterine hemorrhage</td>
</tr>
<tr>
<td>Application site reactions</td>
<td>19 (11.5)</td>
<td>Injection site reaction, injection site itching, infusion site reaction, injection site pain</td>
</tr>
</tbody>
</table>

Table 4 lists the top 10 ADRs caused by quinolones and shows that itching and skin rash are listed in nearly 80% of currently licensed quinolone package inserts in China. Although alanine transaminase (ALT) elevation and phlebitis frequently occur after the administration of 3 drugs made of pazufloxacin mesylate, other adverse reactions caused by quinolones are usually infrequent (<10%). All of the reported ADRs have a severity of Grade 1 (moderate) to Grade 3 (severe but not immediately life-threatening), and stopping medication is generally recommended as the mitigation method after the detection of an adverse reaction. Additionally, quinolone drugs are administered to patients at various dosages and through different routes (Table 2). Finally, analysis of contraindication data found that the top 5 specific populations are those who are allergic to quinolones, pregnant women, teenagers, infants, and patients with central nervous system diseases.

Table 4. The 10 most commonly reported adverse drug reactions of quinolones (N=165).

<table>
<thead>
<tr>
<th>Adverse drug reaction</th>
<th>Related drugs, n (%)</th>
<th>Category of adverse drug reaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Itching</td>
<td>132 (80.0)</td>
<td>Skin diseases</td>
</tr>
<tr>
<td>Skin rash</td>
<td>131 (79.4)</td>
<td>Skin diseases</td>
</tr>
<tr>
<td>Headache</td>
<td>126 (76.4)</td>
<td>Nervous system diseases</td>
</tr>
<tr>
<td>Nausea</td>
<td>119 (72.1)</td>
<td>Gastrointestinal diseases</td>
</tr>
<tr>
<td>Abdominal pain</td>
<td>117 (70.9)</td>
<td>Gastrointestinal diseases</td>
</tr>
<tr>
<td>Vomiting</td>
<td>116 (70.3)</td>
<td>Gastrointestinal diseases</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>114 (69.1)</td>
<td>Gastrointestinal diseases</td>
</tr>
<tr>
<td>Insomnia</td>
<td>110 (66.7)</td>
<td>Mental disorders</td>
</tr>
<tr>
<td>Fever</td>
<td>104 (63.0)</td>
<td>Generalized diseases</td>
</tr>
<tr>
<td>Photosensitive reaction</td>
<td>100 (60.6)</td>
<td>Skin diseases</td>
</tr>
</tbody>
</table>
Discussion

Major Applications of ADR Ontology

The ADR ontology proposed in this study has two major applications. The first is the semantic retrieval system that can use the ADR knowledge to integrate various external sources of information. Since the primary ADR terms and their key codes were reused from WHOART and MedDRA, it should be straightforward to integrate our ontology with these controlled vocabularies, as well as other medical terminologies (e.g., Logical Observation Identifiers Names and Codes [LOINC], Systematized Nomenclature of Medicine-Clinical Terms [SNOMED CT]), for semantic knowledge retrieval by providing formally represented ADR information. Another major application is intelligent clinical decision-making support. The proposed ADR ontology provides machine-understandable knowledge, which could be used by artificial intelligence algorithms in biomedicine. To pursue clinical and therapeutic approaches to optimal disease management and rational drug use, it is useful for a physician treating a specific disorder to know all the identified adverse reactions induced by the drugs prescribed for patients with that condition. Manually reading the package inserts to find the ADR information and medication instructions is laborious and time-consuming, as the number of newly approved drugs and reported ADRs increases every year. Conversely, our ontology will aid in the development of an intelligent clinical decision-making system, which would positively affect the drug prescribing patterns of physicians and potentially have a significant socioeconomic impact.

Conclusions

We have shown that the ADR ontology can be used to formally represent and organize the ADR information and medication instructions enclosed in official drug packages. In addition, it can provide machine-understandable knowledge for bioinformatic analysis. By collecting 165 package inserts of quinolone drugs, a specialized ADR ontology was built to classify various identified ADRs caused by quinolones. Systematic analysis of the obtained ontology data improves the deep recognition of drug-specific ADRs, making it possible to intelligently guide safe drug use and benefit human health. The proposed ADR ontology can be generalized to organize the ADR information from other channels, not just package inserts. Electronic health records, in which the ADR data are frequently reported, will be acquired for the enrichment of the ADR ontology in the near future.
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**Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADE</td>
<td>adverse drug event</td>
</tr>
<tr>
<td>ADR</td>
<td>adverse drug reaction</td>
</tr>
<tr>
<td>CIMOS</td>
<td>Council for International Organization of Medical Science</td>
</tr>
<tr>
<td>CTCAE</td>
<td>Common Terminology Criteria for Adverse Events</td>
</tr>
<tr>
<td>HLT</td>
<td>high level terms</td>
</tr>
<tr>
<td>IRI</td>
<td>Internationalized Resource Identifier</td>
</tr>
<tr>
<td>IT</td>
<td>included terms</td>
</tr>
<tr>
<td>LOINC</td>
<td>Logical Observation Identifiers Names and Codes</td>
</tr>
<tr>
<td>MedDRA</td>
<td>Medical Dictionary for Regulatory Activities</td>
</tr>
<tr>
<td>NER</td>
<td>named entity recognition</td>
</tr>
<tr>
<td>NLP</td>
<td>natural language processing</td>
</tr>
<tr>
<td>OWL</td>
<td>Ontology Web Language</td>
</tr>
<tr>
<td>PT</td>
<td>preferred terms</td>
</tr>
<tr>
<td>RE</td>
<td>relation extraction</td>
</tr>
<tr>
<td>SNOMED CT</td>
<td>Systematized Nomenclature of Medicine-Clinical Terms</td>
</tr>
<tr>
<td>SOC</td>
<td>system/organ classes</td>
</tr>
<tr>
<td>WHO</td>
<td>World Health Organization</td>
</tr>
<tr>
<td>WHOART</td>
<td>WHO Adverse Reactions Terminology</td>
</tr>
</tbody>
</table>
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Abstract

Background: Home blood pressure monitoring has many benefits, even more so, in populations prone to high blood pressure, such as persons with diabetes.

Objective: The purpose of this research was to validate the QardioArm mobile device in a sample of individuals with noninsulin-dependent type 2 diabetes in accordance with the guidelines of the second International Protocol of the European Society of Hypertension.

Methods: The sample consisted of 33 patients with type 2 diabetes. To evaluate the validity of QardioArm by comparing its data with that obtained with a digital sphygmomanometer (Omron M3 Intellisense), two nurses collected diastolic blood pressure, systolic blood pressure, and heart rate with both devices.

Results: The analysis indicated that the test device QardioArm met all the validation requirements using a sample population with type 2 diabetes.

Conclusions: This paper reports the first validation of QardioArm in a population of individuals with noninsulin-dependent type 2 diabetes. QardioArm for home monitoring of blood pressure and heart rate met the requirements of the second International Protocol of the European Society of Hypertension.

(J Med Internet Res 2020;22(7):e19781) doi:10.2196/19781
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Introduction

Ultimately, devices that automatically measure blood pressure have gradually evolved to replace the standard mercury sphygmomanometer, as the risk of mercury toxicity outweighed any potential benefits of its use. Today there are a wide variety of devices capable of measuring blood pressure both in and outside of clinical environments [1-7].

Among the advantages of home blood pressure monitoring are that it helps to detect white coat and masked hypertension; it is highly available at a low price; blood pressure measurements at home are taken in a more natural, relaxed, and domestic
environment than when taken in the doctor’s office; patient convenience in blood pressure measurement ensures more commitment; repeated measurements can be easily taken, and it can be used over longer periods to assess the daily variability of blood pressure [8].

But logically, it is a necessary requirement that these devices have been validated by standardized protocols, such as the European Society of Hypertension-International Protocol 2 (ESH-IP2) [9], the British Hypertension Society protocol [10], or the protocol of the Association for the Advancement of Medical Instrumentation [11].

If this validation is essential in the general population, it is even more important in at-risk populations, such as patients with diabetes, where reliability and accurate blood pressure measurement are essential to avoid the disease’s progression. Type 2 diabetes is a prevalent disease and represents a very serious social health problem; it has been seen to occur to a greater extent in older adults [12,13]. The main complication of type 2 diabetes is atherosclerotic disease [14,15].

This atherosclerotic disease is the main cause of morbidity and mortality in people with diabetes, and the one that contributes the most to the direct and indirect costs of diabetes [16,17]. In addition, atherosclerosis reduces arterial elasticity, and therefore, causes arterial stiffness. This arterial wall stiffening produces a high risk of mortality [14-18]. Furthermore, the occurrence of stiffened arteries increases with diabetes [19] and hypertension; therefore, it is common that patients with diabetes are also hypertensive [18,20,21]. In fact, it is estimated that more than two-thirds of patients with type 2 diabetes are also hypertensive [22]. It has also been shown that arterial stiffness is more critical in individuals with both hypertension and type 2 diabetes than in those without hypertension [23,24]. This is a major health problem.

For all these reasons, correctly and validly measuring blood pressure in a person with diabetes is crucial. On one hand, blood pressure control has been shown to decrease the risk of diabetes-related complications such as microvascular and microvascular pathology [16,22-25]. On the other hand, the increase in arterial stiffness can affect the accuracy of automatic blood pressure measurements that are essential for diagnosis and administration [26,27]. And, more importantly, measuring blood pressure accurately facilitates the establishment of a threshold above which antihypertensive treatment may be recommended, especially in patients with type 2 diabetes who are very likely to develop complications such as peripheral arterial disease, stroke, heart attack, sudden death from heart failure, or renal pathologies, if not treated [28,29].

In that regard, it has been proven that blood pressure control and the prevention of morbidity and related mortality could be improved in persons with diabetes [3,8,16]. However, knowledge, treatment, and control of hypertension are persistently low worldwide [30,31].

One of the great challenges is to avoid therapeutic inertia, as this would result in an unacceptable burden in terms of human lives, sequelae, and socioeconomic costs [16,32]. Therefore, we consider it highly relevant to evaluate the validity of automatic blood pressure measurements in persons with diabetes because of the high prevalence of hypertension in this specific population and its significant morbidity and mortality rate.

The main goal of this study was to test the validity of the measurements of the QardioArm blood pressure monitoring device in individuals with noninsulin-dependent type 2 diabetes persons, in accordance with ESH-IP2 [9]. We hypothesized that the QardioArm for home blood pressure monitoring measurements of blood pressure and heart rate in individuals with noninsulin-dependent type 2 diabetes would be equivalent to those from a gold standard device within the requirements of ESH-IP2.

**Methods**

**Study Design**

We performed an observational concordance study to validate the QardioArm device for measurement of heart rate, diastolic blood pressure, and systolic blood pressure, in individuals with noninsulin-dependent type 2 diabetes according to ESH-IP2 [9] and STROBE (Strengthening the Reporting of Observational Studies in Epidemiology) criteria [33]. The study was conducted between September 2019 to January 2020.

**Ethics**

This research study received ethical approval (number 173/2019). This study respected the Helsinki Declaration [34]. All participants signed an informed consent form prior to being included in the study.

**Devices**

**Omron M3 Intellisense**

The Omron M3 Intellisense (Omron Healthcare Co Ltd) was used as the gold standard instead of a mercury sphygmomanometer, in this study, because it has been validated in the general population according to ESH-IP2 [35].

The Omron M3 Intellisense device records heart rate in the range of 40 to 180 bpm and brachial blood pressure in the range of 0 to 299 mmHg using the oscillometric method; systolic blood pressure, diastolic blood pressure, and heart rate are shown on screen. The inflation system does not require pressure presetting or reinflation because of its technology, and deflation is automatically released by a pressure valve. It weighs approximately 340 g without batteries. The standard cuff fits arm circumferences ranging from 22 to 32 cm; it is also available in a large cuff to fit arm circumferences from 32 to 42 cm.

**QardioArm**

The QardioArm (Atten Electronic Co) is an automatic home blood pressure measurement monitoring device. QardioArm is a blood pressure measurement system intended to assess heart rate, diastolic blood pressure, and systolic blood pressure in an adult population, for pulse rates in the range of 40 to 200 bpm and blood pressure in the range of 40 to 250 mmHg.
This device utilizes an inflatable cuff that is wrapped around the upper arm, with circumferences ranging from 22 to 37 cm. The weight of unit is 310 g with batteries and its dimensions, when closed, are 140 mm×68 mm×38 mm. There is a freely downloadable app on the company’s website, Google Play, or the Apple App Store. A smart device with Android 4.4 (KitKat) or later, or Bluetooth 4.0 and iOS 7.0 or later, is required, being compatible with iPhone, iPod, iPad, Apple Watch, tablets, and smartphones. QardioArm also provides graphics to facilitate visual data interpretation on screen. This app may be configured by warnings and reminders, also measurements and progress may be shared in real time with clinicians and other users.

Patients and Recruitment
All patients were recruited from Fresenius Medical facilities in Plasencia-Extremadura, Spain. The inclusion criteria were age greater than 25 years, gender (at least 10 men and 10 women), and recruitment blood pressure requirements according to the guidelines [9]: 33 participants diagnosed with noninsulin-dependent type 2 diabetes were included.

The exclusion criteria were having an arrhythmia or using insulin as treatment at the time of the study.

Study Protocol
Two nurses with experience in blood pressure measurement performed all assessments. The assessment room was a comfortable temperature without noise, distractions, or any factors that could have influenced the measurements [9].

Birth date, gender, weight, and height of each participant were recorded, and the arm circumference was measured in order to ensure an adequate cuff size. Body mass index was calculated using the Quetelet index.

The same assessment room was used for all participants. Each participant was seated in the assessment room, and the measurements were assessed after a period of 10 to 15 minutes of rest. Measurements by both units were taken on the left arm supported at the heart level, and a total of 9 consecutive measurements (systolic blood pressure, diastolic blood pressure and heart rate) were carried out alternating the Omron M3 Intellisense and the QardioArm in the following order: blood pressure A—entry blood pressure using the Omron M3 as standard device; blood pressure B—entry blood pressure using the Omron M3 as test device; blood pressure 1 by Omron M3; blood pressure 2 by QardioArm; blood pressure 3 by Omron M3; blood pressure 4 by QardioArm; blood pressure 5 by Omron M3; blood pressure 6 by QardioArm; and blood pressure 7 by Omron M3.

During measurement, the patient remained quiet and calm, sitting placing the back straight maintaining the feet over the floor in parallel position without crossing their legs as well as resting the arm over a flat surface, with the hand palm upwards and the elbow in a slightly flexed position in order to place his fist at the height of its heart. The interval between one measurement and the next was 30 or 60 seconds [9].

Data Analysis
Results are described as mean and standard deviation with range. Sociodemographic variables were examined using the Kolmogorov–Smirnov test to assess normality, and data were considered normally distribution if \( P > .05 \). Two-tailed independent \( t \) tests or Mann–Whitney \( U \) tests were used for parametric or nonparametric variables, respectively.

Device accuracy, following the ESH-IP2 [9], is based on a comparison between the device and reference measurements. Part 1 of the protocol refers to the number of differences within the required ranges for individual measurements (99 measurements), and part 2 of the protocol refers to the number of differences within the required ranges for each individual (n=33).

For each patient, systolic blood pressure measurements obtained from the QardioArm device (blood pressure measurements 2, 4, and 6) were compared with the systolic blood pressure measurements from the Omron device (blood pressure measurements 1, 3, and 5, respectively, or with blood pressure measurements 3, 5, and 7, respectively); the comparisons which were favorable to the device were utilized. The same procedure was followed with diastolic blood pressure and heart rate measurements.

Differences were separately classified for diastolic blood pressure and systolic blood pressure, depending on whether the difference was within 5, 10, or 15 mmHg [9] as well as for heart rate depending on whether the difference was within 3, 5, or 8 bpm.

Results were analyzed and detailed according to ESH-IP2 requirements in order to determine if the device passed the validation protocol. Accuracy was determined by the number of differences in these ranges for both individual measurements (part 1) and individuals (part 2). To pass, a device must meet the minimum pass requirements.

Furthermore, Bland-Altman plots were utilized to quantify agreement between such systolic blood pressure, diastolic blood pressure, and heart rate by constructing limits of agreement (a graphical method in which the differences between both devices are used to compare two measurements of the same variable).

All analyses were carried out with SPSS statistical software (version 19.0; IBM Corp). In all analyses, the threshold for statistical significance was \( P = .05 \) with a 95% confidence interval.

Results
Participants
All the sociodemographic variables showed a normal distribution (\( P > .05 \), Table 1). A sample of 37 participants diagnosed with noninsulin-dependent type 2 diabetes were recruited; 4 were excluded due to device failure (n=2), arrhythmias (n=1), and cuff size unavailability (n=1), therefore, there were 33 participants (17 men and 16 women) who met the ESH-IP2 inclusion criteria. Table 1 shows participant demographic characteristics.
Table 1. Demographic characteristics and descriptive data of the participants.

<table>
<thead>
<tr>
<th>Participant characteristics (N=33)</th>
<th>Value, mean (SD)</th>
<th>Value, range&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td>65.9 (9.8)</td>
<td>39.0-85.0</td>
<td>.73</td>
</tr>
<tr>
<td>Men (n=17)</td>
<td>66.4 (12.3)</td>
<td>39.0-85.0</td>
<td></td>
</tr>
<tr>
<td>Women (n=16)</td>
<td>72.6 (6.7)</td>
<td>65.0-84.0</td>
<td></td>
</tr>
<tr>
<td><strong>Weight (kg)</strong></td>
<td>74.8 (12.6)</td>
<td>48.0-101.0</td>
<td>.42</td>
</tr>
<tr>
<td>Men (n=17)</td>
<td>76.5 (12.5)</td>
<td>48.0-100.0</td>
<td></td>
</tr>
<tr>
<td>Women (n=16)</td>
<td>72.9 (12.9)</td>
<td>57.0-101.0</td>
<td></td>
</tr>
<tr>
<td><strong>Height (cm)</strong></td>
<td>164.9 (7.3)</td>
<td>147.0-180.0</td>
<td>.17</td>
</tr>
<tr>
<td>Men (n=17)</td>
<td>166.6 (5.3)</td>
<td>160.0-180.0</td>
<td></td>
</tr>
<tr>
<td>Women (n=16)</td>
<td>163.1 (8.8)</td>
<td>147.0-175.0</td>
<td></td>
</tr>
<tr>
<td><strong>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;)</strong></td>
<td>27.6 (5.2)</td>
<td>18.1-43.7</td>
<td>.90</td>
</tr>
<tr>
<td>Men (n=17)</td>
<td>27.5 (3.7)</td>
<td>18.1-34.1</td>
<td></td>
</tr>
<tr>
<td>Women (n=16)</td>
<td>27.7 (6.5)</td>
<td>20.3-43.7</td>
<td></td>
</tr>
<tr>
<td><strong>Arm circumference (mm)</strong></td>
<td>286.4 (32.7)</td>
<td>220.0-360.0</td>
<td>.19</td>
</tr>
<tr>
<td>Men (n=17)</td>
<td>279.1 (26.8)</td>
<td>220.0-320.0</td>
<td></td>
</tr>
<tr>
<td>Women (n=16)</td>
<td>294.1 (37.3)</td>
<td>243.0-360.0</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>minimum to maximum

Blood Pressure Outcome Measurements

Parts 1 and 2 of the validation according to the ESH-IP2 for the QardioArm blood pressure are presented in Table 2; the number of differences between the device and reference for systolic blood pressure and diastolic blood pressure classified within 5, 10, or 15 mmHg are detailed.

Mean differences between the QardioArm and Omron M3 were 3.37 (SD 3.19) mmHg for diastolic blood pressure and 3.15 (SD 4.67) mmHg for systolic blood pressure.

A total of 87/99 differences (89%) for systolic blood pressure and a total of 88/99 differences (89%) for diastolic blood pressure showed an absolute difference within 5 mmHg (ESH-IP2 criteria: at least 65 for diastolic blood pressure and at least 73 for systolic blood pressure). Furthermore, a total of 95/99 comparisons (96%) for systolic blood pressure and a total of 96/99 (97%) for diastolic blood pressure showed an absolute difference within 10 mmHg (ESH-IP2 criteria: at least 81 for diastolic blood pressure and at least 93 for systolic blood pressure). A total of 98/99 differences (99%) for systolic blood pressure and a total of 99/99 differences (100%) for diastolic blood pressure exhibited an absolute difference within 15 mmHg (ESH-IP2 criteria: at least 93 for diastolic blood pressure and at least 96 for systolic blood pressure). Part 1 of the validation was successfully completed since 2 or more of the 3 absolute difference ranges (within 5, 10, or 15 mmHg) for systolic blood pressure met the minimum requirements, and 3 out of 3 absolute difference ranges for diastolic blood pressure met the minimum requirements.

A total of 32/33 patients (97%) for systolic blood pressure and a total of 29/33 patients (88%) for diastolic blood pressure showed a minimum of 2 out of 3 differences within 5 mmHg (ESH-IP2 criteria: at least 24 out of 33 patients for systolic blood pressure and at least 24 out of 33 patients for diastolic blood pressure). Nevertheless, 1/33 patients (3%) had 3 differences outside 5 mmHg for systolic blood pressure, though 0/33 patients (0%) had 3 differences outside 5 mmHg for diastolic blood pressure (ESH-IP2 criteria: a maximum of 3 patients for diastolic blood pressure and systolic blood pressure according to the ESH-IP2 criteria. Part 2 of the device validation was successfully completed; therefore, part 3 of the QardioArm device validation was passed, since parts 1 and 2 were both passed for diastolic blood pressure and systolic blood pressure.
Table 2. Number of measurement differences in each range.

<table>
<thead>
<tr>
<th>Measurement type and range</th>
<th>ESH-IP2 requirement, n</th>
<th>Achieved (N=99), n</th>
<th>Difference (mmHg), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>For 2 of 3 ranges</td>
<td>For all 3 ranges</td>
<td></td>
</tr>
<tr>
<td>Part 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic blood pressure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤5 mmHg</td>
<td>73</td>
<td>65</td>
<td>87</td>
</tr>
<tr>
<td>≤10 mmHg</td>
<td>87</td>
<td>81</td>
<td>95</td>
</tr>
<tr>
<td>≤15 mmHg</td>
<td>96</td>
<td>93</td>
<td>98</td>
</tr>
<tr>
<td>Diastolic blood pressure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤5 mmHg</td>
<td>73</td>
<td>65</td>
<td>88</td>
</tr>
<tr>
<td>≤10 mmHg</td>
<td>87</td>
<td>81</td>
<td>96</td>
</tr>
<tr>
<td>≤15 mmHg</td>
<td>96</td>
<td>93</td>
<td>99</td>
</tr>
<tr>
<td>Heart rate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤3 bpm</td>
<td>73</td>
<td>65</td>
<td>91</td>
</tr>
<tr>
<td>≤5 bpm</td>
<td>87</td>
<td>81</td>
<td>96</td>
</tr>
<tr>
<td>≤8 bpm</td>
<td>96</td>
<td>93</td>
<td>99</td>
</tr>
</tbody>
</table>

Heart Rate Outcome Measurements

Parts 1 and 2 of the validation according to the ESH-IP2 for heart rate are also shown in Table 2 and Table 3; the number of differences between QardioArm and the standard device, Omron M3, within 3, 5, and 8 bpm are detailed. The mean difference between the tested device and standard was 1.65 (SD 2.91) bpm.

Table 3. Within-participant measurement differences.

<table>
<thead>
<tr>
<th>Measurement type and range</th>
<th>2 of 3 measurements</th>
<th>0 of 3 measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ESH-IP2 requirement, n</td>
<td>Achieved (N=33), n</td>
</tr>
<tr>
<td>Part 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic blood pressure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤5 mmHg</td>
<td>≥24</td>
<td>32</td>
</tr>
<tr>
<td>Diastolic blood pressure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤5 mmHg</td>
<td>≥24</td>
<td>29</td>
</tr>
<tr>
<td>Heart rate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤3 bpm</td>
<td>≥24</td>
<td>31</td>
</tr>
</tbody>
</table>

A total of 31/33 participants (94%) had a minimum of 2 of 3 comparisons within 3 bpm difference for heart rate. Nevertheless, a total of 1/33 participants (3%) had 3 differences greater than 3 bpm; therefore, part 2 of the device validation was successfully completed for heart rate, and consequently, part 3 of the QardioArm device validation was passed.

Indeed, the QardioArm device met the validation criteria of the ESH-IP2 for heart rate, systolic blood pressure, and diastolic blood pressure for this sample of 33 individuals with noninsulin-dependent type 2 diabetes.

The Bland-Altman plots show the differences between QardioArm and Omron M3 measurements for systolic blood pressure (Figure 1), diastolic blood pressure (Figure 2), and heart rate (Figure 3).
Figure 1. Bland-Altman plot showing differences between QardioArm and Omron M3 measurements for systolic blood pressure.

Figure 2. Bland-Altman plot showing differences between QardioArm and Omron M3 measurements for diastolic blood pressure.
Discussion

As far as we know, this is the first study to validate an upper arm oscillometric wireless device connected to an app to measure heart rate and blood pressure in a population with noninsulin-dependent type 2 diabetes. QardioArm was validated in 2017 [36,37] in the general population. Furthermore, QardioArm has also been validated in a population of obese individuals in 2018 [38], and recently, in a population of individuals with chronic kidney disease [39].

The results of this study have shown that QardioArm device passed both parts of the validation [9] in patients diagnosed with noninsulin-dependent type 2 diabetes as hypothesized. This validation has been carried out following the ESH-IP2 guidelines, although a validated noninvasive oscillometric upper arm device was used as a reference instead a mercury sphygmomanometer [3-6]. Our findings, however, should not be extrapolated to other populations with other diseases.

We have already seen the enormous advantages of home blood pressure monitoring, especially in specific populations prone to hypertension, such as persons with diabetes. Chronic diseases such as diabetes are one of the most common pathologies and have significant physical, psychological, social, and economic impacts [3,8,16,17,19-25,28,29,32]. mHealth and apps that assess blood pressure are progressively gaining a fundamental role in the management of hypertension with the potential to improve the quality of managed care by offering additional advantages, especially when it comes to blood pressure self-measurement. Advantages could include assisting in lowering blood pressure [3,40,41]; enabling individuals to have 24-hour access to detailed and personalized blood pressure information [40,42]; improving adherence to treatment [3,43]; providing information to facilitate diagnostic and therapeutic decisions [40,41,43,44]; improving patient knowledge of blood pressure, lifestyle, and risk factors that may accompany hypertension [40,42,43]; more effectively preventing cardiovascular complications [43]; or health cost savings by avoiding unnecessary hypertensive treatment and reducing the number of visits to the clinic [3,42].

Nevertheless, we found very few studies analyzing the validity of automatic blood pressure monitors in a population with noninsulin-dependent type 2 diabetes, [37,45-48], and furthermore, most of these validations did not follow specific protocols such as ESH-IP2 [9-11].

Only one study by Chahine et al [37] was found that followed the same recommendations as those of the ESH-IP2 [9]. They validated Omron M6 IT Comfort using a mercury sphygmomanometer as the standard. If we compare our results with their results [37], the number of differences for each category (5, 10, and 15 mmHg) for the systolic blood pressure and the diastolic blood pressure were similar in the two validations, and parts 1 and 2 were passed in both. QardioArm achieved better results in part 1 of the protocol, especially for diastolic blood pressure with a number of higher differences in the 3 categories. Within part 2, QardioArm and Omron M6 differed in 3 individuals for the first criterion (2 of 3 comparisons within 5 mmHg difference) for both systolic and diastolic pressure, in favor of QardioArm. The results of the second criterion (3 differences outside 5 mmHg) were almost identical for both devices. On the other hand, the data obtained for heart rate cannot be compared because Chahine and company [37] did not assess this variable.

Another important fact is that measurements of people with type 2 diabetes involve stiffer arteries; however, in our study
this was not assessed, since it was not the main aim of this research.

Finally, for future studies, consecutive sampling bias should be considered; a simple random sampling process might be more appropriate.

Moreover, we consider that further validations are needed for devices that measure blood pressure in patients with noninsulin-dependent type 2 diabetes. In fact, a future line of research could be to specifically investigate the validation of this QardioArm device in patients with type 2 diabetes who have microangiopathy as diabetic retinopathy, patients with type 1 diabetes as well as other populations with specific diseases such as pregnant women.

QardioArm for home blood pressure monitoring showed validated measures of blood pressure and heart rate in individuals with noninsulin-dependent type 2 diabetes meeting the requirements of ESH-IP2. The findings of the study may be relevant since it is the first validation showing that a device linked to an app to measure blood pressure and heart rate met the requirements of the ESH-IP2 in noninsulin-dependent type 2 diabetes population.
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Abstract

Background: A long-acting implant for HIV pre-exposure prophylaxis (PrEP) is in development in the Sustained Long-Action Prevention Against HIV (SLAP-HIV) trial. This could provide an alternative to oral PrEP.

Objective: Our mixed methods study aimed to understand (1) users’ experiences with a similar subdermal implant for contraception and (2) factors influencing the likelihood that gay and bisexual men (GBM) would use a proposed PrEP implant.

Methods: Work was completed in 4 stages. In stage 1, we conducted a scientific literature review on existing subdermal implants, focusing on users’ experiences with implant devices. In stage 2, we reviewed videos on YouTube, focusing on the experiences of current or former contraceptive implant users (as these implants are similar to those in development in SLAP-HIV). In stage 3, individuals who indicated use of a subdermal implant for contraception in the last 5 years were recruited via a web-based questionnaire. Eligible participants (n=12 individuals who liked implants a lot and n=12 individuals who disliked implants a lot) completed in-depth phone interviews (IDIs) about their experiences. In stage 4, results from IDIs were used to develop a web-based survey for HIV-negative GBM to rate their likelihood of using a PrEP implant on a scale (1=very unlikely and 5=very likely) based on likely device characteristics and implant concerns identified in the IDIs.

Results: In the scientific literature review (stage 1), concerns about contraceptive implants that could apply to the PrEP implants in development included potential side effects (eg, headache), anticipated high cost of the device, misconceptions about PrEP implants (eg, specific contraindications), and difficulty accessing PrEP implants. In the stage 2 YouTube review, individuals who had used contraceptive implants reported mild side effects related to their device. In stage 3, implant users reported that devices were comfortable, unintrusive, and presented only minor discomfort (eg, bruising) before or after insertion and removal. They mainly reported removing or disliking the device due to contraceptive-related side effects (eg, prolonged menstruation). Participants in the stage 4 quantitative survey (N=304) were mainly gay (204/238, 85.7%), white (125/238, 52.5%), cisgender men (231/238, 97.1%), and 42.0% (73/174) of them were on oral PrEP. Not having to take a daily pill increased the likelihood of using a PrEP implant (mean 4.13). Requiring >1 device to achieve 1 year of protection (mean range 1.79-2.94) mildly discouraged PrEP implant use. Participants did not mind moderate bruising, a small scar, tenderness, or bleeding after insertion or removal, and an implant with a size slightly larger than a matchstick (mean ratings 3.18-3.69).
Conclusions: PrEP implants are promising among GBM. Implant features and insertion or removal-related concerns do not seem to discourage potential users. To ensure acceptability, PrEP implants should require the fewest possible implants for the greatest protection duration.

(J Med Internet Res 2020;22(7):e16904) doi:10.2196/16904
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Methods
This work was completed in 4 stages, which are summarized below.

Stage 1: Scientific Literature Review
We conducted a review of the scientific literature on publicly available (eg, Google Scholar and PubMed) and university-specific (eg, Columbia University libraries) databases to identify barriers and facilitators of contraceptive implant use among cisgender women. We focused our review on contraceptive implants, as this device is most similar to the one in development by SLAP-HIV. Furthermore, there is extremely limited data on cisgender men’s experiences with implants to deliver gender-specific medications (eg, the Testopel testosterone implant); these implants also operate differently than those under study in SLAP-HIV (eg, Testopel is a nonremoveable biodegradable pellet implant) [12]. We limited our search to studies published in the last 10 years (January 1998 to July 2017). Search terms included “contraceptive implant barriers,” “contraceptive implant removal,” “contraceptive implant facilitators,” “contraceptive implant experiences,” and “contraceptive implant continuation.” We limited the search to studies published about US populations and manuscripts on arm-implant contraceptives (eg, studies focused only on intrauterine devices [IUDs] were excluded).

The primary author (CR) and a research assistant (CL) abstracted relevant studies and independently reviewed their full content to determine their applicability to the topic under study (eg, device-related barriers and facilitators to contraceptive implants). CR and CL met in person to discuss the results of the independent reviews, resolve a disagreement about study relevance in concert, and identify studies to move forward with. After the studies to be included in the final review were identified, CR tallied the specific mention of device-related and contraceptive medication–related barriers and facilitators in a word document. There was very little mention in the scientific literature about the device-related effects of contraceptive implants. Thus, stage 2 (summarized below) intended to learn more about users’ device-related subdermal implant experiences, as this will be important for our target population, GBM (stage 4).

Stage 2: Review of YouTube Videos
A total of 2 members of the research team identified a collection of potentially relevant YouTube videos through a manual search. Search terms included lay and commercial names of contraceptives: “Nexplanon,” “Nexplanon insertion,” “Jadelle,” “Jadelle implant,” “Nexplanon birth control,” “Norplant,”...
“Implanon,” “Implanon birth control review,” and “Arm bar birth control.” We excluded sponsored testimonials, insertion or removal footage that included no assessment of the patient’s experience, clinical videos (ie, procedural videos on how to insert or remove implants), promotional or educational videos (ie, videos explaining what contraceptive implants are or how they work), and advertisements for any product. Then, spoken word transcripts of potentially relevant videos were automatically generated using YouTube’s state-of-the-art speech recognition algorithms [13].

To identify biomedical terms in YouTube transcripts, we used a publicly available natural language processing system called National Center for Biomedical Ontology Annotator, maintained by the National Library of Medicine [14]. The system recognizes sets of words and phrases using string matching and regular expressions that operate directly on text without preprocessing, such as spelling correction, part-of-speech tagging, and word sense disambiguation [15]. To identify the various side effects associated with subdermal implants, we utilized Systemized Nomenclature of Medicine (SNOMED) [16], a comprehensive terminology that provided term-to-concept mapping for a vast array of conditions, symptoms, and clinical findings.

We restricted our search to several types of concepts or semantic types. We identified relevant semantic types by using SNOMED to annotate a string of words typically associated with unpleasant experiences with drug delivery implants. We then reported the frequency of the specific terms describing these unpleasant experiences (eg, contusion and pain). Terms were paired to ensure clarity in the themes to which they were intended to refer (eg, bleeding, menstrual spotting). We then quantified the frequency (eg, number of videos) with which they appeared.

**Stage 3: In-Depth Interviews With Contraceptive Implant Users**

In stage 3, we recruited potential participants using paid Facebook advertisements and posts on contraceptive implant-themed Facebook pages (eg, Nexplanon and Implanon) and other female-centered Facebook groups (eg, Girls Love Travel), with permission from page moderators. We exclusively sampled cisgender women in this stage because we wanted to ensure that the implant participants had used a design that was consistent with those of the PrEP implants in the development pipeline. Subdermal implants commonly available to men (eg, Testopel testosterone pellets, which are a nonremovable pellet implant, placed in the gluteal region) have a much different design [12,17]. This sampling approach had 2 purposes as it would allow (1) PrEP implant developers to incorporate feedback from past or current users of a similar implant into their device design and (2) the research team to be more precise about the questions asked to potential future PrEP implant users in the stage 4 web-based survey.

Participants were invited to click on a link that took them to a brief screening questionnaire to assess eligibility for telephone interviews about their experiences with implants. Eligible participants were at least 18 years old, identified as cisgender women, and had used an implant for contraception in the last 5 years. To sample a wide range of users’ experiences, we selected those who reported that they liked very much or disliked very much their implant on a 4-point Likert scale (1=disliked very much, 2=disliked a little, 3=liked a little, and 4=liked very much). In all, 24 participants were selected for interviews on a first come first serve basis, 12 who liked very much and 12 who disliked very much their implants and could be reached using the telephone numbers they provided.

Telephone interviews were audio-recorded and guided by findings from the YouTube analysis and scientific literature review. Specifically, we focused on the in-depth phone interview (IDI) guide on themes from the scientific literature and those YouTube users referenced frequently (identified using SNOMED). We categorized these themes into 6 broad categories: (1) general questions about participants’ experiences with subdermal implants, (2) decision making around the use of an implant, (3) acceptability of the implant, (4) the implantation process, (5) the removal process, and (6) recommendations for researchers working on a future PrEP implant. Participants were also asked about their reasons for removing the contraceptive implant. Upon completing the interviews, participants were compensated with US $50 Amazon gift cards.

Next, audio-recordings of the interviews were transcribed and cleaned for accuracy. To analyze the data, a codebook was developed jointly by the principal investigator of the project and a research assistant. It incorporated categories and themes from the interview guide and included definitions, inclusion and exclusion criteria, and examples of passages for inclusion. To validate and finalize the codebook, 2 researchers coded 2 transcripts independently, met to reconcile discrepant codes, and modified the codebook as needed to ensure that all themes of interest were being accurately captured. Researchers, then, proceeded to code the remainder of the transcripts in pairs, meeting after every 11 transcripts (half of the remaining data) were coded to reconcile discrepant codes. The finalized codes were analyzed using content analysis [18] to identify prevalent themes, illustrative examples of each theme, and knowledge gaps.

**Stage 4: Web-Based Surveys With Gay and Bisexual Men**

Findings from the IDIs among cisgender women in stage 3 informed the development of a web-based quantitative assessment. This assessment took approximately 3 min to complete and aimed to determine how likely members of key HIV risk demographics (ie, GBM) would be to use an implant for HIV prevention. Specifically, we published text-based pop-up advertisements (known as broadcasts) on Grindr, a dating and hook up app for GBM. Logistically, these advertisements popped up the first time any Grindr user within a specified location opened the app; users who clicked on the advertisement were automatically rerouted to the quantitative assessment. For the purposes of this study, we published 2 broadcast advertisements (per city) in New York City, Baltimore, and Chicago. The quantitative assessment was open to anyone who wished to take it; eligible participants reported identifying as a gay man who was at least 18 years old. We focused our recruitment on GBM (rather than cisgender heterosexual cisgender women) because this population is at comparatively lower risk for HIV.

We identified relevant semantic types by using SNOMED to annotate a string of words typically associated with unpleasant experiences with drug delivery implants. We then reported the frequency of the specific terms describing these unpleasant experiences (eg, contusion and pain). Terms were paired to ensure clarity in the themes to which they were intended to refer (eg, bleeding, menstrual spotting). We then quantified the frequency (eg, number of videos) with which they appeared.

We restricted our search to several types of concepts or semantic types. We identified relevant semantic types by using SNOMED to annotate a string of words typically associated with unpleasant experiences with drug delivery implants. We then reported the frequency of the specific terms describing these unpleasant experiences (eg, contusion and pain). Terms were paired to ensure clarity in the themes to which they were intended to refer (eg, bleeding, menstrual spotting). We then quantified the frequency (eg, number of videos) with which they appeared.

**Stage 3: In-Depth Interviews With Contraceptive Implant Users**

In stage 3, we recruited potential participants using paid Facebook advertisements and posts on contraceptive implant-themed Facebook pages (eg, Nexplanon and Implanon) and other female-centered Facebook groups (eg, Girls Love Travel), with permission from page moderators. We exclusively sampled cisgender women in this stage because we wanted to ensure that the implant participants had used a design that was consistent with those of the PrEP implants in the development pipeline. Subdermal implants commonly available to men (eg, Testopel testosterone pellets, which are a nonremovable pellet implant, placed in the gluteal region) have a much different design [12,17]. This sampling approach had 2 purposes as it would allow (1) PrEP implant developers to incorporate feedback from past or current users of a similar implant into their device design and (2) the research team to be more precise about the questions asked to potential future PrEP implant users in the stage 4 web-based survey.

Participants were invited to click on a link that took them to a brief screening questionnaire to assess eligibility for telephone interviews about their experiences with implants. Eligible participants were at least 18 years old, identified as cisgender women, and had used an implant for contraception in the last 5 years. To sample a wide range of users’ experiences, we selected those who reported that they liked very much or disliked very much their implant on a 4-point Likert scale (1=disliked very much, 2=disliked a little, 3=liked a little, and 4=liked very much). In all, 24 participants were selected for interviews on a first come first serve basis, 12 who liked very much and 12 who disliked very much their implants and could be reached using the telephone numbers they provided.

Telephone interviews were audio-recorded and guided by findings from the YouTube analysis and scientific literature review. Specifically, we focused on the in-depth phone interview (IDI) guide on themes from the scientific literature and those YouTube users referenced frequently (identified using SNOMED). We categorized these themes into 6 broad categories: (1) general questions about participants’ experiences with subdermal implants, (2) decision making around the use of an implant, (3) acceptability of the implant, (4) the implantation process, (5) the removal process, and (6) recommendations for researchers working on a future PrEP implant. Participants were also asked about their reasons for removing the contraceptive implant. Upon completing the interviews, participants were compensated with US $50 Amazon gift cards.

Next, audio-recordings of the interviews were transcribed and cleaned for accuracy. To analyze the data, a codebook was developed jointly by the principal investigator of the project and a research assistant. It incorporated categories and themes from the interview guide and included definitions, inclusion and exclusion criteria, and examples of passages for inclusion. To validate and finalize the codebook, 2 researchers coded 2 transcripts independently, met to reconcile discrepant codes, and modified the codebook as needed to ensure that all themes of interest were being accurately captured. Researchers, then, proceeded to code the remainder of the transcripts in pairs, meeting after every 11 transcripts (half of the remaining data) were coded to reconcile discrepant codes. The finalized codes were analyzed using content analysis [18] to identify prevalent themes, illustrative examples of each theme, and knowledge gaps.

**Stage 4: Web-Based Surveys With Gay and Bisexual Men**

Findings from the IDIs among cisgender women in stage 3 informed the development of a web-based quantitative assessment. This assessment took approximately 3 min to complete and aimed to determine how likely members of key HIV risk demographics (ie, GBM) would be to use an implant for HIV prevention. Specifically, we published text-based pop-up advertisements (known as broadcasts) on Grindr, a dating and hook up app for GBM. Logistically, these advertisements popped up the first time any Grindr user within a specified location opened the app; users who clicked on the advertisement were automatically rerouted to the quantitative assessment. For the purposes of this study, we published 2 broadcast advertisements (per city) in New York City, Baltimore, and Chicago. The quantitative assessment was open to anyone who wished to take it; eligible participants reported identifying as a gay man who was at least 18 years old. We focused our recruitment on GBM (rather than cisgender heterosexual cisgender women) because this population is at comparatively low risk for HIV.

We identified relevant semantic types by using SNOMED to annotate a string of words typically associated with unpleasant experiences with drug delivery implants. We then reported the frequency of the specific terms describing these unpleasant experiences (eg, contusion and pain). Terms were paired to ensure clarity in the themes to which they were intended to refer (eg, bleeding, menstrual spotting). We then quantified the frequency (eg, number of videos) with which they appeared.
higher risk for HIV exposure and is one of the planned target populations for future PrEP implant studies. To reduce the odds of receiving multiple entries from the same person, participants did not receive compensation for their time, and surveys that had identical Internet Protocol addresses were eliminated. Additionally, for the purposes of the analyses presented in this paper, only HIV-negative GBM who lived in the United States were included.

As the PrEP implant is still hypothetical, we posed a variety of device configurations to participants. Specifically, the quantitative assessment measured how willing participants would be to use a hypothetical HIV prevention implant given a number of different factors: varying lengths of effectiveness (eg, 12 months, 6-8 months, and 2-3 months), number of implantable devices required, potential physical side effects (eg, bruising and scarring) resulting from the implantation or removal processes, implant size, and the convenience of using an implant compared with taking a daily HIV prevention pill (PrEP). All responses were recorded using a 5-point Likert scale, ranging from 1 (I am very unlikely to use it) to 5 (I am very likely to use it). The value 3 on this scale represented a neutral response. Questions were presented in a different random order for each participant to minimize potential bias. Basic demographic, sexual risk, and injection drug use information were also collected using the web-based survey (Multimedia Appendix 1).

To give participants an idea of what a PrEP implant would entail, we embedded photos of the proposed implant next to a dime to help respondents estimate its size. Additionally, we embedded graphics interchange formats (GIFs; a lossless image file format that presents time-lapse video imagery) of the implant insertion and removal processes so that participants could gain an understanding of how they worked.

Results

Stage 1: Scientific Literature Review

In the scientific literature, all studies that were identified by the research team focused on cisgender women. Barriers to contraceptive implant uptake and sustained use most frequently included some that do not apply to an HIV prevention implant (eg, irregular or unpredictable menstrual bleeding [19-21]) and others that do apply, such as potential nonmenstrual side effects (eg, headache) [20,21]; perceived or actual high cost of implants [22-29]; patient or provider misconceptions or lack of information about implants (eg, believing that implants are contraindicated for specific patient populations) [21,23,26-32]; and challenges with access to implants [25,27]. Few studies discuss facilitators of the use of contraceptive implants as a birth control method and instead mostly focus on facilitators of implementation of programs designed to encourage implant use [26,33]. However, the scant body of existing evidence on implant facilitators shows that these include low implant cost, same-day insertion [27], and the inherent privacy of implants (eg, you can use this contraceptive method with low risk of others finding out) [29]. We were unable to identify scientific studies focused on user preferences regarding specific implant attributes (eg, size) or device-related effects (eg, bruising and local pain). Consequently, we sought additional sources of information.

Table 1. Most frequently reported terms related to undesired implanted medication delivery device effects and the number of videos in which they are mentioned (stage 1; N=272 videos).

<table>
<thead>
<tr>
<th>Term</th>
<th>Number of videos in which the term is referenced, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pain, stinging, burning, or soreness and tenderness unrelated to menstrual bleeding or spotting</td>
<td>51 (18.8)</td>
</tr>
<tr>
<td>Menstrual bleeding or spotting</td>
<td>33 (12.1)</td>
</tr>
<tr>
<td>Contusion</td>
<td>32 (11.8)</td>
</tr>
<tr>
<td>Scarring</td>
<td>25 (9.2)</td>
</tr>
<tr>
<td>Bleeding unrelated to menstruation</td>
<td>24 (8.8)</td>
</tr>
</tbody>
</table>

Stage 2: Self-Reported Side Effects Associated With Contraceptive Implants

Stage 2 summarizes our systematic review of YouTube videos. In July 2017, 272 videos about users’ experiences with contraceptive implants (that did not meet the exclusion criteria specified in the Methods section) had been uploaded to YouTube. Table 1 reports the frequency of videos in which the most often cited terms related to undesirable implant effects appear. These terms include the following: (1) pain, stinging, burning, or soreness and tenderness unrelated to menstruation (51 videos); (2) menstrual bleeding or spotting (33 videos); (3) contusion (32 videos); (4) scarring (25 videos); and (5) bleeding unrelated to menstruation (24 videos). We do not report demographic data as terms originated from videos posted on YouTube, and in the sample of videos accessed for the purposes of this study, posters rarely reported their demographic characteristics.

Stage 3: Users’ Reported Experiences With Contraceptive Implanted Medication Delivery Devices

Participants in IDIs were cisgender women who were aged, on average, 24 years and had used an implant for contraception in the last 5 years. Coders identified several themes within the topics previously recognized using SNOMED and covered in the IDI guide. Topics included the following: (1) specific attributes of implant products that attracted participants to these devices; (2) concerns about the implant; (3) feelings about the insertion process; (4) participants’ observed likes and dislikes.
about the implant, once it was inserted; and (5) recommendations for future implant designs and placement.

**Specific Attributes of Implant Products That Attracted Participants**

A majority of participants (n=20) reported that they were motivated to use contraceptive implants because they were long lasting and did not require additional attention or maintenance once inserted:

...I was on the pill for a long time and then I tried the shot and I didn’t like either of those options. So I kind of wanted something a little bit more permanent that I didn’t really have to worry about, which is why I thought it was a good fit for me...Like I said, it’s kind of more permanent, which I liked. You don’t really have to worry about it... [Participant 52: age 26 years, liked implant very much]

I wanted something that I didn’t have to worry about...Like trying to remember to take a pill every day and, you know, this, you know, you don’t notice it’s there. You know, I mean, you can feel it if you touch it, but you don’t have to worry about anything. It’s just there...You don’t have to worry about taking a pill at the same time every day, or with the IUD, with it falling out, or something. I’ve heard stories of that. This you know is there. It’s not going to come out, unless you get it taken out. [Participant 46: age 36 years, liked implant very much]

Almost half of the participants (n=10) reported that they chose implants because they believed that the side effect profile was favorable to other contraceptive medications on the market and even had some positive effects (eg, reduction in or stoppage of menstrual bleeding):

Well, it just seems less, like there’d be less side effects. Like, I have friends and stuff who’ve had the IUD and they say it causes really bad period cramps and I’ve never really heard of any bad stories with the Nexplanon, so that’s why I opted to go with it rather than the IUD. [Participant 96: age 25 years, liked implant very much]

I liked the Nexplanon because there was a really high chance that I would not have a cycle, or I’d have a very light cycle because previous to that, I was having very heavy cycles, like painful, you know, just really couldn’t even go sit in class all day, I was cramping so much, stuff like that. So, I was hoping I’d be in that percentage of like, lightening up a little bit, or not having a cycle at all... [Participant 119: age 20 years, disliked implant very much]

Concerns About the Subdermal Implant

Although many participants felt that the side effects of contraceptive implants were less problematic than those of other contraceptives, they still expressed some concerns (n=12):

And then some of the cons that I had heard were weight gain, depression, mood swings, stuff like that. But at the time -- you hear different things about different birth controls and everybody’s body’s different so even though I had heard those few bad things I was still willing to give it a try. [Participant 37: age 20 years, disliked implant very much]

...I anticipated highly irregular periods. I also anticipated looking for any sort of hormonal imbalances or emotional imbalances based on hormone usage. Nexplanon is my first birth control, so since I didn’t have any prior experience I was just wary of hormonal medication at all... [Participant 138: age 23 years, liked implant very much]

However, given that PrEP implants do not contain hormonal medications, these concerns would not apply.

**Feelings About the Insertion Process**

Many participants (n=15) felt that the insertion process was quick and straightforward:

it’s very straightforward. It’s really like a two-process insertion, which I thought was great, rather than them trying to feel around where to put it. They insert the little machine and click it in and that’s it. So it’s very simple... [Participant 56: age 26 years, liked implant very much]

...I mean, it was pretty easy for them to...get it in there with the -- I guess they use a needle after they numb you, and they make the incision -- I guess it’s a needle, I don’t really -- it’s a big one, but it’s pretty easy to put in there...I guess when they made that incision, and then used the little insert - that was pretty fast. Like, it -- when they put it in it goes really fast. It’s just waiting to be numb that took the longest. [Participant 260: age 20 years, disliked implant very much]

Participants reported few dislikes about the insertion process, though a minority (n=5) felt intimidated by the size of the implant or applicator:

Yeah, like I mentioned, whenever you first see it -- and I’m not a big needle person, anyways, but whenever you first see it, it looks scary. The needle that they insert it with is pretty wide. [Participant 37: age 20 years, disliked implant very much]

After the device was inserted, the majority of participants (n=21) experienced localized pain related to device insertion. This pain was mostly mild and included bruising, soreness, and bleeding:

Immediately, the area was like kind of a little bit sore, but like I said, it just like bruised a little bit and then it was fine...It was kind of bruised like for a couple of days, but after that it was fine. [Participant 52: age 26 years, liked implant very much]

My arm bled for a little while after they got it in, so I had to keep the wrap on for three days and it was a really smooth transition putting it in...They recommended to keep it on for three days, but it was really, really tight, so it was a little rough to keep the wrap on for three days, and showering and moving around with a tight, brown wrap on your arm. So I
Participants’ Likes and Dislikes About the Implant After It Was Inserted

After the implant was inserted, participants continued to view the long-lasting properties of the device and its little need for user attention as a benefit (n=13):

I liked that I didn’t have to take something every day, that it was just there...but pretty much I didn’t have to remember to take anything and I knew I wasn’t going to get pregnant because it had worked for so many other girls before. [Participant 64: age 27 years, liked implant very much]

...Overall, I feel it’s been more beneficial to my life than the pill was. Because, once again, convenience. I don’t have to forget anything. I’ve got the little card in my wallet that says, “OK, this is when you need to get it removed.” It’s in my arm, it’s there, good to go... [Participant 98: age 19 years, liked implant very much]

Additionally, almost half of the participants (n=10) liked the implant’s effectiveness in preventing pregnancy:

...I like the fact that I know that I could have unprotected sex with this, and I won’t get pregnant. And I don’t have to use condoms, because it’s 100 percent active, like effective...I know I’m not going to get pregnant because I don’t need that, especially after I just had a baby not too long ago... [Participant 235: age 30 years, disliked implant very much]

Participants liked the implant’s small size (n=13):

It’s small...So, if it would have been something a bigger size, I probably wouldn’t have put it on, because I -- to have this thing stay in my arm, it would have been probably maybe uncomfortable, but the fact that it’s small, it -- I can’t feel it. It’s not heavy. [Participant 86: age 28 years, liked implant very much]

...it was smaller. I wouldn’t have to worry about anybody really noticing, or being able to associate anything with having birth control...It just made me feel more comfortable that it was smaller, and that I wouldn’t have to worry about if it was large or thick, restraining any activity, or anything like that, that it might bend or break or anything. [Participant 201: age 20 years, disliked implant very much]

Furthermore, participants liked that they could not feel the device while they carried out their normal daily activities (n=14):

I think, also the fact that you could tell like it was flexible, my job that I had, I would have to pull out of boxes that were kind of almost about like chest height, and I -- there was one time I bent in, and I felt it hit against my arm, but because of it being flexible, it just kind of went with it instead of it had been more sturdy or like, more structured. I felt like it could have possibly broken in that situation just because I had forgotten about it and didn’t even think about reaching in like that. [Participant 68: age 24 years, disliked implant very much]

Although participants liked the small size of the device and that it was relatively unnoticeable during normal activities, some participants (n=8) also liked that the device was detectable if they searched for it. They found this reassuring, as they could ensure that the device was still in the correct spot and had not migrated:

You can’t -- with an IUD, you can’t check to see if it has moved, really, I mean, you kind of can, but not really. With this implant, you can feel where it is. If it feels like it’s starting to, like, imbed further, I could go into the OB and have them check to make sure it hasn’t moved. [Participant 67: age 23 years, liked implant very much]

...it doesn’t bother me. I can poke it, and I can see it, but other than that it doesn’t bother me. It’s just there...It doesn’t weird me out or anything. It’s normal. I got used to it. It was kind of weird at first. But as long as I know it’s there, and it’s not like going further into my tissue, then it makes me a lot more comfortable knowing it’s actually still there. Because I’ve heard the horror stories of having to get it taken out and having to have an actual surgery to get it out versus it just being pulled out. [Participant 211: age 24 years, disliked implant very much]

Some participants (n=8) reported that the implant felt uncomfortable when bumped:

...If I bump into anything on that arm where the implant is, it’s uncomfortable, but it doesn’t swell or anything like that...When I bump it it’s just kind of a dull pain, like almost like a bruise feels. It’s kind of weird to explain because it’s internal pain, but it’s -- I don’t know, it’s kind of weird. It’s like when you bruise your foot and you keep bumping it, it feels like that for a short while. [Participant 98: age 19 years, liked implant very much]

It’s a thin rod. If it was any bigger, I think they would probably bother people because if I put pressure on it -- you know, like, sometimes you turn around or something in the car -- not while you’re driving, obviously, but I’ll turn around in the passenger seat to check on my kids. And if you push your arm where the implant is up against something, it will start to hurt. It’ll start to irritate me, so I try not to put pressure on the implant. [Participant 67: age 23 years, liked implant very much]

Recommendations for Future PrEP Implant Designs and Placement

Participants had suggestions for researchers regarding the design of the PrEP implant device. Specifically, some participants wanted the device to be designed in a way that would facilitate easier removal (n=7), be small in size, constructed from a flexible material (n=15), and be placed in an area of the arm that would not interfere with the device (n=9):
...Maybe make it easier to remove if there’s any way to do that. I think that’s the only thing that’s really deterring people is that they’re scared it’s going to get stuck...I’ve seen pictures where they’ve cut people a couple of times, and they can’t seem to get it out. So if there’s any way to make sure that it’s going to be easy to come out with this design you guys are making -- I don’t know if there’s a way to do that, but...I wish they could remove it like that with the needle instead of cutting your arm. [Participant 67: age 23 years, liked implant very much] It’s like a slim rod that’s really lightweight and plastic so like you don’t feel it, and it just comes -- so, it goes in easily, but yeah, if it was shorter, it probably would have been a little more appealing...I don’t really have an opinion about the size. I mean, it was I think a couple inches long, which is kind of big, and I probably would have liked it to be a little smaller, but it still wasn’t too bad. [Participant 66: age 21 years, liked implant very much] I don’t feel like it hit on anything; I don’t feel like it would hit against like the underwire of my bra because of where it was placed. And so, it was very convenient because it was just out of the way...I’d say keep the flexibleness of that, but just kind of, make sure it’s like as in-invasive to somebody’s day-to-day life as possible. So, placed in a spot that isn’t going to affect people that have different lifestyles, or maybe even have different options based on people’s lifestyles and what they do, that that could be a possibility too. [Participant 68: age 24 years, disliked implant very much] Stage 4: Gay and Bisexual Men’s Likelihood of Using a PrEP Implant Participants (N=304) in the stage 4 web-based survey were aged, on average, 38 years and predominantly self-identified as gay or homosexual (204/238, 85.7%) cisgender men (231/238, 97.1%); about half (125/238, 52.5%) of them identified as white and a quarter (58/238, 24.4%) identified as Latino. Over two-thirds of the sample were college graduates (89/238, 37.4%) or had attended graduate school (77/238, 32.4%) and reported ever (101/174, 43.4%) or currently (73/174, 30.7%) using oral PrEP. Condomless sex with an HIV-positive or unknown status partner (104/126, 43.7%) was the most frequently reported HIV risk behavior in the past year (Table 2).
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Table 2. Demographic information (stage 4; N=238).

<table>
<thead>
<tr>
<th>Sample characteristics</th>
<th>Value, mean (SD)</th>
<th>Value, range</th>
<th>Value, n (valid %)(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years; N=238)</strong></td>
<td>36.44 (11.33)</td>
<td>18-71</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td><strong>Race/ethnicity (N=238)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>N/A</td>
<td>N/A</td>
<td>125 (52.5)</td>
</tr>
<tr>
<td>Latino</td>
<td>N/A</td>
<td>N/A</td>
<td>58 (24.4)</td>
</tr>
<tr>
<td>African American</td>
<td>N/A</td>
<td>N/A</td>
<td>27 (11.3)</td>
</tr>
<tr>
<td>Asian or Pacific Islander</td>
<td>N/A</td>
<td>N/A</td>
<td>19 (8.0)</td>
</tr>
<tr>
<td>Other</td>
<td>N/A</td>
<td>N/A</td>
<td>9 (3.7)</td>
</tr>
<tr>
<td><strong>Education (N=238)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>N/A</td>
<td>N/A</td>
<td>89 (37.4)</td>
</tr>
<tr>
<td>Graduate school</td>
<td>N/A</td>
<td>N/A</td>
<td>77 (32.4)</td>
</tr>
<tr>
<td>Some college</td>
<td>N/A</td>
<td>N/A</td>
<td>40 (16.8)</td>
</tr>
<tr>
<td>Trade/Technical/Vocational</td>
<td>N/A</td>
<td>N/A</td>
<td>12 (5.0)</td>
</tr>
<tr>
<td>High school graduate/general education diploma</td>
<td>N/A</td>
<td>N/A</td>
<td>19 (8.0)</td>
</tr>
<tr>
<td>Less than high school</td>
<td>N/A</td>
<td>N/A</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td><strong>Gender identity (N=238)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>N/A</td>
<td>N/A</td>
<td>231 (97.1)</td>
</tr>
<tr>
<td>Transgender, gender queer, nonbinary</td>
<td>N/A</td>
<td>N/A</td>
<td>7 (3.0)</td>
</tr>
<tr>
<td><strong>Sexual orientation (N=237)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay or homosexual</td>
<td>N/A</td>
<td>N/A</td>
<td>204 (86.1)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>N/A</td>
<td>N/A</td>
<td>28 (11.8)</td>
</tr>
<tr>
<td>Straight or heterosexual</td>
<td>N/A</td>
<td>N/A</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>Other</td>
<td>N/A</td>
<td>N/A</td>
<td>3 (1.3)</td>
</tr>
<tr>
<td><strong>Pre-exposure prophylaxis (N=174)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever used</td>
<td>N/A</td>
<td>N/A</td>
<td>101 (58.0)</td>
</tr>
<tr>
<td>Currently using</td>
<td>N/A</td>
<td>N/A</td>
<td>73 (42.0)</td>
</tr>
<tr>
<td><strong>HIV risk behaviors in past year (N=126)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condomless sex with HIV-positive or unknown status partner</td>
<td>N/A</td>
<td>N/A</td>
<td>104 (82.5)</td>
</tr>
<tr>
<td>Traded sex for money or other goods or services</td>
<td>N/A</td>
<td>N/A</td>
<td>16 (12.7)</td>
</tr>
<tr>
<td>Injected drugs</td>
<td>N/A</td>
<td>N/A</td>
<td>6 (4.8)</td>
</tr>
</tbody>
</table>

\(^a\)Valid percent is the percent when missing data are excluded from the calculation.

\(^b\)N/A: not applicable.

Table 3 shows the participants’ preferences related to specific PrEP implant characteristics. Of these characteristics, not having to take a daily pill increased the likelihood of PrEP implant use (mean 4.13). Requiring more than 1 device to achieve 1 year of protection (mean participant rating range:1.79-2.94) mildly discouraged implant use. Participants did not mind the following: moderate bruising, a small scar, tenderness, or bleeding after insertion or removal, or having an implant slightly longer or fatter than a matchstick.
Table 3. Participants’ likelihood of using pre-exposure prophylaxis implants based on their specific potential attributes (stage 4; N=304).

<table>
<thead>
<tr>
<th>Implant characteristic</th>
<th>Likelihood of use¹</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Duration of protection, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Protection lasts up to 12 months</td>
<td>3.6 (1.5)</td>
</tr>
<tr>
<td>Protection lasts up to 6-8 months</td>
<td>3.3 (1.5)</td>
</tr>
<tr>
<td>Protection lasts up to 2-3 months</td>
<td>2.7 (1.6)</td>
</tr>
<tr>
<td><strong>Number of implants needed, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>2 implants needed</td>
<td>2.9 (1.6)</td>
</tr>
<tr>
<td>3 implants needed</td>
<td>2.2 (1.4)</td>
</tr>
<tr>
<td>4 implants needed</td>
<td>1.8 (1.3)</td>
</tr>
<tr>
<td><strong>Potential application site related—side effects, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Moderate bruising</td>
<td>3.7 (1.4)</td>
</tr>
<tr>
<td>Small scar</td>
<td>3.5 (1.5)</td>
</tr>
<tr>
<td>Implant can be felt</td>
<td>3.5 (1.5)</td>
</tr>
<tr>
<td>Some pain</td>
<td>3.6 (1.4)</td>
</tr>
<tr>
<td>Bleeding</td>
<td>3.6 (1.4)</td>
</tr>
<tr>
<td>Tenderness</td>
<td>3.5 (1.4)</td>
</tr>
<tr>
<td><strong>Other PrEP⁰ implant device–related characteristics, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>No daily oral PrEP</td>
<td>4.1 (1.3)</td>
</tr>
<tr>
<td>Trocar is used to insert implant</td>
<td>3.7 (1.4)</td>
</tr>
<tr>
<td>Must go to the doctor’s office for removal</td>
<td>3.9 (1.4)</td>
</tr>
<tr>
<td>Implant longer than a matchstick</td>
<td>3.5 (1.4)</td>
</tr>
<tr>
<td>Implant fatter than a matchstick</td>
<td>3.2 (1.4)</td>
</tr>
</tbody>
</table>

¹Values presented are descriptive statistics only; value of 3 on the Likert scale indicates a neutral rating.

**Discussion**

The scientific literature review conducted in stage 1 did not yield data on specific implant *device-related* barriers or facilitators. However, the existing literature did show that many of the problems associated with *general* contraceptive implant use are similar to those observed in relation to oral PrEP use. For example, several studies identified patient or provider misconceptions or lack of information about implants as a barrier to their uptake. Specifically, patients who have providers who harbor misconceptions about PrEP (eg, PrEP is only moderately effective) are less likely to obtain a prescription for this medication from their provider [34]. Additionally, concerns about contraceptive implants’ side effect profiles and potential high cost deterred use; these same barriers also affected oral PrEP use [35]. Finally, access to contraceptive implants or oral PrEP was a challenge to use for each of these products [36]. All these concerns are likely to translate to PrEP implants. Suggestions from the contraceptive and oral PrEP studies on how to overcome these issues may be helpful. For instance, concerted efforts (eg, trainings) to ensure that providers have accurate information about PrEP [37,38] implants (including information on insertion and removal techniques) and effective tools to identify PrEP implant candidates could be helpful.

Same-day access to PrEP implant insertion could also boost uptake [39]; offering PrEP implants in emergency department settings could also boost implant uptake.

Potential device side effects were a concern, as expressed by participants in stages 2, 3, and 4. Specifically, in stage 2, YouTube videos identified a number of potential side effects related to contraceptive implant use that could potentially be concerns for PrEP implant users, including pain, stinging, burning, soreness or tenderness, contusion, scarring, and bleeding. Participants in stage 3 also reported these effects after contraceptive implants were inserted or removed, although this was typically mild. Results from stage 4 showed that the possibility of experiencing these effects (eg, moderate bruising, small scar, some pain, bleeding, and tenderness) did not impact GBM participants’ likelihood of using PrEP implants. Although these outcomes may not present a barrier to use for these men, this is not the case for all potential users. For example, other studies have shown that some transgender women were concerned that mild scarring and other skin-related reactions related to potential future PrEP implants could become serious [40,41]. Thus, it may be necessary to engage novel strategies to communicate actual risk [41], as some populations may overestimate this. Icon arrays, which communicate risk using graphical representations of icons symbolizing people affected...
by a given outcome (eg, circles), may be one such strategy [42].
Icon arrays are shown to be better at communicating risk for
low-risk procedures and may be especially effective for
populations that have variability in numeracy skills [43].

Stage 2 YouTube videos reported menstrual complaints related to
contraceptive implants. Stage 3 interviews also revealed that
contraceptive implants had a negative effect on menstruation
for some users. Specifically, over half of the participants
endorsed this idea, complaining of prolonged or unpredictable
cycles. It is highly unlikely that the menstrual or hormonal issues
identified in stages 2 and 3 would be problematic for PrEP
implant users, as these effects are associated with the use of
hormonal medications, not antiretrovirals. However, given that
this is such a pervasive issue among contraceptive implant users,
it is paramount to ensure that potential PrEP implant users do
not attribute these effects to implants in general. Rather, we
must clarify that implants are a method to distribute a variety of
medications. They are not a medication themselves. Potential
PrEP implant users must be made aware that hormonal
medications used in contraceptive implants, and antiretroviral
medications used in PrEP implants will have completely
different effects from one another. Communicating this will be
particularly important forcisgender and transgender women
users, as they may have greater familiarity with contraceptive
implants and may be more concerned about how PrEP implants
would interact with female hormones. Stage 4 participants were
not asked about this theme because (1) this concern would not
apply to male users and (2) medications contained in PrEP
implants are not anticipated to interfere with male hormones.

Although negative side effects can deter implant use, other side
effects may be seen as positive. Nearly half of the participants
in stage 3 revealed that they chose the contraceptive implant
because they believed that it had a more favorable side effect
profile than other available options. Although specific side
effects of the antiretroviral drug that would be delivered via
implant are still under study (eg, these side effects may be
different, and data show that these drugs are well tolerated
[44,45]), it is critical to consider their side effects parallel to
the HIV prevention effects of these medications. Users’
experiences with oral PrEP show that this is the case; fear or
experience with unfavorable short- (eg, gastrointestinal effects)
or long-term side effects (eg, renal toxicity) are factors for drug
discontinuation in 9.2%-33.0% of GBM who stop taking PrEP
[46-48]. Implants that distribute PrEP medications that have
side effect profiles perceived as too intolerable may have limited
uptake and continued use.

Conversely, if they seem to have fewer or beneficial side effects
due to the delivery method, this could be viewed as positive.
For instance, some stage 3 participants reported using
contraceptive implants because they have the potential to have
the beneficial side effect of lessened menstruation. Although it
is highly unlikely that PrEP implants would have a similar effect,
it is important to note the appeal of beneficial side effects. This
is particularly important for those beneficial side effects that
produce a notable enhancement in the life or appearance of the
user, since these enhancements could potentially facilitate
improved uptake or sustained use. Beneficial side effects have
been noted in other medications, including finasteride (hair
regrowth in men experiencing male pattern baldness [49] and
initially used to treat benign prostatic hyperplasia [50]) or oral
contraceptives (facial acne reduction and initially used to prevent
pregnancy [51]). If and when beneficial side effects are
identified in drugs contained in PrEP implants, this could play
a role in future messaging and uptake campaigns.

The effectiveness and duration of products as well as the amount
of maintenance they would require were important to
participants in stages 2-4. Specifically, participants in stage 3
liked that the contraceptive implant was effective at preventing
pregnancy and lasted for a prolonged period, during which little
maintenance was required on their behalf (eg, they did not have
to perform a routine activity, such as taking a daily pill).
Participants in stage 4 shared this sentiment, and not having to
take a daily pill increased the likelihood of using the PrEP
implant. Additionally, in stage 4, protection against HIV lasting
6 months or more modestly increased potential users’ likelihood
of implant use; protection lasting 2-3 months modestly decreased
the likelihood of use. Given this, it is critical in development
phases to prioritize the amount of time that the implant will last
and the amount of maintenance it requires.

The size and number of devices were also important. For
example, in stage 3, participants found the small size and
unintrusiveness (eg, most participants could not feel the implant
during daily activities) of the contraceptive implant to be
positive attributes. In stage 4, participants found the potential
implant size (slightly longer and fatter than a matchstick) neither
motivated nor dissuaded the likelihood of use. This may mean
that the current size is acceptable. However, reducing the size
of the implant could have a positive impact on potential users’
perceptions of it. Related to this, stage 4 participants also
reported that as the number of implants necessary to provide
protection against HIV increases, the likelihood of using this
prevention strategy decreases. Taken together, this means that
implant size and the number of implants necessary to achieve
HIV protection are also critical factors for potential user uptake.
The trajectory of contraceptive implant development shows that
although it may not be possible to devise a small, 1-device
implant in the first product iteration, it is possible to reduce
implant size and number over time [11,52]. Thus, developers
of PrEP implants should aim to reduce the size and number of
devices, even if this is not immediately possible.

Participants in stage 3 (all cisgender women) reported that the
insertion and removal procedures for contraceptive implants
were quick and straightforward, with minimal pain. There was
no mention of discomfort related to having this procedure done
in a health care provider’s office. However, a minority of
participants reported feeling intimidated by the size of the trocar
used to insert the contraceptive implant. This was not the case
in stage 4. Stage 4 participants (all GBM) did not find the
potential trocar planned for use in clinical research to implant
the PrEP implant to be a barrier to uptake. It is important to
note that no participants in stage 4 had ever undergone this
procedure, although stage 3 participants had. This could have
contributed to differences in participants’ level of comfort with
trocar insertion.
Furthermore, having the implant removed by a health care provider appeared to mildly improve the likelihood of use among stage 4 participants. Thus, it appears that users of contraceptive implants and potential users of PrEP implants are mostly comfortable with the proposed model for device application and removal. However, although we can only speculate, it may be that this level of comfort is based on the proposed length of time that the implant could be used. That is, potential users may be less likely to undergo these insertion and removal processes if the implant does not last for very long. This again highlights the importance of the device duration.

Limitations
In stage 2, we may have missed some references to specific participant experiences if participants used descriptive words not contained in SNOMED’s database. The interviews we conducted as part of stage 3 were partially meant to address this potential gap by more fully fleshing out users’ experiences with contraceptive implants. As is the case with all research on acceptability and feasibility of hypothetical clinical products, it is difficult to estimate the gap between participants’ perceived likelihood of use and actual use of implants for PrEP. However, data from past and current users of similar implants for contraception in stages 2 and 3 help to mediate this issue.

Additionally, because we were concerned with ensuring that users’ experiences with existing implants were as similar as possible to potential future PrEP implants, we sampled only women in stage 3. In stage 4, we targeted only GBM (as they have a higher risk for HIV exposure compared with heterosexual cisgender women) with web-based surveys on their preferences for PrEP implants. Given the lack of formative work specific to GBM, there may be a gap in the preferences and perceptions of this implant product between these 2 groups. Future studies should conduct qualitative interviews with GBM on their preferences around PrEP implant products to limit this shortcoming. Despite these limitations, given the dearth of research on this topic, this work makes an important and unique contribution to the literature on implants for PrEP.

Conclusions
In all stages of research, participants reported experiencing (stages 2 and 3) or anticipating (stage 4) implant-related side effects. These effects were related to the device itself (bleeding, bruising, and pain after insertion) or, among contraceptive implant users, medication-related side effects (menstrual changes, weight gain, and acne). Although it is highly unlikely that PrEP implant users will experience similar hormonal side effects to contraceptive implant users, it is critical to point out the difference between these 2 products to potential PrEP users. Icon arrays could be a useful way to communicate serious risks related to implant devices. Future studies should monitor for the presence of beneficial side effects related to implant medication, as this has been evidenced with other medications and may improve uptake and sustained use. Furthermore, small implants need only 1 device, last for at least six months, are unintrusive, and require little to no user effort to optimize uptake. Current and potential future users appear comfortable with the currently used procedures for implant insertion and removal. Finally, future work should include more formative work specific to GBM, as this will allow researchers to address their concerns with greater precision.
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Abstract

Background: Patients with multiple sclerosis (MS) face several challenges in accessing clinical tools to help them monitor, understand, and make meaningful decisions about their disease course. The University of California San Francisco MS BioScreen is a web-based precision medicine tool initially designed to be clinician facing. We aimed to design a second, openly available tool, Open MS BioScreen, that would be accessible, understandable, and actionable by people with MS.

Objective: This study aimed to describe the human-centered design and development approach (inspiration, ideation, and implementation) for creating the Open MS BioScreen platform.

Methods: We planned an iterative and cyclical development process that included stakeholder engagement and iterative feedback from users. Stakeholders included patients with MS along with their caregivers and family members, MS experts, generalist clinicians, industry representatives, and advocacy experts. Users consisted of anyone who wants to track MS measurements over time and access openly available tools for people with MS. Phase I (inspiration) consisted of empathizing with users and defining the problem. We sought to understand the main challenges faced by patients and clinicians and what they would want to see in a web-based app. In phase II (ideation), our multidisciplinary team discussed approaches to capture, display, and make sense of user data. Then, we prototyped a series of mock-ups to solicit feedback from clinicians and people with MS. In phase III (implementation), we incorporated all concepts to test and iterate a minimally viable product. We then gathered feedback through an agile development process. The design and development were cyclical—many times throughout the process, we went back to the drawing board.

Results: This human-centered approach generated an openly available, web-based app through which patients with MS, their clinicians, and their caregivers can access the site and create an account. Users can enter information about their MS (basic level as well as more advanced concepts), visualize their data longitudinally, access a series of algorithms designed to empower them to make decisions about their treatments, and enter data from wearable devices to encourage realistic goal setting about their ambulatory activity. Agile development will allow us to continue to incorporate precision medicine tools, as these are validated in the clinical research arena.

Conclusions: After engaging intended users into the iterative human-centered design of the Open MS BioScreen, we will now monitor the adaptation and dissemination of the tool as we expand its functionality and reach. The insights generated from this
approach can be applied to the development of a number of self-tracking, self-management, and user engagement tools for patients with chronic conditions.

*(J Med Internet Res 2020;22(7):e15605)  doi:10.2196/15605*
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**Introduction**

**Background**

Delivering actionable clinical tools into the hands of patients and clinicians represents a major unmet need for the delivery of precision medicine for complex diseases such as multiple sclerosis (MS). MS is a chronic, inflammatory, and neurodegenerative disease characterized by onset typically during young adulthood, a protracted and heterogeneous course, variable impairments across multiple functional domains, and variable response to medications [1]. Digital tools help to track this heterogeneity and inform decision making [2]. These include digital tools that create research cohorts and registries (eg, iConquerMS [3] and The North American Research Committee on Multiple Sclerosis [4]) and help patients connect with one another and collect and share information (eg, PatientsLikeMe [5], SmartPatients [6], and Facebook groups [7]). In health care settings without a single-payer system or a national electronic health record (EHR), there is a further need for a data collection system to allow patients to collect essential information about their MS course as they navigate multiple providers and EHRs over time. Within this landscape, we aimed to create a freely available platform through which patients can enter basic MS measurements, visualize their course, and access actionable research tools curated by clinicians to inform their decision making.

**Open MS BioScreen**

In 2013, the University of California, San Francisco (UCSF) Multiple Sclerosis Group announced the UCSF Multiple Sclerosis BioScreen [8]. The MS BioScreen is a *data infrastructure platform* that gathers all relevant MS data from different sources, including clinical, imaging, and biomarker information; visually represents the disease course of an individual with MS from a front-end interface; and frames this course within the context of a large cohort of patients treated according to contemporary standards. The goal is to inform more precise clinical decisions and by providing clear information and decision aids, to empower patients to participate more actively in their clinical care. This work received key support from the Patient-Centered Outcomes Research Institute and the Conrad N. Hilton Foundation. However, this first prototype was developed as a clinician-facing, tablet-based tool and hence was not accessible beyond the limited group of patients followed at UCSF. Due to the limitations of tablet storage and connectivity, the MS BioScreen was not used after the pilot phase.

To expand the reach of our precision medicine solution, we aimed to develop the Open MS BioScreen [9]: a publicly available web-based app, free of commercial interest, that allows users within or beyond highly specialized academic care settings the opportunity to enter data on their condition; obtain a richly contextualized, digestible, and actionable predictive output; and participate in a shared decision-making process. We included *open* in the title as a key concept because the platform is freely available for anyone in any location to create a profile and enter their MS measurements, without requiring a fee or any user validation process.

Here, we describe the human-centered design approach that we applied throughout the development process, an approach that focuses on the usability and needs of those the tool is meant to serve in addition to the specific theoretical framework that was applied as an underpinning to the platform content.

**Methods**

**Human-Centered Design Approach**

App development of the Open MS BioScreen began in March 2017 and is ongoing. We applied the concept of human-centered design [10,11], an approach that focuses on the usability and needs of those the tool is meant to serve. We included a variety of key stakeholders: individual patients, patient support groups, clinicians, technology consultants, and institutional groups, and we integrated their feedback continuously throughout the development of the app. In the context of chronic disease, the application of human-centered design represents an opportunity to address key underlying provider and patient gaps that obstruct improved health outcomes. As previously described [11], to bridge the knowing and doing gap between evidence-based provider recommendations and patient implementation, solutions must wield individualized and actionable goals that can be addressed within real-world limitations. Without involving key stakeholders in the development, promising technology-leveraged management platforms have difficulty achieving clinical improvement (eg, type 2 diabetes [12] and cardiac rehabilitation [13]). In contrast, tools incorporating human-centered design demonstrate positive effects for specified outcomes across diverse populations [14], including caregivers of patients with Alzheimer disease [15], patients managing chronic obstructive pulmonary disease [16], and in pain management [17].

As outlined in Figure 1, we applied the three phases of human-centered design [11]: (1) inspiration (empathize and define), (2) ideation (ideate and prototype), and (3) implementation (test and iterate).
Figure 1. The human-centered design process for Open MS BioScreen.

### Team and Stakeholders

The *Open MS Bioscreen* team at UCSF includes a clinical lead (RB), developer (ES), back-end data consultants (AS and AR), technical consultant (AL), radiology consultant (RH), compliance and logistical assistant (WR), designer (AB), students, and research assistants. This group leveraged the expertise of the broader group of UCSF-based MS researchers (the UCSF Expression, Proteomics, Imaging, Clinical [EPIC] longitudinal study [18,19]) as well as team experience with other tools developed through the UCSF MS BioScreen project, namely, Sutter Health MS Share [8] and UCSF BRIDGE [20].

### Health Literacy Expert

A health literacy consultant with expertise in chronic conditions, including MS, was engaged to provide individual feedback on solution design and patient interview protocols as well as guide content creation using input gleaned from patient focus groups.

### Key Stakeholders

#### Patients With Multiple Sclerosis

Through convenience sampling, we identified 50 adults with MS who participated either in individual interviews with patients identified by participating clinicians or approached by the study team in the clinic waiting room and at an MS fundraising walk (*n*=15, often accompanied with a partner, friend, or caregiver) and focus groups (3 groups comprising 6, 8, and 21 people; 2 community-based [National Multiple Sclerosis Society, NMSS, support groups] and 1 UCSF-based). An additional 24 participated in the validation of patient-reported MS duration and treatment and provided individual feedback.

#### Clinicians

Through convenience sampling, we identified 6 UCSF-based MS consultants, as well as 2 external neurologists (1 MS and 1 general), who were included through phases I and II.

#### Advocacy Group

Representatives from the NMSS, a primary organization for MS advocacy and research in the United States, were consulted in phase 1 (*N*=1) and phase 3 (*N*=3) to advise on the overall goals of the Open MS BioScreen, clarity and relevance of the content to MS patients, and any ethical or other considerations anticipated.

### Industry Representatives

This convenience sample of representatives who had approached the MS BioScreen team during the development phases included representatives from 2 biotech companies seeking to develop patient-facing technical solutions for the delivery of MS precision medicine (1 pharmaceutical and 1 biotechnological) as well as 3 experts in the delivery of advanced magnetic resonance imaging (MRI) solutions to patients. The role of input from these representatives was to better delineate the value proposition of an openly accessible, freely available platform within the context of current digital health efforts; however, the platform was not designed to collect data of commercial relevance.

### Theoretical Underpinning

Although the design process was iterative and human-centered, we identified a priori several key underpinnings of the platform, namely, Open MS BioScreen should comprise 5 features: (I) profile, (II) measures, (III) patient-reported expanded disability status scale (prEDSS), (IV) course, and (V) decision aids, as outlined in Figure 2. Finally, the user can represent a patient, a patient’s proxy (friend, spouse, partner, child, and caregiver), or a clinician [21].

Feature I allows a user to create a profile about themselves. The profile contains required information: month and year of birth and age of onset of MS. In addition, users can add optional information: gender, MS type, city, country, education, employment, race, smoking history, and spinal tap results.

Feature II is used for patient-reported basic MS measures. Users can enter in their standard disability scores (expanded disability status scale, EDSS) [22] results and date of results. Relapse dates can be reported and stored. Additionally, users can enter their MS medication types and dates.

Feature III focuses on 1 specific measure, the prEDSS questionnaire. The prEDSS feature allows a user to answer a series of questions to generate a prEDSS score and visualization and can be used when patients do not have access to a clinician’s objective EDSS score.

Feature IV is a data visualization component that brings in data from features I-III. The patient course is plotted in a single interactive view, allowing the user to see all their MS...
measurements plotted along with their prEDSS scores. Users can optionally display their course in context with our contextualization cohort to see how their MS course compares. Feature V is a set of many evolving features. Here, we take relevant and new MS research findings and translate them into interactive and actionable features that serve as decision aids regarding if and when to start MS therapies and how to balance the risks and benefits of treatment approaches. We also link it to other tools that could be useful.

Figure 2. Open MS BioScreen features. EDSS: expanded disability status scale; prEDSS: patient-reported expanded disability status scale.

Phase I—Inspiration: Empathize and Define

The goal of this phase was to define the problem we were trying to solve. To accomplish this, between September 2016 and March 2017, one-on-one in-depth in-person interviews were conducted with clinicians, MS patients (and their friends, families, and caregivers), and industry and advocacy experts. Interview transcripts and questionnaire responses were then reviewed and parsed into key insights (Tables 1 and 2).

We gathered information from clinicians, patients, partners and through market research.

1. Clinician interviews: We interviewed 1 MS expert (2 hours) and shadowed 5 others in the clinic (one 4-5 hour session each) to observe the interaction and document the information provided. As part of the observation, we talked with the patients to develop an understanding of them, their MS, and how they stay informed. Following the clinical observations, all interviews focused on the tools available to clinicians to monitor their patients (eg, what types of patient-centered data were missing from the clinical EHR?), decision support tools available to them in routine clinical encounters (eg, contextualization or predictive algorithms readily available and would they be useful), and unmet needs (eg, what types of visualizations would help them communicate risk with patients?).

2. Patient interviews: In total, 12 individual patients were interviewed using semistructured questionnaires, developed with input from the health literacy expert. Interviews lasted 30-60 min and asked patients general questions about their MS and their use of tools to understand and track their condition outside of clinical encounters (Multimedia Appendices 1 and 2).

3. Interviews with technology and advocacy partners: These general interviews lasted 30-120 min and were related to the availability of other tools on the market, relative strengths, and unmet needs.

4. Comparative analysis of existing technological solutions: Here, our team researched other technical solutions available to patients with MS and their clinicians to track their own course and access relevant algorithms and visualizations that empowered them to participate in their own care. To accomplish this, we used the Google search engine, the iOS App Store, and the Google Play Store and used the search terms “multiple sclerosis” or “MS” and the terms “symptom tracker,” “monitor,” “tracker,” and “algorithm.” From these results, rather than reporting an exhaustive list, we selected tools intended to highlight desired features, possible redundancies/overlap, as well as technological or other pitfalls of existing tools.
<table>
<thead>
<tr>
<th>Insight</th>
<th>Patient input</th>
</tr>
</thead>
</table>
| Clarity                       | • Does not want to be inundated with information  
• Wants to reclaim control of their disease—too little clarity, not enough power in their hands  
• Currently feels like there are no clear answers given, feels alone in trying to understand  
• Wants information that is easy to understand and translate between centers  
• Can be medically illiterate at times—feels they have a lot of misconceptions                                                                                                                                 |
| Data collection and visualization | • Tracks in everything in a notebook—filled with other information  
• Wants to see scores                                                                                                                                                                                            |
| Personalized                  | • Tracking their own progress and treatment efficacy, balanced with their own preferences and needs                                                                                                                                                                |
| Trajectory                    | • Wants to know if they are getting better or worse  
• Wants to know 5-year outlook  
• Constantly playing mind games to stay positive                                                                                                                                                              |
| Comparison                    | • Would like to see other patient data without communicating with them  
• Wants to meet other people with the same progression  
• Wants to gain more perspective about other people with MS^a                                                                                                                                                 |
| Treatment                     | • Wants to know that the treatments they are getting are useful or the best for their disease                                                                                                               |
| Resources                     | • Wants more information about specific areas of interest—genetics, therapies, and education about MS  
• Wants lots of educated opinions                                                                                                                                                                              |
| Time with specialist          | • Prefers time spent with doctor to time spent researching on their own  
• Does not know what to contact their neurologist about  
• Will not go to the doctor until it is unbearable  
• Wants a printout from every visit                                                                                                                                                                          |

^aMS: multiple sclerosis.
Table 2. Comparative analysis of existing technological solutions: illustrative examples.

<table>
<thead>
<tr>
<th>Tool evaluated</th>
<th>Strengths</th>
<th>Limitations</th>
<th>How strengths and limitations shaped our phase II process</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCSF&lt;sup&gt;a&lt;/sup&gt; MS&lt;sup&gt;b&lt;/sup&gt; BioScreen [8]</td>
<td>• Integrates clinical, MRI, and biomarker data in 1 coherent view</td>
<td>• iOS app</td>
<td>• Enabled patient-entered data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Not real time; depends on data extracted from study registry or EMR&lt;sup&gt;c&lt;/sup&gt;</td>
<td>• Web-based platform preferable</td>
</tr>
<tr>
<td>Data living in Advancing Patient-Centered Excellence (UCSF Epic-based EMR)</td>
<td>• Clinician-validated</td>
<td>• As of 2019, no existing algorithms to extract all key data available from a patient’s entire MS history (in the United States)</td>
<td>• Build a patient-facing app</td>
</tr>
<tr>
<td></td>
<td>• Common EMR system allows for aggregation of patient data across multiple sites and institutions</td>
<td>• Difficult for the layperson to identify salient metrics</td>
<td></td>
</tr>
<tr>
<td>MyMSandMe [27]</td>
<td>• Patient engagement resource with an active forum</td>
<td>• No longer supported on iOS or Android platforms</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Medication diary</td>
<td></td>
<td></td>
</tr>
<tr>
<td>myMS [28]</td>
<td>• Connect to 23andMe genetics</td>
<td>• iOS app</td>
<td>• Genetics not yet actionable</td>
</tr>
<tr>
<td></td>
<td>• Contextualization of personal data</td>
<td>• Significant involvement with a private company (23andMe)</td>
<td>• Web-based platform preferable</td>
</tr>
<tr>
<td></td>
<td>• Ability to self-report metrics</td>
<td></td>
<td>• Fewer metrics, more relevant to patient clinical picture</td>
</tr>
<tr>
<td></td>
<td>• Ability to view MRIs&lt;sup&gt;d&lt;/sup&gt; in-app</td>
<td></td>
<td>• Enable patient-determined EDSS&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>• Tasks and questionnaires available in-app</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Specific activity or symptom trackers (eg, Fitbit)</td>
<td>• Ubiquitous</td>
<td>• Limited lifecycle</td>
<td>• Agility—allow inclusion of data derived from these trackers without needing to integrate with any 1 device or vendor</td>
</tr>
<tr>
<td></td>
<td>• Passive data collection and friendly user interface encourage personalized goal setting and engagement</td>
<td>• Cost</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Do not integrate with other clinical data</td>
<td></td>
</tr>
<tr>
<td>PatientsLikeMe [5]</td>
<td>• Free to use</td>
<td>• Heavily funded by pharmaceutical industry</td>
<td>• Remain clinically focused to aid key decision-making points in MS history</td>
</tr>
<tr>
<td></td>
<td>• Widely used</td>
<td>• No specific clinical decision support aides</td>
<td></td>
</tr>
<tr>
<td>Swedish MS registry [29]</td>
<td>• Presents clinically meaningful data in a user-friendly interface</td>
<td>• Not available in the United States</td>
<td>• Longitudinal visualizations</td>
</tr>
<tr>
<td></td>
<td>• Clinicians/providers contribute validated data to individual profiles</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Floodlight [30]</td>
<td>• Validated metrics of MS-related function</td>
<td>• Data sent to pharmaceutical company</td>
<td>• In the future, enable integration with wearables</td>
</tr>
<tr>
<td></td>
<td>• Smartphone app</td>
<td>• Not available for all smartphone platforms</td>
<td>• Enable manual entry of MS functional composite metrics</td>
</tr>
<tr>
<td>Aby [31]</td>
<td>• Connect with MS experts</td>
<td>• Data sent to pharmaceutical company</td>
<td>• Links to various sources of clinical expertise</td>
</tr>
<tr>
<td></td>
<td>• Guided PT&lt;sup&gt;f&lt;/sup&gt; programs</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Apple Health integration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BeCare Link [32]</td>
<td>• Tracks symptoms over time by recording a host of unsupervised tests (25’ walk, TUG&lt;sup&gt;g&lt;/sup&gt; test, vibratory sensitivity, etc)</td>
<td>• Testing can take several hours</td>
<td>• Enable patient-determined EDSS and relapses</td>
</tr>
<tr>
<td></td>
<td>• Reports proprietary EDSS and MSFC&lt;sup&gt;h&lt;/sup&gt;</td>
<td>• No clinical or clinician-validated data from the EMR</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>UCSF: University of California, San Francisco.

<sup>b</sup>MS: Multiple Sclerosis.

<sup>c</sup>EMR: Electronic Medical Record.

<sup>d</sup>MRIs: Magnetic Resonance Imaging scans.

<sup>e</sup>EDSS: Expanded Disability Status Scale.

<sup>f</sup>PT: Physical Therapy.

<sup>g</sup>TUG: Timed Up and Go.

<sup>h</sup>MSFC: Multiple Sclerosis Functional Composite.
Phase II—Ideation: Ideate and Prototype

At the completion of phase I, in January 2017, and as detailed below in the Results section, we defined the problem that we wanted to solve as: “People with MS are faced with a lot of variables, numbers, and changes, and it is hard to keep track of everything.” In phase II, our goal was to develop mock-ups. Therefore, we began to come up with solutions to this problem: how best to allow users to enter and visualize all their data and incorporate research findings and additional resources together in a cohesive and actionable way, using tools that are sustainable, low cost, and would not require payment on the part of patients. We met weekly to discuss how best to collect and visualize patient data. Phase II meetings lasted for an hour and focused on determining the user interface for data collection and visualization. Methods for idea generation included brainstorming options, whiteboarding, and searching for ways other people visualized similar problems. Phase II meetings started in January 2017 and lasted until March 2017.

The most promising ideas were moved to the prototype, using tools including Balsamiq [23] for creating wireframes and Invision [24] for creating click-through mock-ups. These wireframes and mock-ups were then shown, in a second round of interviews, to clinicians and patients with MS for further feedback. At this stage, the health literacy expert was re-engaged to specifically explore the pros and cons of various components of the prototype (eg, color range, explanation of disability, and degree of precision regarding predictive models).

These were shown both to individual patients after their clinical appointment (n=4) as well as to an MS support group (n=11) and patients participating in an MS fundraising walk (n=6). Demographic information was not always collected, but the cohort included both ambulatory and nonambulatory patients, patients seen both within our academic institution and from the broader Northern California community of people living with MS, and also explicitly included patients who self-identified as racial and ethnic minorities. We used the same initial questions as in Textboxes 1 and 2 as well as additional questions from Table 1. After each set of interviews, we incorporated patient feedback into the mock-ups.

Textbox 1. Clinician interview insights to include in the app.

<table>
<thead>
<tr>
<th>Include in the app</th>
</tr>
</thead>
<tbody>
<tr>
<td>How patients compare with those of similar demographics</td>
</tr>
<tr>
<td>Potential treatments</td>
</tr>
<tr>
<td>Data as a function of time</td>
</tr>
<tr>
<td>Better metrics of progression</td>
</tr>
<tr>
<td>Simple visualizations</td>
</tr>
<tr>
<td>Tool to promote communication</td>
</tr>
<tr>
<td>Clarity about the design process</td>
</tr>
</tbody>
</table>

Textbox 2. Clinician interview insights to exclude from the app.

<table>
<thead>
<tr>
<th>Exclude from the app</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information above a high-school level</td>
</tr>
<tr>
<td>Too many numbers or laboratory test data</td>
</tr>
<tr>
<td>Physician feelings and analyses</td>
</tr>
<tr>
<td>Default contextualization (patients should have an option to view how they are doing compared with others)</td>
</tr>
<tr>
<td>Unfiltered scores that patients can misunderstand</td>
</tr>
<tr>
<td>Overly specific information, such as specific risk scores, given the imprecision in data used to generate algorithms</td>
</tr>
</tbody>
</table>
Phase III—Implementation: Test and Iterate

Our goal in phase III was to develop a minimally viable product (MVP). Therefore, once our phase II mock-ups were refined based on user input; we went through an agile development process to build Open MS BioScreen. We met weekly to review progress of the app and determine how to keep in line with feedback from patients and providers. Phase III meetings were conducted from March 2017 to July 2017. Meetings lasted for 1 hour and focused on app demos and feedback. Open MS BioScreen was built in Ruby [25], a programming language, using a Ruby on Rails development framework, jQuery, and d3.js for the front end. In this phase, the tool itself was submitted for approval by the UCSF institutional review board (IRB), an Information Technology security risk assessment, and privacy legal and risk review. Once we had a final product, we again brought the app to an MS support group, to 15 individual patients, and to advocacy group consultants, to gather and incorporate feedback into the app.

To evaluate the accuracy of basic data entered by participants, in pilot testing, we asked 24 patients who were long-time participants in the UCSF EPIC study [18,19] to enroll in Open MS BioScreen and create a basic profile. After signing a written informed consent for an IRB-approved research protocol, participants enrolled and entered their MS duration, data, and treatments. We then compared these entries to study clinician-entered data available in the EPIC study.

Ethics Approvals

Funding for this project was provided by the Conrad N. Hilton Foundation. All procedures performed in studies involving human participants were in accordance with the ethical standards of the UCSF IRB and with the 1964 Helsinki declaration and its later amendments or comparable ethical standards. Electronic, implied informed consent was obtained from all individual participants included in the study under UCSF IRB no. 17-22732.

Results

Phase I—Inspiration: Empathize and Define

Clinician Interviews

Clinicians provided a range of responses regarding key features that would be provided in a tool that engaged patients with MS, allowed them to track their condition in a manner useful to them, share what they track with clinicians, and use visualizations to become more informed participants in their care process (Textboxes 1 and 2). To summarize clinicians’ insights, patient data had to be presented in an understandable format, without excessive details or over-reliance on specific risk ratios or numbers, given the limitations in the data used to generate risk, and the need for visualizations to be inherently meaningful to patients without clinician interpretation or input.

Patient Interviews

During this phase, 12 patients were interviewed. To summarize their responses, they articulated a need for clarity, simple tracking and display of key MS data, ability to personalize how they viewed their MS course and what factors went into the contextualization algorithm, and positive emphasis on their trajectory and algorithms. For example, if the contextualization algorithm showed that their MS was worsening at a faster rate than others, then a pop-up might encourage them to return to their physical therapist or discuss their optimal MS management with their clinician. These are detailed in Table 1.

Comparative Analysis of Existing Patient-Facing Tools

The comparative analysis approach allowed us to identify a number of tools with rich information (illustrative examples given in Table 2) and to use their relative strengths and limitations to inform our own subsequent ideation process. Some of these tools evolved since our original phase I in 2016 and have since been summarized elsewhere [2,26].

On the basis of this analysis, we were able to define several key features for our own ideal platform, namely: (1) web-based and platform-agnostic, that is, not dependent on the life cycle of any other individual technology piece; (2) limited imprint from the pharmaceutical industry; (3) reliable over time without requiring daily input; and (4) clinician-derived informational modules.

Phase II—Ideation: Ideate and Prototype

Mock-Ups

The priorities identified in the empathize and define phase were used to develop an initial series of mock-ups and click-through presentations of the app (Figure 3). The longitudinal view of the patient course (middle panel, left image) was designed based on the longitudinal view of the original tablet-based MS BioScreen, whereas other features were new. This prototype was then presented to users for feedback on the design and usability of the Open MS BioScreen.

The upper panel demonstrates various iterations of the landing page, which were designed to allow the user to navigate the site with clarity. The middle panel demonstrates a series of iterations of the longitudinal disease contextualization, which was designed to allow the patient to visualize and interpret their clinical course while minimizing the potential for distress. The bottom panel demonstrates iterations of the patient’s global neurological functioning, which was designed to allow patients to enter information about the various functional domains affected by MS (eg, vision, cognition, and walking) and their severity (mild, moderate, or severe), and to visualize these globally. We initially anticipated that patients would want to see their functional domains represented as a sort of avatar, but patients reported that they preferred to have their functional representation alongside, rather than showing their symptoms on a figure. The questions comprising the tool were derived from the prEDSS initially developed by Goodin et al [33], expanded to enable greater sensitivity to changes in cognition and upper limb function over time, and iteratively tested and refined through a series of validation studies (reported separately, manuscript under review). Here, as part of our design work, we specifically iterated visualization of the final prEDSS score but not the questions or scoring.
Patient Interviews

With the prototypes, we interviewed another 21 patients. Targeted interviews lasted approximately 15 min each and asked patients to reflect on the clarity of the information, impact (educational or emotional) of the information and visualizations provided, ease of navigation and of data entry when appropriate, and missing aspects of the tool. We recorded all feedback, and then, we developed codes for the responses using a grounded theory approach [34]. The authors (RB and JP) read through all transcripts and identified open codes based on line-by-line analysis of emerging themes. The authors then discussed relationships among open codes and created selective codes, or themes, of larger concepts.

Patient insights were primarily clustered around 6 themes:

1. Information: not knowing which information is important
2. Education: feeling like their doctors are not telling them the whole story
3. Data: wanting more tracking options and the ability to see their own data
4. Emotion: expressions of fear and discretion
5. Clarity: wanting clearer labels and explanations of the tool
6. Perception: wanting the tool to present an action-oriented rather than a pessimistic view of MS progression

Phase III—Implementation: Test and Iterate

Once phase II was complete, app development of the MVP occurred between March 2017 and September 2017, incorporating insights from phases I and II (Table 3) and turning these into a web-based prototype (Figure 4). We then conducted an additional round of interviews with our 4 stakeholder groups: patients, clinicians, advocacy, and industry representatives. We compiled all the interviews into actionable insights that we incorporated into the MVP (Table 4). This MVP was launched in February 2018 [9].

Figure 3. Phase II: Ideation. Evolution of Open MS BioScreen mock-ups. Top panel: landing page. Middle panel: longitudinal disease course visualization and contextualization tool. Bottom panel: assessment and representation of global neurological function.
Table 3. Insights derived from 21 patients who viewed mock-ups.

<table>
<thead>
<tr>
<th>Insight</th>
<th>Examples</th>
<th>Quotes</th>
</tr>
</thead>
</table>
| Information: Patients do not know which information is important (18/21, 86%) | • Sharing information across specialties  
• Understanding their course | • “If I talk to any other doctor, they don’t know about my specific clinical trial.”  
• “We don’t know which level we are at—so it's important that now that we know how to treat it, now that we have the chance to take better drugs, it's very lucky.” |
| Education: Patients feel like their doctors are not telling them the whole story (12/21, 57%) | • Knowing when their diagnosis changed  
• Understanding the landscape | • “I didn't know I was secondary progressive until I decided to read all of the informational packets they give you at the appointment. I said ‘Wait, when did that happen? Nobody told me!’”  
• “The judgements about who is getting better and who is getting worse, and which drugs are working—because there's no way to truly compare.” |
| Data: Patients want more tracking options and ability to see their own data (19/21, 91%) | • Tracking things that are relevant  
• Comparing their data with other relevant data | • “I want a tool that will benefit real people”  
• “There's so many aspects—travel, activity, medicines. I want to see that.”  
• “I'm not curious about other people—usually the information is not relevant because it's so so different for everyone. But this [support group] is a great group, I just wish we were larger.” |
| Emotion: Patients express fear and discretion (9/21, 43%) | • Wanting to not progress or hear about progression | • “I don’t want to know if it’s getting worse.”  
• “Sometimes I don’t want to know—because I grew up with my father, watching his stages.”  
• “Loved to read, prayed that her vision wouldn't go even if she would be in a wheelchair “and the lord granted my wish, I'm in a wheelchair, I can read, but I don't read, really anymore. I lost the concentration of what I was reading—I can't remember it.” |
| Clarity: Patients want clearer labels and explanations of the tool (6/21, 29%) | • Understanding the parts of the graph  
• Clarifying the content and labels of the graph | • “How is this graph made?”  
• “What is this plotting?”  
• “What do these terms mean?”  
• “It's unclear because there's a chance I'm in one part of the graph, and a chance I'm in another.”  
• “Lack of experience, makes it hard to know where to go.” |
| Perception: Patients want the tool to present a positive view of multiple sclerosis progression (13/21, 62%) | • Tracking full course  
• Understanding treatments and options | • “I am living with it, I am not suffering.”  
• “Then they say ‘so and so died from MS,’ and it’s like ‘Yeah, it’s not the MS that kills us, it’s the different things that the MS is affecting, but that’s only if we sit on our butt and don’t do anything.’”  
• “‘You’ll never be normal!’ But I persevered, and it was important to be able to track all my shots, my own things to look out for—I’ll know what the things are that I need to do, so I don’t fall off the wagon.”  
• “We don't know which level we're at—so it's important that now that we know how to treat it, now that we have the chance to take better drugs, it's very lucky.”  
• “I haven't been seeing anything progressing—but getting better.” |
Figure 4. Phase III: Implementation screenshots of Open MS BioScreen’s initial minimally viable product. Top panel: landing page and initial data entry tools. Middle panel: the longitudinal multiple sclerosis course visualization tool, without a contextualization tool. Bottom panel: the patient-reported expanded disability status scale tool, whose development occurred as part of Open MS BioScreen and whose formal clinical validation is reported separately (manuscript under review).
### Table 4. Examples of actions taken during phase III (implementation) based on patient insights generated in phase 2.

<table>
<thead>
<tr>
<th>Insights</th>
<th>Actions</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information, Emotion, Clarity</td>
<td>• Better explanation of our tool, its origins, and its cost</td>
<td>Tagline on first page</td>
</tr>
<tr>
<td>Information, Education, Clarity</td>
<td>• Better explanation of how the tool works</td>
<td>Chevron design on the front page</td>
</tr>
<tr>
<td></td>
<td>• Bring down perceived barrier for cognitively impaired patients</td>
<td></td>
</tr>
<tr>
<td>Information, Data, Clarity</td>
<td>• Easy entry into the tool</td>
<td>Get Started button</td>
</tr>
<tr>
<td></td>
<td>• Clearer navigation</td>
<td></td>
</tr>
<tr>
<td>Information, Education, Clarity, Perception</td>
<td>• Explanation of how to use the tool</td>
<td>Tutorial page</td>
</tr>
<tr>
<td></td>
<td>• Provide guidance to the capabilities of the tool</td>
<td></td>
</tr>
<tr>
<td>Information, Education, Emotion, Perception</td>
<td>• Clear disclaimer</td>
<td>Edited headers on the Disclaimer page</td>
</tr>
<tr>
<td>Information, Education, Clarity</td>
<td>• Frequently asked questions and glossary</td>
<td>Questions and Answers page</td>
</tr>
<tr>
<td></td>
<td>• Definitions and explanations page</td>
<td></td>
</tr>
<tr>
<td>Information, Education, Data, Clarity, Perception</td>
<td>• Information about how this tool uses patient data, and where it came from</td>
<td>About Us</td>
</tr>
<tr>
<td></td>
<td>• Better explanation of our mission</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Better awareness campaign</td>
<td></td>
</tr>
<tr>
<td>Information, Education, Data</td>
<td>• Explanation of what is being tracked</td>
<td>Contextualization introduction page</td>
</tr>
<tr>
<td>Information, Education, Data, Clarity</td>
<td>• Simple data entry</td>
<td>Enter your information page</td>
</tr>
<tr>
<td></td>
<td>• Preset options so patients will not have to think of what fields would be useful</td>
<td></td>
</tr>
<tr>
<td>Information, Education, Data, Emotion, Clarity, Perception</td>
<td>• More intuitive charts</td>
<td>Clearer design, iterated by patient interactions</td>
</tr>
<tr>
<td></td>
<td>• Icons that reflect the words they represent</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Clearer marking for parts that are important to bring to clinic</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Explain what it means to “progress”</td>
<td></td>
</tr>
<tr>
<td>Information, Education, Data, Clarity, Perception</td>
<td>• Clarity about the difference between your data and the contextualized data of others</td>
<td>Labels at the top of the screen</td>
</tr>
<tr>
<td></td>
<td>• Clarity about how the curves are generated</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Careful wording about “similar patients”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Filters for demographics</td>
<td></td>
</tr>
<tr>
<td>Education, Clarity, Emotion</td>
<td>• Education about complex topics—EDSS\textsuperscript{a}, HIPAA\textsuperscript{b} algorithms, and cohorts</td>
<td>Educational modules</td>
</tr>
<tr>
<td>Information, Education, Data, Emotion, Clarity, Perception</td>
<td>• Clear labels and instructions for the patient-reported EDSS section</td>
<td>Clearer design, iterated by patient interactions</td>
</tr>
<tr>
<td>Information, Education, Data, Emotion, Clarity, Perception</td>
<td>• Clearer language</td>
<td>All pages</td>
</tr>
<tr>
<td></td>
<td>• Blue-on-white visualization of symptom severity</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Print-friendly interface</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}EDSS: expanded disability status scale.

\textsuperscript{b}HIPAA: Health Insurance Portability and Accountability Act.
Comparison of Basic Clinical Data Collected Through Open MS BioScreen Against Study Clinician–Entered Data

In our pilot testing of 24 patients who were EPIC study participants (median EDSS 2, IQR 1-4), we compared patient- and study clinician–entered responses for 3 basic clinical data: MS duration, MS type, and MS disease-modifying therapy (DMT). We found that the mean difference between the patient-reported and study-recorded year of MS onset was −0.29 years (SD 3.16). The MS type included 16 relapsing-remitting (RR), 4 secondary progressive (SP), 2 primary progressive, 2 clinically isolated syndrome (CIS); 83% (20/24) agreed on MS type, with EPIC patient-reported mismatches as follows: SP-RR, SP-RR, RR-SP, and CIS-RR. There was also 83% (20/24) concordance on the most recent DMT; in all residual cases, the patient indicated a newer approved DMT relative to the self-injectable recorded in the database.

Focus on Accessibility

We prioritized accessibility in a number of ways. We included open in the title as a key concept because the platform is freely available for anyone in any location to create a profile and enter their MS measurements, without requiring a fee or any user validation process. Throughout the design process, we worked with end users to make Open MS BioScreen easy to use for different technical skill levels. Open MS BioScreen is currently an English language app, but users could use a web-based translation to view the site in another language, and patients with cognitive or physical limitations can request assistance from a proxy user.

Added Functionalities

In addition to incorporating user feedback into the MVP, we also built Open MS BioScreen in such a way that we could easily edit existing functionality or add new features. We focused on three initial types of tools, as illustrated in Figure 5.

As an example of a tool that allows patients to record and track their wearable device data in an effort to address the known limitations of existing tools such as the EDSS [36], we built a tool that allows users to manually enter their step count (as reported by any commercially available wearable device) and to compare their count with disability level- and walking speed–matched patients from a research cohort of 100 UCSF patients with MS followed for over 1 year [13,14,35]. Aside from the data type check, there is no data validation done on the Open MS BioScreen side.

As an example of a tool designed to provide personalized guidance to patients with MS at various points over their life course, we built My MS Paths, a visualization narrating specific decisions and challenges that patients may encounter.

As an example of a clinical decision support tool developed and validated by other investigators but felt to provide significant value to patients with MS, we created a series of links on Open MS BioScreen to sites that allowed patients to calculate their risk, for example, of developing a fatal brain infection, progressive multifocal leukoencephalopathy, while on natalizumab treatment [37].

Again, we worked with end users and our development team to design and build these features. Due to our flexible platform and agile development process, we were able to go live with features as soon as the research was published; this allows patients to have access to actionable research immediately. At the time of manuscript submission, additional features are in development.
Discussion

Strengths and Limitations

We detail a human-centered approach undertaken to engage stakeholders in the iterative development of an on-demand tool designed to expand patient access to clinically actionable research insights generated by MS researchers and academics. A major limitation of the original MS BioScreen tablet-based app was that it did not take into account many of these principles, and as a result, it was not accessible, agile, or designed with user (patient and clinician) experience in mind. Here, we prioritized the patient and clinician’s experience, carefully assessing for similar tools that might be available commercially or not-for-profit, and returned to stakeholders at each step of the development process to ensure that the end result was understandable and actionable. We were able to achieve the 4 main features articulated during our ideation process, features that to our knowledge were not all present in any existing tool reviewed: (1) web-based and platform-agnostic, that is, not dependent on the life cycle of any other individual technology piece; (2) limited imprint from the pharmaceutical industry; (3) reliable over time without requiring daily input; and (4) clinician-derived informational modules.

The current platform provides a number of benefits to patient users. It allows patients to enter and track regular changes in their MS course, including important treatment changes, relapses, and changes in clinical function. As these data are available live in Open MS BioScreen, as opposed to a health system’s electronic medical record, patients can easily maintain continuity over time, across providers and health systems. This is beneficial in health care settings such as the United States, where, in contrast to countries such as Sweden that benefit from a central, integrated MS registry [29], patients must navigate a
number of platforms and systems—with the potential for data loss, data duplication, and burdensome navigation of EHRs to synthesize the relevant MS-related information as patients transition between specialists and care settings. Of note, within UCSF, we have built a platform, BRIDGE, that launches directly from the EHR (bridge.ucsf.edu). Open MS BioScreen also allows patients to access narrative visualizations through which they can explore current and next phases in their clinical trajectory with MS, such as how to select an initial DMT, how to interpret and respond to a diagnosis of clinical progression, and how to approach upcoming life transitions (eg, pregnancy, menopause, or healthy aging). It also allows them to develop personalized action plans based on other patients living with MS (rather than the general population), taking into account realistic goal setting for their daily activity levels. The next phase of development is to measure and monitor the uptake of the tool in response to planned dissemination efforts and to continue to fine tune features based on user input. The current platform also prioritizes certain clinician and researcher needs. First, Clinicians meeting a patient with long-standing MS must often spend valuable encounter time reviewing copious historical and administrative records to extract key MS-related clinical information. Second, Neurologists who are not MS experts also benefit from benchmarking a given patient’s current function against the UCSF MS research cohort, a form of virtual cohort to inform expectations about patient course. Third, patients who are more informed about treatment decisions, such as weighing risks and benefits of therapies or what to expect at various life stages, are better able to participate in the clinical decision-making process. Over time, the research community will benefit from these data (which patients explicitly consent to be shared in a deidentified manner), to monitor trends in patient-related function, information-seeking, adaptation, and interpretation of data from wearable technology, and eventually MRI analytics. One obvious limitation, for both clinicians and researchers, is that there is no formal validation process for user-entered data, although our pilot testing for 24 participants suggests reasonable agreement between patients and clinicians regarding key MS metrics.

Conclusions
A major recommendation from patients, industry, and advocacy stakeholders was the need to incorporate a greater number of patient-generated data, such as ambulatory activity and MRIs. Unfortunately, the field of commercially available wearable devices is rapidly evolving in terms of both device engineering as well as regulations surrounding devices and data use. Given this landscape, rather than invest substantially in developing Application Programming Interfaces with selected vendors and industry partners (who may or may not retain market share) to synchronize data from wearables, we focused instead on a simpler, more agile MVP. We, therefore, designed a simple, device-agnostic solution that enables patients with MS to enter data about their daily step count obtained from any number of commercial activity trackers and to obtain contextualizations of their ambulatory activity according to their own age and ability level. Our initial platform will allow for agile and responsive development and flexible adaptation of clinically actionable algorithms and tools developed by other research groups. This will be instrumental in ensuring that Open MS BioScreen allows patients to monitor their own course and make informed decisions based on current advances in clinical research.

As with any digital tool, there are a number of sustainability concerns that will be navigated, for which we have created a dissemination and sustainability roadmap. Dissemination and adaptation of digital tools represent a significant next phase in Open MS BioScreen development. Planned analysis of this dissemination plan includes a 2-year analysis of Google Analytics user activity data to track the dissemination and adaptation of this platform by patients living outside the UCSF research space. We will also include direct user feedback through the platform itself as well as through an additional cycle of interviews with users after the completion of the next modules (MRI data). These planned sources of feedback will allow us to expand within the inevitable biases of any specific academic, clinical, or geographic setting. Although we took care throughout our design process to interview a range of patients and clinicians both within and outside the UCSF MS group, there are likely residual biases that will be addressed through this planned feedback process. Financially, beyond the current philanthropy (Conrad N. Hilton Foundation) funding cycle, the dissemination results will allow us to determine if the platform is best maintained within an academic setting or would benefit from the adaptation by a nonprofit partner.

To date, there have been limited descriptions of human-centered design in MS care [2,38-42]. The insights gained from our extensive human-centered design process described here can inform approaches for developing a number of tools that enable tracking, communicating, and eventually improving function in patients with chronic conditions characterized by variable course, functional impairments, and a strong focus on quality of life.
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Abstract

Background: Patients play a critical role in managing their health, especially in the context of chronic conditions like diabetes. Electronic patient portals have been identified as a potential means to improve patient engagement; that is, patients’ involvement in their care. However, little is known about the pathways through which portals may help patients engage in their care.

Objective: Our objective is to understand how an electronic patient portal facilitates patient engagement among individuals with diabetes.

Methods: This qualitative study employed semistructured telephone interviews of 40 patients living with diabetes since at least 2011, who had experienced uncontrolled diabetes, and had used secure messaging through a portal at least 4 times over 18 months. The interviews were recorded, transcribed, coded, and analyzed using primarily an inductive approach to identify how patients living with diabetes use an online health portal to support diabetes self-management.

Results: Overall, patients who used the portal reported feeling engaged in their health care. We identified four pathways by which the portal facilitates patient engagement and some challenges. The portal provides a platform that patients use to (1) better understand their health by asking questions about new symptoms, notes, or labs, (2) prepare for medical appointments by reviewing labs and notes, (3) coordinate care between VA (Veterans Affairs) and non-VA health care teams, and (4) reach out to providers to request help between visits. Several patients reported that the portal helped improve the patient-provider relationship; however, aspects of the portal design may hinder engagement for others. Patients reported challenges with both secure messaging and access to medical records that had negative impacts on their engagement. Benefits for patient engagement were described by many types of portal users with varying degrees of diabetes control.
Conclusions: Patient portals support engagement by facilitating patient access to their health information and by facilitating patient-provider communication. Portals can help a wide range of users engage with their care.

(Key Med Internet Res 2020;22(7):e17744) doi:10.2196/17744
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Introduction

Patients play a crucial role in managing their health, and that role is even more central in the context of chronic conditions that require ongoing coping skills and self-management efforts [1,2]. Broadly, the term “patient engagement” refers to patients taking part in or actively participating in their care [3], including how patients work with health care providers and systems to manage and improve their health. Hibbard [4] conceptualized patient engagement as degrees of active involvement in their care, termed patient activation. Patient engagement can operate at multiple levels and exists on a continuum [5]. We focus primarily on the level of direct patient care where engagement can range from patients receiving information about a diagnosis to patients participating in treatment plan decisions [5]. Although it has been characterized in a variety of ways, a common thread is that patient engagement is a multi-faceted concept incorporating actions on multiple levels to promote patient-centered care and self-management.

Patient-facing eHealth technologies are often described as a means to improve patient engagement [6,7]. Online patient portals have received particular attention since their features often support healthcare system transactions (eg, prescription refills, scheduling), healthcare team communication, access to patient medical records, and the delivery of health education resources [7,8]. Previous studies of patients living with diabetes, for example, suggest that individuals who use online patient portals are more likely to achieve desirable outcomes, including improved glycemic control [9-12].

Few studies have attempted to specify how engagement may be realized through patient portals or the pathways through which portals may help patients engage in their care and self-management. One study of direct-release of test results via patient portals found that this access to information improved engagement by helping patients to monitor results over time and prepare before communicating with their provider [13]. However, a greater understanding of pathways through which a range of portal features support engagement is needed.

A framework for patient engagement by Barello and colleagues may help us understand the different ways in which a patient portal may support patient engagement [14]. This framework incorporates patients’ actions, thoughts, and feelings and considers patient engagement within three dimensions: emotional, cognitive, and behavioral [14]. In this model, the emotional dimension of engagement encompasses the patients’ emotional state and feelings about their care. The cognitive dimension captures patients’ understanding of their disease and treatment. The behavioral dimension of engagement captures patients’ actions to address their health.

In this paper, we examine whether and how an online patient portal supports patient engagement for individuals living with diabetes. We take a qualitative approach to this by reviewing patient portal experiences among veterans living with diabetes and describe several ways in which an electronic patient portal facilitates patient engagement.

Methods

Data were collected in a more extensive study examining the role of patient portals in diabetes management, described previously [15]. Briefly, from November 2017 to January 2018, 1200 patients living with diabetes were invited to participate in a mailed survey about their diabetes self-management and use of the United States Department of Veterans Affairs (VA) online patient portal, My HealtheVet [16]. The My HealtheVet portal offers several features to help patients manage their care. Patients can request medication refills, schedule appointments, receive appointment reminders, communicate electronically with providers through secure messaging, and use the Blue Button feature to access portions of their medical records including labs and clinical notes [17].

All 1200 patients had a diabetes diagnosis in their record since at least 2011, had experienced uncontrolled diabetes in 2012 (mean HbA1c >8.0% and less than 25% of the year with an HbA1c <8.0%) and were actively engaged patient portal users who used secure messaging at least four times between January 2016 and June 2017. Since 2012, half had achieved glycemic control, defined as having mean HbA1c <8% in 2016 and HbA1c <8% for at least 75% of 2016, and half had not. We stratified each group based on urban/rural residence, according to the Rural-Urban Commuting Areas [18], and the presence of comorbid mental health diagnoses. Individuals were considered to have a comorbid mental health diagnosis if they had two outpatient diagnoses or one inpatient diagnosis within each diagnostic group. The diagnostic groups selected using International Classification of Diseases (ICD), 9th and 10th Revision (ICD-9 and ICD-10) codes were anxiety, bipolar, depression, personality disorder, post-traumatic stress disorder, schizophrenia, and substance use disorders. We received 449 completed surveys, of which 350 patients responded that they would be interested in participating in an interview about how they managed their diabetes. This study was approved by the Edith Nourse Rogers Memorial Veterans Hospital Institutional Review Board.

Purposeful sampling was used to identify and select patient portal users for telephone interviews. In total, 160 respondents provided positive responses to an open-ended survey question, “Can you tell us about an ‘A-Ha!’ moment when you realized you could use the My HealtheVet portal to better manage your...
diabetes?" We selected interviewees to represent a variety of responses to this and other survey items about My HealtheVet use. Interviewees were selected to represent those who used a variety of My HealtheVet portal features, those with controlled and uncontrolled diabetes, urban and rural patients, and those with and without comorbid mental health diagnoses. Women and minority veterans were oversampled to broaden the representation of patient demographics.

Forty telephone interviews were completed between February and May of 2018. Each interview was conducted by two researchers and averaged 70 minutes long. The interview covered how the patient managed their diabetes, including their feelings about the efficacy of their self-management, how they gathered and used information, how portal features and other technologies supported their diabetes management, and their suggestions for improving the portal. Interviewers were intentionally blinded to the patient’s glucose control at the time of the interview.

**Participants**

The demographic and health characteristics of our patient sample, obtained from the survey data and health records, are reported in Table 1. The mean age of participants was 65.9 years. The majority were white (85%) and male (80%); 60% had a mental health diagnosis. Participants’ mean HbA1c tested closest to the interview (recent HbA1c) was 8.2% (SD 1.4%), over our threshold for diabetes control (<8.0).

**Approach**

All interviews were recorded, transcribed, and double-coded for multiple themes, using a coding scheme developed by the team. Several coders collaborated to establish the list of codes using both deductive and inductive thematic coding [23]. Deductive coding was used initially to create a list of preliminary codes from the topic areas of our interview guide. These codes included the benefits and challenges of each specific portal feature. Inductive codes were developed as coders reviewed the narrative, and new themes emerged from the interview transcripts. Coders met regularly to discuss the codes and themes, and to ensure consensus on meaning was achieved. Coding discrepancies were resolved with discussion among three authors (MTS, SLS, TPH). Coders were blinded to the interviewee’s glucose control status.

We selected eight codes related to portal use and patient engagement for in-depth analysis and reporting here. The following inductively developed codes were used to identify pathways for engagement: (1) patient-team relationship (portal use impact on the patient-healthcare team relationship); (2) empowerment (patients feeling empowered through portal use); (3) care collaboration (patients using the portal to coordinate care with their healthcare teams); (4) impact on care plan (how portal use changes patients’ care plans between visits); (5) clarification (patient-initiated communication through the portal for explanations of information). The following deductively developed codes were used to identify challenges to patient engagement: (1) secure messaging challenges, (2) medication refill challenges, (3) BlueButton challenges. The interview text excerpts identified by these codes were analyzed, and themes around how the patient portal facilitates engagement were elicited and used to organize our results.
Table 1. Sample characteristics (N=40).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes Self-Management Questionnaire (DSMQ) Scoreᵃ, mean (SD)</td>
<td>8.0 (0.79)</td>
</tr>
<tr>
<td>Mean diabetes self-efficacy score (DSESᵇ), mean (SD)</td>
<td>7.4 (1.6)</td>
</tr>
<tr>
<td>Recent HbA₁cᶜ, mean (SD)</td>
<td>8.2 (1.4)</td>
</tr>
<tr>
<td>Nosos risk scoreᵈ, mean (SD)</td>
<td>2.4 (2.7)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>65.9 (6.5)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>32 (80)</td>
</tr>
<tr>
<td>Race/Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>33 (85)</td>
</tr>
<tr>
<td>Black</td>
<td>5 (13)</td>
</tr>
<tr>
<td>Latino, n (%)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Rural, n (%)</td>
<td>21 (53)</td>
</tr>
<tr>
<td>Health information, n (%)</td>
<td></td>
</tr>
<tr>
<td>Has a mental health diagnosis</td>
<td>24 (60)</td>
</tr>
<tr>
<td>Recent HbA₁c in control (&lt;8.0%)</td>
<td>22 (55)</td>
</tr>
<tr>
<td>Health literacyᵉ, n (%)</td>
<td></td>
</tr>
<tr>
<td>Inadequate</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Marginal</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Adequate</td>
<td>34 (85)</td>
</tr>
<tr>
<td>Income ($US), n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;$25,000</td>
<td>9 (23)</td>
</tr>
<tr>
<td>$25,000-$49,000</td>
<td>10 (25)</td>
</tr>
<tr>
<td>$50,000-$149,000</td>
<td>15 (38)</td>
</tr>
<tr>
<td>&gt;$150,000</td>
<td>3 (8)</td>
</tr>
<tr>
<td>Income not reported</td>
<td>3 (8)</td>
</tr>
</tbody>
</table>

ᵃDiabetes Self-Management Questionnaire (DSMQ): a global measure of diabetes self-management comprised of 16 items to assess activities related to glycemic control in patients with diabetes. Scaled scores range from 0-10 and higher values indicate more effective self-management [19].

ᵇDiabetes Self-efficacy Scale (DSES): measures how confident patients are in their ability to do certain activities related to managing their diabetes. Scores range from 1-10 and higher values indicate higher self-efficacy [20].

cHbA₁c: glycated hemoglobin.

dNosos risk score: VA’s modified version of Medicare’s Hierarchical Condition Category. A measure of expected health care costs based on demographic, pharmacy, psychiatric and health care utilization data; mean for a population equals 1.0 and scores >1.0 indicate the patient is expected to have health care costs that much higher than the average VA patient [21].

ᵉHealth literacy: determined by the patient’s response to the question, “How often do you have someone help you read hospital materials?” Health literacy was considered inadequate when patients responded “Often” or “Always”; “Sometimes” was considered marginal health literacy; “Never” was considered adequate health literacy.

Results

Across all 40 patient interviews, 30 touched on concepts related to patient engagement through portal use. Overall, patients reported feeling engaged by their use of the portal. We describe this below, followed by illustrations of the four pathways of interaction with the portal that support patients’ feelings of engagement. Finally, we share patient insight on how portal functionality may hinder engagement. To further contextualize our data, we describe select patient characteristics after each illustrative quote.

Feeling Engaged by Use of the Portal

Patients explained that the portal helped to support their engagement with their care and improve their health by having a provider available to give consistent feedback. One patient reported that interacting with providers through the portal improved their attitude and health:

“The best thing I ever did was when I enrolled in (My HealtheVet). It helped me be in better control of my attitude, my depression, my diabetes. When I deviate a little bit left or right, there’s always somebody on...
the other end going, ‘ah oh, you need to go down that straight and narrow path again.’ It’s a great program. (60-year-old Latino male, white, rural, mental health diagnosis, recent HbA₁c 7.3, in control)

Patients reported feeling that interacting with providers through the portal helped build patient-provider relationships and that these relationships were vital to receiving better care:

The more interest you show, the more interest they show in you. I think the secure messaging helps you establish that kind of relationship. Like, ‘Oh here’s a guy that’s trying to take care of himself, let’s help him.’ (82-year-old white male, rural, no mental health diagnosis, recent HbA₁c 7.5, in control)

How the Portal Supported Patient Feelings of Engagement

Our analysis identified four key pathways by which the portal supported patients’ engagement in their care and some difficulties with the portal that may hinder engagement. The portal provides support for patients to (1) work to better understand their health, (2) prepare for medical appointments, (3) coordinate care and share health information between VA and non-VA health care teams, and (4) reach out to providers to request help between visits. These pathways are illustrated below.

Working to Better Understand Their Health

Reading clinical notes and test results helps patients understand their health information in their own time, gauge the seriousness of health issues they have, keep things in perspective, and make decisions about appropriate next steps. For example, patients reported that reviewing clinical notes using the Blue Button portal feature after an appointment helped them to understand what their provider was telling them. “It doesn’t always sink in right away what they are telling you. So I’ve used the Blue Button notes.” (69-year-old white male, rural, no mental health diagnosis, recent HbA₁c 7.5, in control)

Making test results available through the patient portal provides an opportunity for patients to be proactive about their health. One patient described using the portal to review information that’s helped. (51-year-old black female, urban, mental health diagnosis, recent HbA₁c 9.2, not in control)

Patients reported finding the portal helpful because they could ask questions before they forget. The portal helps reduce the chance of a patient forgetting a health concern or inquiry by enabling them to send providers questions via secure messaging right when patients think of them:

Sometimes you can’t get an appointment for a week or so and by then you’ve forgotten what question you have! So it’s so much easier just writing it down in that secure message and sending it off before you forget what you want to ask. (61-year-old white female, urban, no mental health diagnosis, recent HbA₁c 7.0, in control)

Patients also used the information available through the portal together with information available from other sources to better understand their conditions:

There’ve been times when I look at my blood work and I see something I don’t understand: medical jargon. I’ve been able to Google it and find out what it means. That’s empowering. (51-year-old black female, urban, mental health diagnosis, recent HbA₁c 9.2, not in control)

Preparing for Medical Appointments

Patients described reviewing notes to prepare for their visit to be proactive about their care. One patient reported using the patient portal to prepare for their appointment so that they would be able to ask thoughtful and helpful questions:

I’m always checking on my lab results. I ask the doctor if something’s high or low because I know the results before I go in and see her. That’s what I like about [My HealtheVet], I know the lab results, I know what questions to ask. (72-year-old black male, urban, no mental health diagnosis, recent HbA₁c 6.9, in control)

Another patient described using the portal to review information and vocabulary to engage more meaningfully during appointments in the conversations with their provider:

It’s easier to sit there and look at [My HealtheVet] and have an idea of what’s going on before you talk to the people who know more about it than you do... So that I have an understanding of what terms that they’re using. So that they aren’t snowballing me or going over my head. (69-year-old white male, rural, no mental health diagnosis, recent HbA₁c 7.5, in control)

Coordinating Care and Sharing Health Information Between VA and Non-VA Health Providers

Having access to the patient portal puts control over health information into the hands of patients. When patients want to share information between providers, patients can send information themselves. Patients reported sharing lab results between VA and non-VA providers to avoid duplicate labs and
unnecessary testing. This access saves time and health care resources.

With the VA I usually get labs done every 2 months, give or take. Privately it’s probably about the same, every 2-3 months. It goes back and forth. That’s the nice thing about this. Go from private to the VA. VA to private. You can take that information and if the doctors need it or want it, you can transfer it to them.

(71-year-old white male, rural, mental health diagnosis, recent HbA₁c 8.2, not in control)

Patients also reported using the portal to coordinate care between VA and non-VA providers because the providers do not coordinate themselves. When patients have to take on the care coordination role, having information in writing from each doctor supports accurate sharing of information between providers:

I have a VA doctor and I have one through Medicare, I’ve got to be very careful that I have both of them in agreement. So what I end up doing is if one of them recommends a different type of medication … I can email both of them … they don’t seem to want to talk, for whatever reason they don’t talk on the phone. So I will literally copy and send emails back and forth with the pros and cons … I have something in writing that I can actually communicate back, rather than me trying to remember. (68-year-old white male, urban no mental health diagnosis, recent HbA₁c 7.8, in control)

**Reaching Out to Providers to Request Help or Changes to Care Plan Between Visits**

Close collaboration with providers may facilitate improved health and reduce the amount of in-person medical visits, which may be especially burdensome for rural patients. Patients reported using the portal to reach out to providers for information about how to address symptoms and manage their blood sugar levels. Patients described they found secure messaging supportive as a tool to reach out to their providers to understand why their blood sugar is too low or too high and facilitates their ability to receive guidance about what to do differently. Patients use secure messaging to help them as they work to manage their health and understand why they may have certain symptoms,

I sent a question to my care team [through secure messaging] asking about what I’m doing wrong because I’m ending up with morning [blood sugar] numbers that are too low… I like that because they’re usually pretty prompt at getting back to me. (59-year-old white male, rural, no mental health diagnosis, recent HbA₁c 6.5, in control)

Variations of this comment were heard from many patients:

If I thought my [A₁c] was out of whack or … that I think it’s high, then I might say something. Especially when I don’t understand why it’s high. (72-year-old black male, urban, no mental health diagnosis, recent HbA₁c 6.9, in control)

Between visit communication between patients and providers through secure messaging affords an opportunity to more quickly address issues, including potentially changing medication management plans, to try to gain control over blood sugar:

I could send the readings via secure message and, then they’d say, ‘Okay, well you can drop this dose or you need to add this dose. (60-year-old white female, rural, mental health diagnosis, recent HbA₁c 9.9, not in control).

Patients reported that they used portal interactions to advocate for themselves and be proactive about getting what they need, including asking about how to manage blood sugar better:

If I notice that my blood sugar stays high and I can’t seem to regulate it, I use My HealtheVet to do the secure messaging and I’ll send my care provider [a message]. I usually let it go for a couple of days so that I can see an average. And, then I’ll contact them and maybe they’ll contact me right back and say, ‘Listen, I need you to increase it by two units. And let’s see if we got you on track now.’ (61-year-old black male, urban, mental health diagnosis, recent HbA₁c 7.7, in control)

Some patients also reported these interactions reduced the number of in-person visits required.

If I punched in high numbers into telehealth, [my doctor] would message me, find out what I was doing and tell me what I needed to adjust. I have to say that a lot of [my motivation to use My HealtheVet] had to do with being able to have more interaction directly with my doctor straight from my house. I almost don’t even have to go to the VA anymore. (54-year-old white male, rural, mental health diagnosis, recent HbA₁c 7.2, in control)

Patients also found secure messaging to be an efficient way to ask about how to address medication side effects they were experiencing:

You know, I can ask her, ‘This new medication is making me a little light-headed or whatever. What should I do.’ And I get an answer the next day. (56-year-old white male, rural, mental health diagnosis, recent HbA₁c 9.7, not in control)

**Portal Functionality Hinders Engagement**

Patients identified some issues with portal features that may have dampened their engagement. First, multiple patients reported being unable to use secure messaging with all of their providers. Patients do not always understand that this is a portal design issue; some misinterpret this as a purposeful act on the part of their providers and may see it as a form of rejection:

On secure messaging I have 6 groups of different people including my primary doctor and my pharmacist. I used to have my hepatologist and somehow they took that off of there. I do a lot of work through my hepatologist and I can’t secure message
him because he’s not on my board anymore, which makes me very mad. (67 year old male, urban, mental health diagnosis, recent HbA$_{1c}$ 6.1, in control)

Second, patients reported that they could not send secure messages to individual providers, but instead had to message the team and that their uncertainty about who might read the message made them uncomfortable.

They call it secure messaging but it doesn’t go to the specific person, it just goes to the department and then it gets trickled down from there. So you don’t really know who’s going to be reading all that. I have to write to the purple team, not my primary doctor. (57-year-old American Indian/Alaska Native female, urban, no mental health diagnosis, recent HbA$_{1c}$ 7.4, in control)

Finally, patients described challenges with the BlueButton feature that may hinder engagement, either by preventing access to information or generating frustration so that patients stop trying to engage. One patient said the information in BlueButton is not helpful and feels impersonal, “There is a lot of it that feels cookie-cutter, nothing new” (54-year-old white male, rural, no mental health diagnosis, recent HbA$_{1c}$ 7.1, in control). Several patients reported the interface is difficult to navigate, and they expressed frustration with not knowing how to download their notes. Such challenges prevent them from obtaining information that may facilitate engagement. One reported, “finding medical record notes, that’s been hard for me. I couldn’t find that so I just said the heck with it.” (72-year-old white male, urban, mental health diagnosis, recent HbA$_{1c}$ 8.1, not in control)

Discussion

Through 40 interviews with patients with diabetes who used a patient portal, we engaged in a wide-ranging discussion regarding patient engagement and pathways by which portals may facilitate engagement. Access to detailed health information in the portal facilitates engagement by allowing patients to learn about their condition, remember information from provider visits that they otherwise may forget, and prepare for medical appointments. Tools to facilitate communication through the portal allow patients to partner with their providers to manage their health. Many patients found secure messaging and Blue Button features supportive of engagement; difficulties that patients reported with these features may, by extension, be barriers to patient engagement.

Patient narratives in this study align with Barello and colleagues’ framework [14] of three engagement dimensions (emotional, cognitive, and behavioral) and highlight an interconnectedness between cognitive and behavioral engagement. In terms of emotional engagement, patients felt that interacting with providers via the portal improved the patient-provider relationship. Portal use cognitively engaged patients to understand their health by using portal tools such as secure messaging to ask questions and Blue Button to review clinical notes. Patient narratives revealed how cognitive engagement is translated into behavior. Access to information through the patient portal led patients to engage in behaviors to support their health and self-management. Actions facilitated by the portal’s information and communication platform included preparing for visits, coordinating care among providers, and making lifestyle or medication changes between visits.

There are concerns in the literature that eHealth initiatives may worsen disparities [24] or weaken patient-provider relationships [12]. Disparities could worsen if vulnerable groups have less access to technology that promotes engagement or if vulnerable populations are less likely to use patient portals [25]. Our data suggest varied backgrounds and degrees of glucose control among patients using the portal to enhance their engagement. Portal benefits for engagement seem to be experienced by all types of patients, including individuals in urban and rural settings, with and without mental health conditions, those with diabetes in control, and those with diabetes not in control. Furthermore, several patients who were not in control described activities related to engagement. A portal may offer further opportunities to work with these patients to improve diabetes control. However, engaging patients via portal use does not necessarily indicate they will have better outcomes. In this analysis, we do not measure whether engagement facilitated by the portal influenced diabetes outcomes or patient satisfaction scores or whether this varied based on additional patient characteristics. The interviews were overwhelmingly positive about the benefits of the portal and suggested patient satisfaction is improved among those who use it. Future research should explore whether portal engagement predicts health outcomes and patient satisfaction and whether the findings are consistent among patients with other chronic conditions.

Patient-provider relationships are essential for individuals with chronic conditions like diabetes. There is some concern that portals may hurt the patient-provider relationship if portal interactions replace face-to-face interactions [12,26]. However, in our study, patients described the portal interactions between patient and provider as a key factor that facilitated their engagement. Some patients reported feeling that their interactions with providers through the portal help strengthen their relationship with providers. A point of caution: we must recognize the unintended consequence that a portal’s design may have on patient perceptions of their provider’s willingness to communicate with them. In our analysis, most patients found the portal helpful, but the design of the secure messaging feature led some patients to feel their providers may not want to communicate with them. Employing human-centered design may be one strategy to help mitigate portal design issues by engaging patients and providers early in the design process. One patient also complained about the impersonal, “cookie-cutter” nature of some clinical notes, which could make patients feel like their providers didn’t know them as individuals, or that the notes did not capture the essence of what was discussed during the clinical encounter. Future qualitative work should continue to explore patient and provider perspectives on how portals affect their relationships and could examine provider attitudes and approaches to the portal as a possible moderator of patient engagement.

This study has several limitations. The study population was limited to United Stated military veterans with diabetes who used the My HealtheVet patient portal. We found
overwhelmingly positive comments regarding the portal, perhaps because all interviewees were portal users. Our study was not designed to determine the prevalence of patient engagement, but our findings do reveal potential ways in which a portal may facilitate engagement.

In this study, patient narratives helped identify pathways by which a portal may facilitate patient engagement. Patients found the portal helped strengthen their relationship with providers and helped the patient feel engaged. Patients reported finding the portal useful for receiving help in managing symptoms, coordinating their care, and learning about their health. Patient portal users included a variety of individuals who described the engagement benefits of the portal. The group included individuals living in urban and rural settings, those with and without mental health conditions, and those with controlled and uncontrolled diabetes. Thus, the portal may help a wide range of portal users engage with their care.
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Abstract

Background: The use of patient portals for presenting health-related patient data, such as blood test results, is becoming increasingly important in health practices. Patient portals have the potential to enhance patient health engagement, but content might be misinterpreted.

Objective: This study aimed to discover whether the way of presenting blood test outcomes in an electronic patient portal is associated with patient health engagement and whether this varies across different blood test outcomes.

Methods: A 2x3 between-subjects experiment was conducted among members of the Nivel Dutch Health Care Consumer Panel. All participants read a scenario in which they were asked to imagine themselves receiving blood test results. These results differed in terms of the presented blood values (ie, normal vs partially abnormal vs all abnormal) as well as in terms of whether the results were accompanied with explanatory text and visualization. Patient health engagement was measured both before (T0) and after (T1) participants were exposed to their fictive blood test results.

Results: A total 487 of 900 invited members responded (response rate 54%), of whom 50.3% (245/487) were female. The average age of the participants was 52.82 years (SD 15.41 years). Patient health engagement saw either a significant decrease or a nonsignificant difference in the experimental groups after viewing the blood test results. The mean difference was smaller in the groups that received blood test results with additional text and visualization (mean T0 5.33, SE 0.08; mean T1 5.14, SE 0.09; mean difference 0.19, SE 0.08, P=.02) compared with groups that received blood test results without explanatory text and visualization (mean T0 5.19, SE 0.08; mean T1 4.55, SE 0.09; mean difference 0.64, SE 0.08, P<.001). Adding text and visualization, in particular, reduced the decline in patient health engagement in participants who received normal results or mixed results (ie, combination of normal and abnormal results).

Conclusions: Adding text and visualization features can attenuate the decrease in patient health engagement in participants who receive outcomes of a blood test via a patient portal, particularly when blood test results are (partly) normal. This suggests that explanatory text and visualization can be reassuring. Future research is warranted to determine whether these results can be generalized to a patient population who receive their actual blood test results.

(J Med Internet Res 2020;22(7):e15798) doi:10.2196/15798
Patient health engagement (PHE) can play an important role in personal health and can improve adherence and satisfaction with received care [1,2]. From a holistic perspective, PHE can be defined as a multidimensional process, including elements of cognition (thinking), emotion (feeling), and behavior (acting) of a patient towards his or her role in health management [3]. Patients’ engagement in their health management is dependent on the stability of these dimensions. A lack of understanding of their position in health care can immobilize patients, making them indecisive or apathetic, while a better understanding makes them more active [3]. Engaged patients who want to be informed about and take an active role in their own health care are more likely to show healthy behaviors, have better self-management, and achieve better health-related outcomes [2,4]. Vice versa, lower PHE has been related to preventable deaths and unnecessary costs [5]. One stage where PHE is important is the stage of diagnosis [6]. When patients take an active role by asking questions and voicing their opinions, they enhance their role in their health management and increase their empowerment [7]. An important part of the stage of the diagnostic process is the information that becomes available from blood tests. However, this information can cause insecurity and uncertainty for the patient. This can negatively impact PHE as patients can become emotionally destabilized by the confusion or impact of the test results [7]. This risk is bigger when patients find the blood test values difficult to interpret [8].

Currently, electronic patient portals are increasingly offered by health professionals to communicate blood test results to the patient. Even though these portals are not optimally used yet [9], patient portals are becoming increasingly important in the health care sector and valued by both patients and practitioners [10]. Patient portals have been designed to encourage patient involvement. Yet, the way the content is presented in a portal and the way the patient interprets such content impact the overall usefulness of the information [10]. To prevent unnecessary anxiety, blood test results must be presented properly to patients [7] and needs to be done in such a way that it does not jeopardize PHE. In health practices, blood test results in a standard portal are usually communicated by giving the quantitative results (ie, the patient’s value) plus reference values (ie, a range that expresses the normal values for that test). Added features such as text, symbols, or visuals to help interpret blood test results are usually not provided. However, problems have been reported about the usage of such a basic portal. For instance, the limited amount of information makes interpretation of results complex, which makes the blood test results only useful for patients with high health literacy [11]. Furthermore, misinterpretation has led to patients-underestimating the severity of blood test outcomes [12].

One of the main problems is that patient portals often rely on numerals to purvey information. This is a concern for people with low numeracy skills (ie, people who lack the ability to use and draw meaning from numbers). People with low numeracy skills have shown more difficulties with identifying out-of-range test results [13]. This is likely due to the unfamiliar abbreviations, unfamiliar units, and little guidance as to whether higher numbers represent more positive or negative outcomes. This problem increases when larger sets of values are displayed at once [13]. These findings raise concerns for patient safety. Arguments for keeping this type of portal can be that people, who searched online for information, found that websites often have too much information for them to comprehend [14]. Furthermore, detailed information was found to be overwhelming for certain patients [15]. Thus, a patient portal can be useful to provide patients with individualized information (in this case, blood test results) without irrelevant information. However, this information has to be presented in a comprehensible way.

There are good reasons to believe that textual explanations with explanatory visual aids can benefit patients [16], both online and offline. For example, visualization to communicate different levels of driving risks (ie, yellow, orange, and red bars) provided good insight into the risk level of driving while using a specific medicine [17]. When risk communication is done using well-designed visual aids, information through patient portals could be received with fewer problems and enhance consent to further treatment [18]. Infographics have also been shown to be of added value in delivering complex information [19], and graphs helped a third of patients with lower numerical skills in transferring risk information [20]. When people do not understand the information, they will often use their “gut” feeling to make decisions about uncertain situations [21]. This can be a problem for PHE, as this feeling can make a patient more passive in their health management. Little is known about how presenting blood test values in a patient portal can influence PHE. The aim of this study was to explore whether the way blood test outcomes are presented in a patient portal is associated with PHE and whether this varies across different blood test outcome combinations. Exploratory research can be a crucial step to further develop scientific knowledge by laying groundwork for research topics that do not yet have a strong basis for hypotheses [22]. An experiment was conducted to systematically test the effect of different blood test results presented in a basic patient portal as well as in a patient portal in which text and visualization was added to the standard way of presenting blood test results.

**Methods**

**Portal**

The basis of our study was the comparison of two portals. Both portals communicated blood test results accompanied by reference values (ie, the range that expresses the normal values for that test). These types of portals are most often used in Dutch clinical practice, which was the setting of our study. The first portal was a fictive basic portal only providing the patient’s blood values with the corresponding reference categories. The second portal was based on a more sophisticated portal as...
developed by Saltro, one of the largest diagnostic centers in the Netherlands. The Saltro portal adds two main features compared to the first portal: (1) textual understandable information explaining the test and its outcomes and the action the patient can take afterwards and (2) visual support by using traffic light colors to indicate whether the outcome is within the normal range. The content of this portal was cocreated with health care professionals, communication experts, and patients. The text was written to be understandable for the majority of people. The level of health literacy of the results information has been estimated at communication level 1B on the scales of the Common European Framework of Reference for Languages. Furthermore, the content is frequently evaluated by patients and adapted according to their recommendations.

**Design and Procedure**

A 2x3 between-subjects experimental design was employed to test the effects of the blood test results outcome and the addition of explanatory text and visualization on PHE. Participants were so-called analog or simulated patients (ie, people who imagine themselves being in a hypothetical health care situation) presented with a hypothetical case (see Textbox 1). We opted for analog patients for two reasons. First, since we manipulated the blood test outcomes, it was unethical to use “real” patients receiving their own blood test results. Second, analog patients can be used in study designs such as ours, based on a meta-analysis that demonstrated the validity of using analog patients by showing insignificant discrepancies between the perceptions of analog patients and clinical patients [23]. The hypothetical case was identical for every participant (Textbox 1). Fatigue was chosen as a health problem as it is easy to relate to. In short, the case description stated that participants had to envision they have been tired for a couple of months now and it is not getting any better. We chose an excessive form of fatigue in order to arouse feelings of fear or worry in the participant. They went to a general practitioner who ordered some blood tests. The outcomes were to be communicated through a web portal.

We tested the two types of portals (ie, with vs without explanatory text and visualization), within which we distinguished three possible outcomes of the blood tests: all values within range (normal), partially deviating values (partially abnormal), and all deviating values (all abnormal). Table 1 shows the 6 conditions that were tested. The outcomes per blood value group were identical. Participants were randomly assigned to 1 of the 6 experimental conditions without knowing about the other 5 conditions.

**Textbox 1.** Fictional case presented to each participant, translated from Dutch to English.

You have been tired for a couple of months now, and it does not get any better. No matter how much you sleep, you remain tired. You even fell asleep at work once. You do not feel tense or stressed. It does bother you that the tiredness does not go away. You decide to visit your general practitioner (GP) to describe your symptoms to better understand/get a grip on your situation. The GP asks if you have any thoughts on the cause of the tiredness. You have no clue. Your private life is fine, you have never been this tired before, your diet is healthy, and you do not smoke or use medication. You have become worried about the situation; what is going on? The GP suggests to first run some blood tests before making any decisions. The GP explains that she wants to measure 3 types of blood values: tests for an underactive thyroid (thyroid stimulating hormone), anemia (hemoglobin), and a deficit of vitamin D. In the morning, your blood gets drawn, and you are told that your results are available at your convenience on the website of your GP through a patient portal the same day.

**Table 1.** The 6 groups of the 2x3 design.

<table>
<thead>
<tr>
<th>Portal type</th>
<th>All normal values</th>
<th>Partially abnormal values</th>
<th>All abnormal values</th>
</tr>
</thead>
<tbody>
<tr>
<td>No features</td>
<td>“Green basic”</td>
<td>“Partial orange basic”</td>
<td>“Orange basic”</td>
</tr>
<tr>
<td>Added features*</td>
<td>“Green Saltro”</td>
<td>“Partial orange Saltro”</td>
<td>“Orange Saltro”</td>
</tr>
</tbody>
</table>

*Explanatory text with added visuals (see Figure 1).
Stimulus Materials

The Saltro portal adds explanatory text that gives an explanation about which function the substance has in the body and what exactly is being measured, while showing a bar that presents the patient’s blood value in an orange (abnormal) or green (normal) range. A marker shows where the patient’s blood test result falls within the range (see Figure 1). The text also offers an explanation on why measuring this particular substance is important, what it could mean if a value is below or above the normal range, and an indication of possible causes for the abnormal result. The text encourages the patient to contact their physician for further questions. The text ends with a conclusion stating whether the blood test result of the patient is below, above, or within the normal value range. Participants were exposed to 3 blood tests: hemoglobin, thyroid stimulating hormone, and vitamin D. The total word counts of the explanatory text were 271 for hemoglobin, 175 for thyroid stimulating hormone, and 194 for vitamin D.

Participants

We approached a sample of 900 participants of the Dutch Health Care Consumer Panel to complete an online questionnaire. This panel aims to measure opinions on and knowledge of health care as well as the expectations of and experiences with health care among a cross-section of the Dutch population [24]. The Dutch Health Care Consumer Panel is an access panel consisting of people who have agreed to answer questionnaires on a regular basis. Some sociodemographic details of the participants are known, such as age, gender, and highest level of education. In June 2018, the Consumer Panel consisted of about 12,000 people. To be included in the panel, a respondent has to be 18 years or older. All participants typically are asked to complete a questionnaire 3-4 times a year. Participants have complete liberty to decide whether to only answer certain questions or to participate at all. The technical functionality of the questionnaires is tested by the researcher before sending out the questionnaire. Resigning from the panel can be done at any time. People cannot sign up for the panel on their own initiative, and as such, we used a closed survey. The response rate for this study was stimulated by sending two electronic reminders to panel members who had not responded yet. The closing date of the questionnaire was at the end of May 2018. Panel members did not receive financial compensation.

Data were analyzed anonymously and processed according to the privacy policy of the Dutch Healthcare Consumer Panel, which complies with the General Data Protection Regulation. According to Dutch legislation, there is no legal requirement...
to obtain informed consent nor approval by a medical ethics committee for conducting research through the panel [25]. Privacy regulation is available.

**Measurements**

We used the original 9-item version of the PHE scale as the starting point for our measurement [3]. The PHE scale defines patient health engagement as a multidimensional process, including elements of emotion (feeling), cognition (thinking), and behavior (acting) towards his or her role in health management. Of the 9 original items, 5 items were considered appropriate for this experiment. For 2 items, the answer categories were slightly adapted to make it more applicable to the case in our study. Of the original PHE scale, 4 items were considered irrelevant for this study, as they specified feelings about the illness itself and could not be used due to the fictional nature of the case study. Participants were asked to indicate the extent to which the 7-point semantic differential scales applied to them. The items were: “I feel in blackout” versus “I feel positive,” “I feel dazed” versus “I feel serene,” “I can’t understand what happened to me” versus “I understand what this situation means to me,” “I feel totally messed up” versus “I know what to do in this situation,” and “I let others take care of me” versus “I can autonomously manage my medical regime.” The participants filled out the 5-item version of the PHE scale both before (T0) and after (T1) exposure to the patient portal. All 5 items were averaged into one mean scale of PHE at T0 (Cronbach α=.90) and T1 (Cronbach α=.92). As individual items showed similar trends to those of the overall items, we did not analyze those separately. A higher score on the mean scale means a higher PHE. Because T0 was the baseline measurement (after exposure to the case scenario but before the patient portal with the blood test results), it could be expected that the health engagement score would not increase after exposure to the portal with the blood test results, but either remain the same or decrease, depending on the extent to which the blood test results would evoke elements of emotion, cognition, or behavior that could hinder patients’ health engagement. The reason for this is that when the results are abnormal, the level of PHE is expected to be lower after receiving the test. Also, for those who receive normal results, an increase is not obvious because it means that the cause for the long-term tiredness is not clear.

**Statistical Analysis**

For the randomization check, we examined whether participant characteristics were equally divided across experimental conditions using *F* tests and chi-square tests. For age, education, and health status, we conducted 3 two-way analyses of variance with differences between “text/visualization added” and between “outcome of blood test results” as the between-subjects factors and age, education, and health status as the dependent variables. Health status was measured with a single question asking how the participants would rate their own health (1=excellent, 5=poor). For gender, we conducted a chi-square test with the combined experimental factors as one variable and gender as the other variable.

For the main analysis, a mixed analysis of variance was conducted with “text/visualization added” and “outcome of blood test results” as the between-subjects factors and “pretest measure of patient health engagement” versus “posttest measure of patient health engagement” as the within-subjects factor or repeated measure. Main effects of the between-subjects factors (ie, “text/visualization added” and “outcome of blood test results”) and within-subjects factor (ie, “pretest measure of patient health engagement” versus “posttest measure of patient health engagement”) were calculated. Furthermore, the interaction effect between the between-subjects factors (ie, “text/visualization added” × “outcome of blood test results”), two-way interaction effects between the between-subjects and within-subjects factors (ie, “text/visualization added” × “pretest vs posttest” and “outcome of blood test results” × “pretest vs posttest”), and three-way interaction effect between factors (ie, “text/visualization added” × “type of blood test results” × “pretest vs posttest”) were assessed. Simple effects analyses were conducted in case of significant interactions between variables.

**Results**

**Sample Characteristics**

Of the 519 participants that started the survey, 487 had sufficiently complete data (ie, ≥60% of the PHE measure completed). Table 2 shows the descriptive statistics of these 487 participants. Participants were, on average, 53 years old (mean 52.82 years, SD 15.41 years) and reported to be in good health (median 5, IQR 5, SD 1.04). About half of the participants were female (245/487, 50.3%), and most people had completed a middle level (219/487, 45.8%) or higher level (222/487, 46.4%) of education. The randomization check presented no significant differences between the 6 experimental conditions with respect to gender (χ²=7.52, *P*=.19), age, (F(2,472)=0.32, *P*=.73, η²=.00), education (F(2,472)=0.00, *P*=1.00, η²=.00), and health status (F(2,472)=0.13, *P*=.88, η²=.00). No control variables were included in the analyses.
Table 2. Sample characteristics (N=487).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD; range)</td>
<td>52.82 (15.41; 24-90)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>242 (49.7)</td>
</tr>
<tr>
<td>Female</td>
<td>245 (50.3)</td>
</tr>
<tr>
<td>Education, a, n (%)</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>37 (7.7)</td>
</tr>
<tr>
<td>Middle</td>
<td>219 (45.8)</td>
</tr>
<tr>
<td>High</td>
<td>222 (46.4)</td>
</tr>
<tr>
<td>Health status, b, mean (SD; range)</td>
<td>2.65 (0.87; 1-5)</td>
</tr>
</tbody>
</table>

aValues for education do not add up to 487 due to missing data.
bSelf-reported health status (how would you rate your own health) ranges from 1 = excellent to 5 = poor.

**Effects of the Outcome of the Blood Test Results**

We found that the outcome of the blood test results, regardless of the portal design, impacted PHE after exposure to the blood test results ($F_{2,481}=6.65, P<.001, \eta_p^2=.03$). Receiving normal blood test results did not significantly decrease PHE ($\text{mean}_T0=5.27, SE=0.10; \text{mean}_T1=5.10, SE=0.11; \text{mean difference}=0.17, SE=0.09, P=.07$), but PHE significantly decreased after receiving abnormal blood test results ($\text{mean}_T0=5.35, SE=0.10; \text{mean}_T1=4.69, SE=0.11; \text{mean difference}=0.66, SE=0.10, P<.001$) or partially abnormal blood test results ($\text{mean}_T0=5.16, SE=0.10; \text{mean}_T1=4.75, SE=0.11; \text{mean difference}=0.41, SE=0.10, P<.001$).

**Effect of Textual and Visual Explanation**

Furthermore, adding text and visualization that explained the blood test results impacted PHE after exposure to blood test results ($F_{1,481}=16.83, P<.001, \eta_p^2=.03$). Although receiving blood test results with additional text and visualization significantly decreased PHE after receiving the results ($\text{mean}_T0=5.33, SE=0.08; \text{mean}_T1=5.14, SE=0.09; \text{mean difference}=0.19, SE=0.08, P=.02$), this decrease was significantly larger when blood test results were presented without explanatory text and visualization ($\text{mean}_T0=5.19, SE=0.08; \text{mean}_T1=4.55, SE=0.09; \text{mean difference}=0.64, SE=0.08, P<.001$).

**Interaction Between the Type of Outcome of the Blood Test Result and Textual and Visual Explanation**

A significant interaction effect between the outcome of the blood test results and the addition of explanatory text and visualization revealed a nuanced insight into how PHE develops after being exposed to blood test results. It showed that, for all outcomes of blood test results, a lack of explanatory text and visualization decreased PHE after being exposed to the results ($F_{2,481}=3.83, P=.02, \eta_p^2=.02$). More specifically, this decline occurred for normal blood test results ($\text{mean}_T0=5.02, SE=0.14; \text{mean}_T1=4.73, SE=0.16; \text{mean difference}=0.29, SE=0.13, P=.03$), abnormal blood test results ($\text{mean}_T0=5.39, SE=0.14; \text{mean}_T1=4.61, SE=0.09; \text{mean difference}=0.77, SE=0.13, P<.001$), and partially abnormal results ($\text{mean}_T0=5.16, SE=0.15; \text{mean}_T1=4.31, SE=0.16; \text{mean difference}=0.85, SE=0.14, P<.001$). However, when explanatory text and visualization were added to the blood test results, we found no significant decline in PHE for normal ($\text{mean}_T0=5.51, SE=0.14; \text{mean}_T1=4.96, SE=0.16; \text{mean difference}=0.55, SE=0.13, P=.71$) and partially abnormal ($\text{mean}_T0=5.19, SE=0.16; \text{mean}_T1=5.19, SE=0.16; \text{mean difference}=0.00, SE=0.03, P=.013, P=.81$) blood test results. Yet, in the case of abnormal blood test results, even with explanatory text and visualization, PHE significantly decreased after receiving the blood test results ($\text{mean}_T0=5.31, SE=0.15; \text{mean}_T1=4.73, SE=0.17; \text{mean difference}=0.54, SE=0.14, P<.001$). These findings are presented in Table 3.
Principal Findings

The aim of this study was to discover whether the way in which blood test outcomes are presented in a patient portal is associated with PHE and whether this varies across different blood test outcomes. Adding textual and visual explanations to blood test results minimizes the decline in PHE when receiving blood test results in an electronic patient portal. When presenting blood test results through an existing patient portal, the group that received explanatory text and visualization in addition to their test results experienced less of a decline in PHE than the group without these features. This was particularly true for patients who received normal and partially abnormal results (i.e., combination of normal and abnormal results). For patients who received abnormal results for all three blood tests, health engagement significantly decreased independent of whether explanatory text and visualization were added. It can be concluded that adding text and visualization to a patient portal can attenuate PHE and therefore involve patients more in their health management, but only when blood test results are normal or partially abnormal.

Comparison With Prior Work

The focus of our study was to gain insight into how providing explanatory text and visualization, when presenting blood test results via a patient portal, influences PHE. While previous research has shown that patients are generally satisfied with the use of a patient portal to check their blood test results [16], there are also concerns with such portals.

One recurring concern with patient portals is the fear of the misinterpretation of results [9,10]. For example, in a study by Korngiebel et al [26], clinicians’ main concern was that providing blood test results to patients without explanation could lead to confusion due to the sensitive and complicated nature of the test results. Especially divergent results would have to be carefully shown. Although our results cannot confirm if the nature of the feelings of our participants are due to confusion, it does show signs of fear, as lower PHE is associated with greater emotional immobilization. Participants who received normal or partially abnormal results in the “standard” way showed a significant decline in PHE, while health engagement in patients who received explanatory information and visual support remained at the same level as at baseline.

In this study, we did not distinguish between the added value of explanatory text only and the added value of visualization only. Hence, we do not know which of these two features was the “active ingredient” or whether the combination of both features caused the effectiveness of the patient portal. In two previous studies, information provision in a patient portal was evaluated in isolation. In the first study, visual support using a color scheme to differentiate between normal results and divergent results was positively evaluated by elderly patients [27]. In the second study, veteran patients did not have extra text available but instead were given a search bar to find relevant health information themselves [28]. The veterans evaluated the search bar positively. Both these studies based the evaluation of the patient portal on opinions, whereas our study measured effectiveness in terms of PHE.

In addition, our study measured PHE using a questionnaire. Previous studies have used different ways to measure (patient) engagement. To illustrate, Phelps et al [29] defined engagement in terms of portal usage and measured it by monitoring the number of logins. They found an increase in logins, for instance shortly before meeting a physician, and results were therefore seen as positive. We used a different operationalization of engagement, including emotions and cognitions that test results can evoke, which resulted in a more nuanced picture of how people can respond upon being confronted with blood test results. The explanatory text and visualization had a positive influence on PHE, such that it reduced the decline in engagement after being exposed to blood test results. It did not improve PHE compared to the baseline measure. However, since we were studying how people react upon exposure to (potential) risk information, it seems to make sense to aim for a reduction of negative reactions rather than for an increase of positive reactions.

Strengths and Limitations

A strength of our study is that it systematically tested the impact of patient portal design on PHE in a highly controlled experimental setting. Although patient portal designs have been introduced to patients, these have not been studied yet in terms of how their design can impact PHE. In addition, our
measurement of PHE gave a broad depiction of PHE through patients’ feelings, thoughts, and behaviors. Therefore, our study design gives this study a good foundation for its conclusions and implications.

There were also some limitations to our study. The first one is the potential bias in our sample. Although the sample was randomly selected from the Nivel Consumer Panel, which represents a relatively diverse group of patients, the participants of this panel are people who agreed to fill out questionnaires about health and health care. This means that there is a good reason to believe that a majority of the people have, at least to some extent, affinity with their personal health (and health care). Furthermore, it can be assumed that the average panel user has a higher health literacy than normal. Health literacy entails the capability of obtaining, processing, and understanding information about health and health services [30]. If this assumption holds true, it is relevant to consider that affinity with health care might coincide with a better understanding and processing of health care information. Thus, extra information might not be as vital to them as to those with lower health literacy. In that sense, our sample resembled the target group of the portal with added text, as both our questionnaire and the portal require some level of functional literacy.

The necessity for participants to empathize with a fictional case was another limitation. Actual patients, for whom results might indeed have an impact on their life, might have reacted differently to the results of the blood test as they might be expected to be more emotionally involved. Based on the meta-analysis by Van Vliet et al [23], we do not expect that the results in actual patients will be weaker than in the current sample of analog patients, and they might even be stronger in actual involved patients. Thus, a replication of our study with actual patients would be of added value. Moreover, we used the original 9-item PHE scale [3] as the starting point for our measurement while rephrasing and shortening it for the purpose of our study, resulting in a scale with high internal consistency. The reason for doing this was that there is no scale available that is validated for the case in our study (tiredness).

Another possible limitation is the specific design of our portal. Our results could not cover all portal designs, so the scope of the study may be limited and not generalizable to other patient portals. For instance, the colors of our “complementary” portal design could have influenced the feelings of the participants. Research has shown that the color red can evoke feelings with patients [31]. The color orange might cause an unnecessary reaction as well, since it can be associated with danger or a sign for increased attention. It could therefore be that a participant who viewed a full or partially orange result were more anxious, although an abnormal result does not automatically mean a danger to your health or the need for immediate medical intervention. Future research can address the consequences by implementing more neutral colors. This way, a patient’s anxiety can be ascribed to the conclusion of the blood test result and not stimulation by a bright color. Finally, as mentioned before, our existing portal had two features: additional text for explanation and added visualization for understanding the blood levels. The downside of this is that a distinction cannot be made between the impact of the text and that of the visualization. If electronic patient portals are to be improved, it is necessary to understand if the limiting impact on the decline in PHE is due to either one of the features or perhaps the interaction between them.

**Clinical and Research Implications**

Our study has provided insight into how portal design can benefit PHE. Our results suggest that institutions that use a patient portal for blood test results might want to consider adding complementary information and visual support. Further testing of patient portal features is recommended, but institutions would do well to start adding visualization and textual support to their portals as this can benefit PHE. Adding text and visualization that explain the blood values and the implications of an abnormal result might support their patients in their health management. It might lead to patients who are more involved in their diagnosis and treatment, which could lead to, for instance, patients being more comfortable voicing concerns or asking questions. As mentioned, there is a possibility that our sample consisted of participants with an above-average health literacy. Therefore, future research could focus on patients with below-average health literacy who might need a different portal design. Yet, more research among actual patients is needed to test the portal with patients who are personally involved and therefore more concerned about the outcomes of blood test results. For example, in case a fictional study is chosen, this fictional case could include a disease with a higher emotional impact and familiarity, such as cancer. For such a disease, a more intense reaction could occur while viewing blood test results, such as relief or anxiety, which in turn could have a stronger effect on PHE. However, ethical considerations should be taken into account, as participants often do not know that they are being confronted with such an emotional case. A warning up front for the participant might be considered if the need for a more emotional investment is deemed necessary. Lastly, we used an adaptive version of the validated, original PHE scale. By deleting 4 items, it is possible that it did not cover the full domain of PHE (ie, did not measure the domains of feelings, thoughts, and behaviors as fully as the original scale).

**Conclusion**

Patient portals have been designed to improve patient involvement. When blood test results are communicated to patients, it can negatively affect their PHE and consequently their involvement in their health management. However, when these outcomes are supported by explanatory text and visualization to help interpret the outcomes, the decrease in PHE can be attenuated, especially when test results are partially normal. As receiving test results can cause feelings of uncertainty in patients, which can lead to lower PHE, our results suggest that explanatory text with visualization can cause feelings of relief in patients. Future research should focus on repeating the experiment with actual patients who receive their own blood test results to test whether the results hold in more ecologically valid settings.
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Abstract

Background: Patients within safety-net settings are less likely to access health information on patient portals, despite expressed interest. Family and friends are important resources to assist these patients (ie, Medicaid recipients, older patients, patients with limited English proficiency) in navigating health systems, and provider support of the use of patient portals among these groups may also facilitate caregivers’ use of their patients’ portal.

Objective: Because safety net providers work closely with caregivers to care for their patients, we used qualitative methods to explore safety net providers’ perspectives on portal use among caregivers for their patients, especially as there is limited literature about caregivers’ use of portals in the safety net.

Methods: We conducted 45- to 60-min semistructured telephone interviews with providers from three large California safety-net health systems. The interviews focused on providers’ experiences with caregivers, caregiver roles, and how the portal could be leveraged as a tool to support caregivers in their responsibilities. A total of three coders analyzed the interview transcripts using both deductive and inductive approaches and established a consensus regarding major themes.

Results: Of the 16 participants interviewed, 4 specialized in geriatrics, and all held a leadership or administrative role. We described themes highlighting providers’ recognition of potential benefits associated with caregiver portal use and specific challenges to caregiver engagement.

Conclusions: Providers recognized the potential for portals to improve information delivery and communication by helping caregivers assist socially and medically complex patients in the safety net. Providers in safety net sites also discussed a clear need for better ways to keep in touch with patients and connect with caregivers, yet security and privacy are perhaps of higher importance in these settings and may pose challenges to portal adoption. They noted that caregivers of patients in the safety net likely face similar communication barriers as patients, especially with respect to digital literacy, health literacy, and English proficiency. Further research is needed to assess and support caregivers’ interest and ability to access portals across barriers in health and
Introduction

Background
Growing evidence on the benefits of patient engagement has fueled health systems’ focus on patient portals as a central access point for the future of primary care [1,2]. The financial incentives of the Meaningful Use Program, as part of the US health care reform in 2014, spurred a rapid uptake of patient portals across health systems nationwide [3-5]. Emerging national evidence in the last 5 years indicates that the digital divide is shrinking, as 80% of the US population owns internet-accessible smartphones, without differences by race or ethnicity and with few differences across income categories nationally, especially when it comes to mobile use [6,7].

Despite improved health information technology (IT) access, there is a large body of evidence demonstrating significantly lower use of digital health care tools among underserved populations, underscoring the need for more research to understand the contextual factors affecting their use [8,9]. Vulnerable patients within safety-net settings (eg, low socioeconomic status, under- or uninsured, limited English proficient [LEP], aging, and physically or mentally disabled) are interested in accessing their health information on patient portals but are less likely to actually do so. Numerous studies have shown that there is a high level of patient interest in portals, repeatedly documented among LEP populations, Medicaid/Medicare recipients, and older patients [10-14]. A 2014 survey of Spanish-speaking patients in a Los Angeles Federally Qualified Health Center found that the majority of patients had computer access (66%), internet access (78%), a current email account (78%), or a smartphone (71%) and that 75% of patients were interested in using a patient portal [10].

Family and friends are important resources to assist these underserved populations (especially those that are Medicaid recipients, older patients, or LEP) in navigating health systems, and provider support could facilitate their portal engagement. Caregiver engagement with a patient’s portal may range from simply assisting the patient to log on and use the portal to logging onto a patient portal for the patient (unofficial patient surrogate) all the way to acting as a registered proxy for portal access (where caregivers are granted their own registered access to a patient’s health information on the patient portal with the patient’s permission) [15,16]. Older patients, especially those who are LEP, tend to navigate health system processes with family members or close friends who schedule and attend medical visits, coordinate care, manage medications, assist with self-care tasks, and facilitate transitions across care settings [15,16]. Patients with low health literacy similarly benefit from the involvement of trusted family or friends during medical visits [17,18]. Prior studies among older patients have confirmed that family members facilitate patient access and use of the patient portal [19,20] and utilize the patient portal for the patient [21-25]. Given that these patients are interested in sharing electronic health information with family members or close friends [19,20,26,27], tailored strategies are needed to engage family members or friends in accessing health care digitally, especially in safety-net settings with a majority proportion of vulnerable patients and where caregivers play a key role in patient care.

The growing role of caregivers and caregiver/proxy portal use among vulnerable patients presents a potential well-aligned digital strategy for reducing racial/ethnic disparities in health that can be facilitated via already available health IT. However, buy-in from physicians and other health care providers will be important in promoting patient portals on this next level, especially in safety-net settings [28,29]. The aim of this qualitative study was to explore safety-net providers’ perspectives on caregiver/proxy portal use.

Methods
Design and Study Setting
The study was approved by the University of California, San Francisco and University of California, Los Angeles institutional review boards. For this descriptive, qualitative study [30], we conducted individual telephone semistructured interviews with a purposive sample of physicians or providers (n=17), working in a California safety-net setting in Los Angeles, San Francisco, or Alameda County. Los Angeles participants were recruited from the Los Angeles County Department of Health Services (LAC DHS) system. LAC DHS forms the core of the health care safety-net for indigent populations in Los Angeles County, the largest, most ethnically diverse county in the United States. LAC DHS serves more than 10 million residents and provides over two and a half million ambulatory visits every year [31-33]. In northern California, providers were recruited from the San Francisco Health Network (SFHN) and the Alameda Health System (AHS). The AHS is the East Bay’s (Oakland area) public health system with 5 hospitals and 4 primary care clinics, whereas SFHN is San Francisco City’s and county’s public health care system, providing primary care at 14 clinics, youth-focused care at 11 clinics, and care at a hospital serving over 1 million residents. The Internet patient portals for the safety-net health systems included in the study allow patients to view clinical data (laboratories and radiology reports), refill medications, request/change appointments, message their health care teams, read about their prior and current diagnoses (links to educational content), and view/download their medical records.
Participants and Recruitment

From April to November 2018, we recruited and interviewed providers from the LAC DHS, SFHN, and AHS. Providers were sought if they had clinical activity in a safety-net health setting and/or held a leadership role in any safety-net clinical setting. Los Angeles participants were recruited via personal recommendations from the medical director of digital health services in LAC DHS. The SFHN and the AHS providers were recruited via recommendation from study coinvestigators. We conducted 45- to 60-min semistructured interviews with health providers from these 3 large California safety-net health systems. Participants were interviewed via telephone. AC, AGC, WS, and CL conducted the interviews on multiple days until at least three providers were interviewed from each of the 3 health systems. Participants were provided with a US $25 gift card after completing their scheduled interviews.

Data Collection

The semistructured interviews focused on providers’ experiences with caregivers, the roles caregivers play, and how the portal could be leveraged as a tool to support caregivers in their responsibilities. The discussion questions were modified from projects led by study investigators who examined barriers and facilitators to portal use to develop a randomized trial on patient portal training [34]. This prior research highlighted the limited knowledge and understanding of caregivers’ use of the patient portal.

Discussion introductions included participants’ self-describing clinical and administrative roles. Participants were then asked about their experiences with patient caregivers (definition, types of caregivers, and positive and challenging interactions). They were subsequently tasked to describe strategies that they have observed caregivers take on with patient health management. We asked participants about how the patient portal affects these caregiver strategies, what they thought was useful, and how they envisioned the portal could affect these patients’ and caregivers’ care. The discussions wrapped up with a conversation about what the health system could do to help improve caregiver and patient engagement with the portal.

Analysis

Interview discussions were audio recorded and transcribed, reviewed for accuracy, and deidentified. AC and AGC independently read and summarized 6 transcripts over multiple theme meetings, applying inductive and deductive methods to identify the spectrum of themes encountered for each of the interviews with accompanying example quotations. AC and AGC then cross-referenced their independently developed list of themes. Through codebook discussions, they reached a consensus for a more final codebook. AC and AGC then coded 3 transcripts independently with this codebook for validity. The definition for each theme (code), with the final example quote, was developed by AC, with iterative feedback from the AGC and the entire group, until a clear consensus was achieved. Using the established codebook and definitions, a third coder (ML) analyzed the transcripts using Dedoose version 8.2.14. AC and AGC reviewed the analysis by ML and established a consensus regarding any other discrepancies in themes and corresponding quotes [35].

Results

Participant Characteristics and Theme Categories

Of the 16 participants interviewed, 4 specialized in geriatrics, and all held a leadership or administrative roles, as shown in Table 1. All the participants worked in primary care settings, including a speech language pathologist.

We described primary themes highlighting safety-net physicians’ and providers’ recognition of potential strong benefits associated with caregiver portal use and specific barriers to caregiver engagement. The 4 major themes are separated into 2 large categories: (1) positive aspects of portal use by caregivers (Table 2); and (2) challenges to address for portal use by caregivers (Table 3). These show major themes, subthemes, frequencies, and quotes.
<table>
<thead>
<tr>
<th>Clinical specialty</th>
<th>Safety-net role</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geriatrics</td>
<td>Physician, Medical Director</td>
</tr>
<tr>
<td>Geriatrics</td>
<td>Physician, Department Chief</td>
</tr>
<tr>
<td>Geriatrics</td>
<td>Physician, Director of Primary Care</td>
</tr>
<tr>
<td>Geriatrics</td>
<td>Physician, Outpatient Care Medical Director</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>Physician, Clinical Lead</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>Physician, Clinical Lead</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>Physician, Health Care Executive</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>Physician, Medical Director</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>Physician, Medical Director</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>Physician, Medical Director</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>Physician, Resident Preceptor</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>Physician, Director of Outpatient Care</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>Physician, Director of Primary Care Quality</td>
</tr>
<tr>
<td>Family medicine</td>
<td>Physician, Assistant Medical Director</td>
</tr>
<tr>
<td>Family medicine</td>
<td>Physician, Health Care Executive</td>
</tr>
<tr>
<td>Family medicine</td>
<td>Physician, Health Care Executive</td>
</tr>
<tr>
<td>Occupational therapy</td>
<td>Speech Pathologist, Health Care Executive</td>
</tr>
<tr>
<td>Themes/subthemes</td>
<td>Quotes</td>
</tr>
<tr>
<td>------------------</td>
<td>--------</td>
</tr>
</tbody>
</table>
| **Caregiver designation in the electronic health record (n=25)** | • “I record it in my notes...at the first part of workflow...registration staff is collecting information about emergency contacts and alternate contacts...depending on what the patient or their caregiver says at registration, there might be something entered into the chart in that capacity.”  
• “Sometimes, because usually it would be because the note would say, ‘Accompanied by daughter’ or ‘Discussed with daughter’, ‘Discussed with son’, ‘Discussed with caregiver’, ‘Discussed with IHSS [in home support services] worker,’ but not all the time.”  
• “I don’t think uniformly. You’ll see it (caregiver information) in the body of the note, not always in the, social history section. And to tell you the truth, our EHR doesn’t have a good section on caregiver information...in terms of like whose number should you call? Do they have a caregiver they can call?”  
• “[I’m] trying my best to collect the information and actually put it in the EHR so I know who they are...oftentimes, after I did that, [with] a group of patients, I always follow up if they live in supportive housing, or they have a case manager and so that’s external, nonfamily caregiver visit their office, followed up by email to whoever their support people are in the community to make sure that they know what the next steps are.” |
| **Caregiver use and potential use of the portal (n=55)** | • “I think caregivers using the patient portal could co-manage patient’s health, could be a huge asset to the caregiver and the provider... it’s not infrequent that the patient or the patient and the caregiver show up to appointments saying they ran out of their meds two months ago.”  
• “Usually there’s more than one caregiver, where there’s a network and may have varied involvement. Like with my sisters and me, we have this constant flow of information, and having a way to put it all in one place to share easily is really important.”  
• “…they’re just rolling out this new scheduling tool that will allow internal schedulers to be able to search for ways of grouping their appointments. So, the [OT, PT,] speech could all happen on the same day. If that tool could be made available to a caregiver so they can say ‘Okay, I wanted to have doctor’s appointments at this and this and this all on the same day’, I think that would be really powerful.” |
| **Portal as a tool to assist caregivers with standard health care tasks (n=32)** | • “I think caregivers using the patient portal could co-manage patient’s health, could be a huge asset to the caregiver and the provider... it’s not infrequent that the patient or the patient and the caregiver show up to appointments saying they ran out of their meds two months ago.”  
• “Usually there’s more than one caregiver, where there’s a network and may have varied involvement. Like with my sisters and me, we have this constant flow of information, and having a way to put it all in one place to share easily is really important.”  
• “…they’re just rolling out this new scheduling tool that will allow internal schedulers to be able to search for ways of grouping their appointments. So, the [OT, PT,] speech could all happen on the same day. If that tool could be made available to a caregiver so they can say ‘Okay, I wanted to have doctor’s appointments at this and this and this all on the same day’, I think that would be really powerful.” |
| **Portal as a tool to directly support the caregiver (n=7)** | • “Empowering the caretakers to be able to use technology decreases their stress level.”  
• “I think respite is also a big thing, caregiver relief and caregiver fatigue is a big problem sometimes, and having access to joint behavioral health services, or like couple counseling, or parent-child counseling in the study of chronic disease, I think it’s something super underutilized. That could probably help a lot with the challenges.”  
• “I know there’s a lot of groups that are working on this or have published. I know at UCLA in geriatrics, they’ve done an Internet caregiving education course, and I know at Stanford, they put together Caregiving Ed. And at the VA, there’s several well published evidence-based caregiving teaching programs, but our patients certainly don’t have—or a lot of my patients don’t have access to that.”  
• “I would be really interested in the opportunity to do more training for caregivers. I think that’s a great business opportunity, because so many caregivers have no idea what they’re doing and would be happy to get trained. You can imagine the range of trainings, but our organization or your organization, or you know some private—any big county—I could imagine offered some form of training for caregivers. I think having a portal will help hopefully and I think having processing in place to clarify what can be shared and what can’t be shared with caregivers, if it’s documented well.” |
| **Expanding portal functionality for caregiver use (n=18)** | • “For caregivers who have a homebound elder, to be able to, you know, put on their FaceTime and for me to see what’s going on that would be amazing.”  
• “...allowing patients to search and contribute to the medical notes before the visit, the medical records, typing in their symptoms. I think there should be conversations of getting caregivers involved in the patient’s care.”  
• “If people just keep track of hey, someone’s calling not for themselves and just kept a running list, and then you do active outreach for anyone who is calling not for themselves.” |
having a workflow to readily integrate current caregiver
useful. Some participants also described the challenges of not
via the electronic health record (EHR) and how this would be
described various potential pathways for identifying caregivers
designation in the electronic health record
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Table 2 displays themes and subthemes for the category

<table>
<thead>
<tr>
<th>Themes/subthemes</th>
<th>Quotes</th>
</tr>
</thead>
</table>
| Portal privacy and security in the caregiver-provider-patient triad (n=38) | • “The one downfall of caregivers having access is, is there any loss in translation or, if some plan is made on the portal, is that being followed through by the caregiver?”
• “One of the few that I communicate with is a husband and wife patient and this is a challenge...because then I have to document it in her, in his chart, where her messages get documented in his chart...and it’s worked because she has direct access to me and then he has direct access too, but she uses her account to...manage his health...And, yeah, I thought it would be nice if she could switch back and forth.”
• “If it’s something I can communicate to them immediately, then I send a message through the portal. Then, if there’s anything else that I might need to communicate with them, and I don’t need to call them, then I’ll do it through the portal. A lot of it is dependent on, ‘What can I communicate briefly in writing without creating [confusion] on their part or some more questions than answers?’”
• “I’m observing body language, so on rare occasions, if I’m concerned that perhaps the person feels like they can’t ask the other person to leave the room, then I go ahead and...When I’m gonna be asking something sensitive in the interview around social history or any history, I’ll actually ask the other person to step out of the room and wait in the waiting room and I just normalize that and say, ‘You know, I always do this to respect confidentiality’. That’s in person, so what do you do when tech comes in?”
• “If you build a system that is specifically asking, ‘Is this a proxy person?’ and kind of asking for that designation right up front and putting it in black and white, you do run the risk of—if having more scrutiny and I think it’s appropriate.”
• “I think that what we’re doing right now is we are just in the infancy of using our portal for patient communication.”
• “And when I get an odd message or a little crazy message, you know, or someone requesting whatever, I screenshot it and I send it to the site managers and I tell them to call them on the phone to get more information.”

| Control of shared access (n=13)                                                                 | • “When we see some research that suggests that some patients don’t want the entire portal revealed to their loved ones, but maybe part of it...and so patient privacy is—is a big concern. A husband may not want his wife to know that he was a prior IV-drug user from a different life.”
• “I have mixed views because we try the different role for parents from the portal once the kid at 13. And sometimes they want to come for birth control and they didn’t want their moms to know. So, I don’t want the moms to see the kid’s the portal.”
• “I mean just mostly with like the proxy access...they’ve just had a lot of questions and concerns around. ‘When is it okay? Do we need a legal document that states, “Yes, ma’am. They are my legal healthcare proxy,” or if they’re, on mild dementia, but they say, ‘No, let here do it’, is that sufficient?”

| General portal security and technology concerns (n=11)                                        | • “I do have some HIV patients who won’t join because they’re just afraid of the internet, in general...I think it’s a broader concern beyond just their HIV status but just that they don’t think it’s safe to have their information in the cloud basically, because it could be stolen or, or utilized in a way that’s negative.”
• “How do you build a portal that respects patient privacy? You also wonder if adding a caregiver affects the security of the health data.”

| Barriers to caregiver enrollment and use (n=46)                                               | • “The number of people [caregivers] who don’t have access to either a smartphone or the internet...I think is just the reflection of the income level and kind of resource constraints of our patient population.”
• “I’m guessing that there would be times when people are concerned by the results that look abnormal or don’t understand them because no one explained it to them,...”
• “A lot of our patients just don’t really use like electronic technology and they don’t speak English, or they don’t have an internet connection or a computer.”

Positive Aspects of Portal Use by Caregivers
Table 2 displays themes and subthemes for the category describing positive aspects of portal use. In the theme, caregiver designation in the electronic health record, participants described various potential pathways for identifying caregivers via the electronic health record (EHR) and how this would be useful. Some participants also described the challenges of not having a workflow to readily integrate current caregiver information into the EHR and how having such information available would make it easier for physicians and other providers to engage the caregivers during and outside of the clinic encounter. This was important, as the participants in the study noted multiple caregiver types, which are present in different ways for patients within safety-net settings: relatives, friends, case managers, in-home supportive services, and social workers.
Participants also discussed caregiver use and potential use of the portal, detailing current uses of patient portals by caregivers and aspirational ideas about what the patient portals could potentially do for safety-net caregivers in terms of facilitating patient care. This theme was organized into 3 subthemes: for subtheme 1, portal as a tool to assist caregivers with standard health care tasks, participants mentioned ways that the current versions of their patient portal supported or eased the job of the caregiver by facilitating simple health care tasks for the patient via the portal (eg, obtaining medication refills or making appointments), making it easier for the caregiver to care for the patient (as they might have to spend less time on the phone making calls and possibly decreasing the need for face-to-face visits).

For subtheme 2, portal as a tool to directly support the caregiver, participants discussed how portals could provide well-being/resources specifically tailored for the caregiver. For example, they mentioned that patient portals could be a way to provide explicit support to caregivers (eg, preventing caregiver burnout) and connect caregivers directly to community resources (including information about self-care and programs that assist caregivers in the safety-net) that make the caregiving job more manageable. They also noted that such resources could include a tutorial on caregiver education/navigation. The portal could provide caregivers access to tools on how to care for patients and/or how to navigate a complicated safety-net health care and social service system.

For subtheme 3, expanding portal functionality for caregiver use, discussions centered on a wish list of what the portal could do in the future (Portal 2.0) for caregivers. Participants mentioned how technology could help paint a better picture of the patient and caregiver via telehealth (access to home context) and more frequent communication. Such modalities could facilitate the implementation of evidence-based initiatives such as advanced care planning in the safety-net.

Challenges to Portal Use by Caregivers

Table 3 displays themes and subthemes related to challenges to portal use by caregivers. The major theme, portal privacy and security in the caregiver-provider-patient triad, encompassed unresolved issues that these participants noted in communicating with the patient and caregiver through the portal. They raised several challenges that may have not been fully thought through yet as patient portals are being marketed to caregivers in the safety-net. These were summarized in 3 subthemes.

For subtheme 1, portal triad relationship, participants described the nuances of building or managing a relationship with the caregiver, as well as the patient, through the portal. For example, many times throughout these discussions, physicians cited the many nuanced ways in which they would validate caregiver reporting during clinic visits (talk to patient and caregiver separately), check for caregiver abuse of the patient by examining the patient or reading body language, and simply also assess how the caregiver was doing with the burden. They noted that this subtle art of relationship management and checking in with a caregiver, which are essential features of the triad relationship [24,36,37], would be very difficult to achieve via digital communication and expressed concern that some of these needed in-person checks and balances would be lost via the current version of our patient portals.

For subtheme 2, control of shared access, participants mentioned concerns about proxy access. For example, what if a patient allows a caregiver to log in as a proxy into their patient portal, but the patient does not want the caregiver to see their entire medical record? Or what if the proxy sends messages to the provider on the portal as the patient, but the provider is not aware that they are communicating with someone that is not their patient? This is an important concern in a safety-net population where patients may have sensitive diagnoses (such as sexually transmitted infections, illicit drug use, addiction, or mental illness) that have not been disclosed to the caregiver or other close friends or family because they carry some social stigma. Sensitive information on the portal could also reveal risks to family caregivers that they may not have been made aware of (genetic diseases or genetic risk factors). Participants also noted the simple workflow barriers to creating proxy login for caregivers. Although most systems have the potential to do this, most clinical settings do not outright offer it and/or facilitate the registration process.

For subtheme 3, general portal security and technology concerns, safety-net physicians made general comments about security or privacy issues with technology in health care. Providers worried that their patients and caregivers would not use a portal secondary to fears about their private data being accessed by outside parties (be hacked).

In the last major theme, barriers to caregiver enrollment and use, participants noted the challenges to enrolling caregivers as proxies into their patient’s portal. Many of the barriers noted paralleled the general challenges to portal use among patients in the safety-net: decreased access to and familiarity with technology (low digital health literacy), lack of easy access to the internet at home, being LEP (when most of the portal is in English), fear of signing up because of immigration documentation status, lack of awareness about a patient portal in the safety-net, or lack of understanding of what a patient portal can do.

Discussion

Principal Findings

Patient portals and caregiver engagement in primary care both represent clear ways to improve our communication processes with vulnerable patients by making care more convenient and coordinated. However, even in large integrated delivery systems with established track records of portal use, there is very little research on the role that caregivers can play in terms of digital communication via the EHR. Our study echoes some of the prior literature recognizing the clear need for better functionality of portals for caregivers (specific content for them and better ways for patients to designate what types of information or access to share) [22-24]. We also shed light on some specific needs in this population, such as the needed support for caregivers with communication or language barriers (which is of high importance in safety-net settings).
Beyond the health care setting, there is already a team around many of our patients—family members and friends who serve as caregivers and trusted confidants when making health decisions. Health leaders must recognize the need to make it easier to connect with these trusted team members, in addition to the patient, when creating care plans together, especially as systems focus on the patient portal as a primary health management tool moving forward. The next version of portals can potentially improve the integration of telehealth options into the interface and provide resources that are specific to assisting caregivers, such as local resources, to reduce or prevent caregiver burnout. These innovations may be important for patients and caregivers in safety-net settings.

Participants brought up many important privacy and communication issues to resolve and improve to make portals work for safety-net caregivers and patients. Although most safety-net EHRs have the technical capability to create proxy account functionality [38], limited information exists regarding the use of shared access. Available data indicate that health system implementation of shared access functionality has been variable [39], but national estimates are that up to 30% of portal users have used the portal as a proxy for someone else (with about 50% of them as a formal caregiver/proxy login) [40,41]. Prior studies have evaluated patients’ experiences with accessing and using their own patient portal account [21] and preferences for sharing their electronic health information with others [27,42,43]. These studies suggest that some patients would like the option of selecting the level at which a proxy caregiver has access to their complete medical record. As such, we found that addressing the privacy and security nuances of building a digital relationship with a caregiver in the safety-net was a major barrier to physician and provider participants being completely supportive of proxy patient portal use. In the safety-net, physicians have reported the need to provide limited portal views of sensitive information (eg, HIV results and prior intravenous drug use history) for patients who rely on family or friends as informal or formal caregivers. Many times, the option to use the portal is foregone by patients because of this current all-or-nothing access approach to patient information via a proxy login. One solution to this dilemma is to allow patients the ability to choose the level of proxy access a caregiver or family member will have. EHR vendors should be incentivized via health information policy to innovate, and safety-net health systems should advocate for more patient-centered options around level of access to health data via proxy relationships, especially when patient privacy and security remain a top level of concern among safety-net patients. This is a feature that should be available to all patients and will resonate with several groups, including adolescents, older adults, and patients with some sort of impairment or disability, in other health care settings.

**Limitations and Strengths**

Among the limitations of this formative study are the small sample size and generalizability to other safety-net health care systems, which are different from the California settings included in the study. However, the purpose of this qualitative study is to generate initial insights about provider buy-in regarding portal potential for caregivers in the safety-net.

This is one of the few studies to probe into provider perspectives around the role of caregivers in portal use within the safety-net. We found that providers recognized the potential for portals to improve information delivery and communication, benefiting caregivers who are assisting socially and medically complex patients in the safety-net. These safety-net health care providers and leaders focused on expanding the functionality of the portal, so that it does more for caregivers.

**Conclusions**

Overall, safety-net systems that seek to maximize the use of portals in their communities must develop specific strategies to uphold patient preferences and innovatively support caregivers while maintaining privacy and security. Further work is needed to assess and support diverse caregivers’ access to portals by addressing pivotal barriers, such as health or digital literacy and English proficiency [44]. Safety-net health systems provide health care for our most medically and socially fragile patients: populations that include patients with multiple morbid conditions, limited English proficiency, cognitive impairment, physical and mental disabilities, low literacy, homelessness, substance use disorder, justice involvement, and immigrant and refugee status. As they serve the most vulnerable, safety-nets are the ideal places to develop and refine the next patient and caregiver-centered iterations of the EHR and the patient portal. However, to make this tool work for our most vulnerable patients, we must take intentional steps to ensure that the patient portal can be effectively and efficiently deployed by their caregivers in the systems that serve these high-risk patients.
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Abstract

Background: Giving patients access to their health information is a provincial and national goal, and it is critical to the delivery of patient-centered care. With this shift, patient portals have become more prevalent. In Alberta, the Alberta Health Services piloted a portal (MyChart). There was a need to identify factors that promoted the use of this portal. Furthermore, it was imperative to understand why there was variability in uptake within the various clinics that participated in the pilot.

Objective: This study aims to identify potential factors that could improve the uptake of MyChart from the perspectives of both users and nonusers at pilot sites. We focused on factors that promoted the use of MyChart along with related benefits and barriers to its use, with the intention that this information could be incorporated into the plan for its province-wide implementation.

Methods: A qualitative comparative case study was conducted to determine the feasibility, acceptability, and initial perceptions of users and to identify ways to increase uptake. Semistructured interviews were conducted with 56 participants (27 patients, 21 providers, 4 nonmedical staff, and 4 clinic managers) from 5 clinics. Patients were asked about the impact of MyChart on their health and health care. Providers were asked about the impact on the patient-provider relationship and workflow. Managers were asked about barriers to implementation. The interviews were recorded, transcribed verbatim, and entered into NVivo. A thematic analysis was used to analyze the data.

Results: Results from a comparison of factors related to uptake of MyChart in 5 clinics (2 clinics with high uptake, 1 with moderate uptake, 1 with low uptake, and 1 with no uptake) are reported. Some theoretical constructs in our study, such as intention to use, perceived value, similarity (novelty) of the technology, and patient health needs, were similar to findings published by other research teams. We also identified some new factors associated with uptake, including satisfaction or dissatisfaction with the current status quo, performance expectancy, facilitating conditions, behavioral intentions, and use behavior. All these factors had an impact on the level of uptake in each setting and created different opportunities for end users.

Conclusions: There is limited research on factors that influence the uptake of patient portals. We identified some factors that were consistent with those reported by others but also several new factors that were associated with the update of MyChart, a new patient portal, in the clinics we studied. On the basis of our results, we posit that a shared understanding of the technology among patients, clinicians, and managers, along with dissatisfaction with nonportal-based communications, is foundational and must be addressed for patient portals to support improvements in care.

(J Med Internet Res 2020;22(7):e18973) doi:10.2196/18973
KEYWORDS
patient portals; information technology; adoption

Introduction

Background

The rising costs of health care services and the increased prevalence of chronic conditions necessitate transformative changes in health care delivery. Deliberations on these changes have focused on access to information and the interconnectedness of health information systems [1]. Providing patients secure access to their health information is a provincial [2-5] and national goal in Canada [6,7], and it is considered critical to the delivery of patient- and family-centered care [2-4]. Surprisingly, many portals have underperformed expectations in Canada [8] and in other jurisdictions [9,10]. Although patients today have greater access to their medical information than ever before, there is a need to identify the best way to provide this information and to understand the impact of the provision of medical information to patients on the health care providers.

To address the issues mentioned above, the Alberta Health Services (AHS), a province-wide health delivery organization, piloted a patient portal called eCLINICIAN MyChart (an AHS branding of EpicCare Ambulatory from Epic Systems, 2014 version) between 2016 and 2019 [11]. The goals of the study were to determine whether MyChart would help patients and their families participate actively in the maintenance and monitoring of their health information and to provide information that could be used to scale up the use of MyChart by documenting factors that both hindered and promoted MyChart uptake.

Objectives

We aimed to accomplish this goal by collecting data from both users and nonusers at the pilot sites. We focused on factors that promoted the use of MyChart along with the related benefits and barriers to its use, with the intention that this information could be incorporated into the plan for its province-wide implementation. To the best of our knowledge, this is the first study that has considered the perspectives not only of patients and health care providers but also of clinic managers and nonmedical staff, such as receptionists, on the impact of patient portal uptake. The timing of data collection began before the introduction of the portal to identify expectations held by health care providers. Deliberations on these changes in health care delivery. Deliberations on these changes have focused on access to information and the interconnectedness of health information systems [1]. Providing patients secure access to their health information is a provincial [2-5] and national goal in Canada [6,7], and it is considered critical to the delivery of patient- and family-centered care [2-4]. Surprisingly, many portals have underperformed expectations in Canada [8] and in other jurisdictions [9,10]. Although patients today have greater access to their medical information than ever before, there is a need to identify the best way to provide this information and to understand the impact of the provision of medical information to patients on the health care providers.

To address the issues mentioned above, the Alberta Health Services (AHS), a province-wide health delivery organization, piloted a patient portal called eCLINICIAN MyChart (an AHS branding of EpicCare Ambulatory from Epic Systems, 2014 version) between 2016 and 2019 [11]. The goals of the study were to determine whether MyChart would help patients and their families participate actively in the maintenance and monitoring of their health information and to provide information that could be used to scale up the use of MyChart by documenting factors that both hindered and promoted MyChart uptake.

Research Question

The research question was as follows: What factors impacted the differences in uptake of the patient portal MyChart and what elements were deemed crucial for uptake and access for all end users?

This question was developed by incorporating the principles of diffusion of innovation by Rogers [13] and the theory of technology acceptance by Davis [14]. Rogers’ theory focuses on explaining how and why new ideas and technologies spread, whereas Davis’ theory focuses on the perceived usefulness of a technology to enhance performance [13,14]. By incorporating these 2 frameworks, we were able to consider the various theoretical approaches relevant when considering the uptake of a patient portal within a publicly funded health care system.

Ethics Approval

This study received ethics approval from the Research Ethics Board at the University of Alberta (Study ID: MS6_Pro0084135) and operational approval for the clinics included in this study from AHS (OA43157, OA43158, OA43159, and OA43160).

Design

Using a qualitative comparative case study design [15-17], we performed 56 in-depth semistructured interviews with clinic managers, health care providers, nonmedical providers (receptionists), and patients from 5 clinics that participated in the pilot. Comparative case studies involve the analysis and synthesis of similarities, differences, and patterns across 2 or more cases that share a common focus or goal [15]. In this study, each of the 5 clinics constituted a case. A comparison of cases provided an opportunity to learn more about factors that played a role in the uptake during a real-time patient portal implementation from the standpoint of study participants rather than from existing frameworks.

Study Setting

Alberta, Canada, has a publicly funded and managed health care system based on the principles of universal access to medically necessary services. AHS [18] is the largest provider of health care services in Alberta, delivering care to more than 4 million people. In 2016, AHS introduced a patient portal called MyChart that was connected to the central electronic medical record system called eCLINICIAN. This was carried out through a pilot where several self-selected clinics decided to participate; however, individual health care providers within the clinics were free to participate or not. MyChart allowed patients to view appointments, medical test results, and medication therapies and to communicate with their health care providers through a computer or an app on a phone or tablet. It was developed by the Epic Systems Corporation (Epic) and customized to fit the needs of AHS. The pilot was led by the eCLINICIAN MyChart Working Group, comprising physicians.
from both family medicine and various specialties, technology experts, policy makers, and health care administrators.

Following ethics approval, 5 clinics in the pilot were selected for this study based on the number of patients enrolled in MyChart per clinic and the length of time each clinic had been using it. These clinics were considered minimal and safe users of the nonportal functionalities of the Epic product (eg, eCLINICIAN). Three of the clinics were specialist clinics, 1 clinic was a community-based family practice clinic, and 1 clinic was a family practice clinic hosted within an AHS facility. The AHS family practice clinic was selected because although in principle they agreed to participate, they never enrolled any patients. The key features of the cases are outlined in Table 1.

<table>
<thead>
<tr>
<th>Details of the clinic</th>
<th>Type of setting</th>
<th>MyChart patient enrollment, n⁵⁻²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinic 1: medium user of MyChart</td>
<td>Specialty clinic in academic setting</td>
<td>357</td>
</tr>
<tr>
<td>Clinic 2: high user of MyChart</td>
<td>Specialty clinic in academic setting</td>
<td>875</td>
</tr>
<tr>
<td>Clinic 3: low user of MyChart</td>
<td>Specialty clinic in academic setting</td>
<td>172</td>
</tr>
<tr>
<td>Clinic 4: high user of MyChart</td>
<td>General practice clinic in community setting</td>
<td>965</td>
</tr>
<tr>
<td>Clinic 5: no users of MyChart</td>
<td>General practice clinic in academic setting</td>
<td>0</td>
</tr>
</tbody>
</table>

⁵⁻²As reported in April 2019.

Sample and Recruitment Strategy

Before deciding on the required study sample, the project team had discussions with the MyChart project team and the staff of several clinics in the pilot to understand how its use evolved in each setting. On the basis of those conversations, MA developed a participant recruitment framework (Figure 1), which was reviewed by KO, TS, DM, and MB and then finalized.

On the basis of this framework, we decided to recruit clinic managers and health care providers who did or did not participate in the pilot and patients who used or did not use MyChart, including proxy users. MyChart permits proxy access to family members who provide care to their loved ones.

Clinic managers and health care providers were recruited using a purposive sampling [19] approach. TG contacted each identified clinic, requested an introductory meeting with the clinic manager, and responded to any follow-up concerns. The clinic managers invited health care providers (specialists, general practitioners, and/or nurses) to participate in these introductory meetings. MA developed the presentation and recruitment materials. DM and TS reviewed the materials. MA and MB attended these meetings, described the study, and discussed recruitment strategies for health care providers and patients within each clinic. After answering any questions, MA obtained...
written consent from health care providers and other clinic staff who were willing to participate in the study. MA set up interviews with clinic managers and health care providers. During the interviews, we identified that only 1 clinic implemented the MyChart web-based booking and canceling appointments function, so all 4 receptionists (nonmedical providers) in that clinic were interviewed.

Patients were recruited using a recruitment card (Multimedia Appendix 1), which was handed out by health care providers at each clinic over a 2-week period. They had provided the card to all patients they saw during those 2 weeks. Patients contacted MA directly if they were interested in participating.

Data Collection

MA scheduled interviews and explained the study, answered questions, and obtained written consent from those who agreed to participate. The participants then completed a demographic information form and were assigned a deidentifying code used to maintain anonymity and track data. All recruited participants took part in an individual semistructured interview (conducted by MA face-to-face or by telephone) lasting between 30 and 45 min. Notes and reflections were written by MA immediately after each interview. The semistructured interview guides (Multimedia Appendix 2) were developed by MA, based on the research question, and then were reviewed by the other authors and revised based on feedback. To determine whether the interview guides required adjustments, MA evaluated the recordings of the first 2 interviews per group. No changes were made. All interviews were recorded digitally, transcribed verbatim, checked for accuracy, and then uploaded to NVivo 11 (QSR International) to facilitate analysis. Data collection and analysis occurred concurrently until no new dimensions of the participants’ experiences were identified [20].

Data Analysis

The data collected guided the structure of the subsequent analyses, following the principles of inductive thematic analysis [21-23]. MA cleaned all transcripts and then read each transcript several times, coded transcripts for key ideas related to the research question, and grouped codes into preliminary categories. KO reviewed all codes and categories and discussed them with MA. Preliminary categories across cases and participant groups were organized according to recurring and emerging themes by MA and reviewed by KO and TS. As is common in qualitative research, the findings were built from the data [24]. The findings were then compared with those of other studies. Several processes were undertaken to maintain the trustworthiness of the data [23], including establishing credibility by recruiting a diverse sample with different and sometimes opposing perspectives and maintaining a comprehensive audit trail in NVivo 11. To ensure transferability of the data, detailed descriptions of the sample and thick descriptions of findings were developed. Analytic rigor was enhanced through regular meetings of the research team to discuss emerging findings. As each interview was completed, all available interviews were reviewed collectively. Data saturation was reached after 25 patient and 20 health care provider interviews, but 2 more patients and 1 more provider were interviewed to ensure that important information was not missed. The demographic data were analyzed descriptively and added as case nodes in NVivo to explore factors associated with the adoption of MyChart.

Results

Demographic Characteristics

Our plan was to recruit patients who would fit one of the following categories: user (has access to MyChart and has used it at least once in the past 6 months), declined (offered but declined to sign up), did not continue to use (signed up but did not use), and proxy access user. We were able to recruit only 1 patient who declined and none who did not continue to use, as we had no means of obtaining information about discontinued usage.

We also recruited 1 caregiver who used MyChart under the proxy provisions and several caregivers who used the family member accounts. Table 2 shows the patient respondents’ demographics and reported conditions.

We were able to recruit several health care providers who were nonusers (1 provider elected not to participate in the pilot, 1 medical resident who was not aware that MyChart was part of the clinic where he or she was working, and 3 medical office assistants who were familiar with MyChart; however, as a result of the implementation process for MyChart in that particular clinic, they were not involved directly with MyChart). The specialty physicians were endocrinologists (n=3), neurologists (n=5), and gastroenterologists (n=5). Table 3 shows the health care providers’ and clinic managers’ demographic information. Overall, 56 participants were recruited (Table 4; to see interview codes and the demographic characteristics per participant group, see Multimedia Appendices 3 and 4).
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>17 (62)</td>
</tr>
<tr>
<td>Male</td>
<td>10 (37)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>1 (3)</td>
</tr>
<tr>
<td>26-35</td>
<td>1 (3)</td>
</tr>
<tr>
<td>36-45</td>
<td>0 (0)</td>
</tr>
<tr>
<td>46-60</td>
<td>16 (59)</td>
</tr>
<tr>
<td>≥61</td>
<td>9 (33)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Never legally married</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Legally married and not separated</td>
<td>18 (66)</td>
</tr>
<tr>
<td>Separated, but still legally married</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Divorced</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Common law</td>
<td>4 (14)</td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school degree</td>
<td>0 (0)</td>
</tr>
<tr>
<td>High school degree or equivalent</td>
<td>5 (18)</td>
</tr>
<tr>
<td>Some postsecondary education but no degree</td>
<td>7 (25)</td>
</tr>
<tr>
<td>Registered apprenticeship or other trades certificate or diploma</td>
<td>5 (18)</td>
</tr>
<tr>
<td>Associate degree</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>7 (25)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>2 (7)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Employed, working ≥40 hours per week</td>
<td>9 (33)</td>
</tr>
<tr>
<td>Employed, working 1-39 hours per week</td>
<td>7 (25)</td>
</tr>
<tr>
<td>Not employed, looking for work</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Not employed, not looking for work</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Retired</td>
<td>4 (14)</td>
</tr>
<tr>
<td>Unable to work</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>2 (7)</td>
</tr>
<tr>
<td><strong>Family income (Can $)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;20,000 (US $14,723)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>20,000-34,999 (US $14,723-25,765)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>35,000-49,999 (US $25,766-34,806)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>50,000-74,999 (US $36,807-55,210)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>75,000-99,999 (US $55,211-73,614)</td>
<td>4 (14)</td>
</tr>
<tr>
<td>100,000-149,999 (US $73,615-110,422)</td>
<td>8 (29)</td>
</tr>
<tr>
<td>≥150,000 (US $110,423)</td>
<td>11 (40)</td>
</tr>
<tr>
<td><strong>Chronic condition</strong></td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Demographic information of the health care providers (n=21) and clinic managers (n=4).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Health care providers’ demographics, n (%)</th>
<th>Clinic managers’ demographics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>16 (76)</td>
<td>3 (75)</td>
</tr>
<tr>
<td>Male</td>
<td>5 (23)</td>
<td>1 (25)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;18</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>18-29</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>30-39</td>
<td>2 (9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>40-49</td>
<td>8 (38)</td>
<td>2 (50)</td>
</tr>
<tr>
<td>50-59</td>
<td>8 (38)</td>
<td>1 (25)</td>
</tr>
<tr>
<td>60-64</td>
<td>2 (9)</td>
<td>1 (25)</td>
</tr>
<tr>
<td>≥65</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Type of</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family physician</td>
<td>2 (9)</td>
<td>1 (25)</td>
</tr>
<tr>
<td>Specialty physician</td>
<td>5 (23)</td>
<td>2 (50)</td>
</tr>
<tr>
<td>Registered nurse</td>
<td>8 (38)</td>
<td>1 (25)</td>
</tr>
<tr>
<td>Nurse practitioner</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Medical office assistant</td>
<td>4 (19)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Resident</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Working at</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Academic-based care</td>
<td>14 (66)</td>
<td>3 (75)</td>
</tr>
<tr>
<td>Community-based care</td>
<td>7 (33)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Both</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>In which type of setting do you work</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community clinic or health center</td>
<td>8 (38)</td>
<td>1 (25)</td>
</tr>
<tr>
<td>Specialty clinic</td>
<td>13 (61)</td>
<td>3 (75)</td>
</tr>
</tbody>
</table>

Chronic conditions reported by the participants included arthritis, Barrett syndrome, bleeding disorder, breast cancer, celiac disease, chronic obstructive pulmonary disease, Crohn disease, depression or anxiety, diabetes type 1, diabetes type 2, high blood pressure, hypothyroid, inflammatory bowel syndrome, irregular heartbeat, Langerhans cell histiocytosis, multiple sclerosis, osteoporosis, prediabetes, psoriasis, relapsing-remitting multiple sclerosis, sleep apnea, systemic mastocytosis, thyroid disease, and ulcerative colitis.
Table 4. Interviewed participants per case.

<table>
<thead>
<tr>
<th>Interviewees</th>
<th>Clinic manager, n</th>
<th>Health care providers, n</th>
<th>Nonmedical staff, n</th>
<th>Patients, n</th>
<th>Caregiver, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinic 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MyChart user</td>
<td>1 (female)</td>
<td>3 (2 female and 1 male)</td>
<td>0</td>
<td>4 (female)</td>
<td>1 (male)</td>
</tr>
<tr>
<td>MyChart nonuser</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Clinic 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MyChart user</td>
<td>1 (female)</td>
<td>5 (female)</td>
<td>0</td>
<td>5 (female)</td>
<td>N/A^a</td>
</tr>
<tr>
<td>MyChart nonuser</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Clinic 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MyChart user</td>
<td>1 (female)</td>
<td>4 (female)</td>
<td>0</td>
<td>4 (3 female and 1 male)</td>
<td>N/A</td>
</tr>
<tr>
<td>MyChart nonuser</td>
<td>0</td>
<td>1 (male)</td>
<td>0</td>
<td>1 (male)</td>
<td>N/A</td>
</tr>
<tr>
<td>Clinic 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MyChart user</td>
<td>1 (male)</td>
<td>2 (1 female and 1 male)</td>
<td>4 (female)</td>
<td>11 (5 female and 6 male)</td>
<td>N/A</td>
</tr>
<tr>
<td>MyChart nonuser</td>
<td>0</td>
<td>5 (4 female and 1 male)</td>
<td>0</td>
<td>1 (male)</td>
<td>N/A</td>
</tr>
<tr>
<td>Clinic 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MyChart user</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>MyChart nonuser</td>
<td>0</td>
<td>1 (male)</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
</tbody>
</table>

^aN/A: not applicable.

Themes

We coded each group of interviewees (clinic managers, health care providers, nonmedical staff, and patients) separately. As we were reviewing the transcripts and coding them, it became evident that the concerns raised by nonusers were also raised by users of MyChart. Therefore, information collected from users and nonusers was aggregated. Textbox 1 shows the identified themes.

Textbox 1. Themes per sample group.

Patients

- Theme 1: My health, my responsibility, but I need the information to do that
- Theme 2: Convenience, convenience, convenience
- Theme 3: A few tweaks will do it
- Theme 4: Do not take it away

Health care providers

- Theme 1: Of course we need it
- Theme 2: Yes, it did some good things
- Theme 3: Not all was great
- Theme 4: Consider my needs

Clinic managers

- Theme 1: Time for some efficiency in communication
- Theme 2: Heard great things about it
- Theme 3: Heard about some issues as well
- Theme 4: Change is needed

Nonmedical providers

- Theme 1: Great service for the patient
- Theme 2: Needs some education
- Theme 3: Need to maintain and expand
The themes from each sample group are described in more detail below, with direct quotations used to support the analysis.

**Patients**

A total of 27 patients from 4 clinics were interviewed. Four themes emerged from the interviews: (1) my health, my responsibility, but I need the information to do that; (2) convenience, convenience, convenience; (3) a few tweaks will do it; and (4) do not take it away.

**Theme 1: My Health, My Responsibility, but I Need the Information To Do That**

When initially offered, patients were unsure what to expect from a system that would give them access to their own health care information—information that had been difficult to obtain previously. Furthermore, participants noted that the introduction to MyChart was not as convincing as it might have been, thus they were unsure if there was any benefit for them. Patients decided to enroll and use MyChart based on their interest in being more proactive in their own health:

First, I am convinced that my health is MY responsibility, not the physician or treatment team. They are here to advise and instruct and carry out detailed procedure that I accept. I must be convinced of the efficacy of treatment options. I am not a blind follower of absolute directions from the all-knowing care-teams. I always try to enter into a meaningful dialogue about treatment options and expected results, and I expect the treatment teams to deal with me professionally and personally. [1PAT3]

Patients noted that seeing their medical results did not cause them to be anxious or call the doctor’s office more, as had been expected by their health care providers. Patients were genuinely surprised that the system actually maintained records of their health information. Some were surprised to learn things that they were uninformed about previously.

This theme centered on the importance of having access to credible information that “helps me look after me” (3PAT1). Having access to the information allowed patients to make more informed choices. Empowerment and comfort were also considered important:

*It has been empowering for me and that also feel that because of it, I am burdening the system a lot less. Fewer appointments, fewer phone calls...and also I feel not just burdening the system but I’m better able to take care of myself.* [3PAT1]

Patients no longer accepted the modus operandi that no news, is good news. They wanted to know whether their results were good or bad. Having access to their medical records was seen as a necessity, as patients were already trying to collect and maintain it by requesting copies from their health care providers. Patients expressed frustration with the fact that patient portals exist elsewhere and regarded the process of implementation in Alberta to be slow. Overall, patients felt that they needed this information to be responsible for their own health.

**Theme 2: Convenience, Convenience, Convenience**

The term convenience was used to describe a missing element in health care and the contribution of MyChart to solving this problem. Regardless of where the patient was, they liked being able to connect with their health care team through MyChart. Just knowing that they could reach out to their health care provider was considered a safety net. Being able to contact their health care provider directly through an email system and receive prompt replies was appreciated. Patients indicated that, from their point of view, they did not abuse this system and they only sent messages when needed. Although patients did not understand all their test results, they saw the benefits of having the information and used it to frame more specific questions for their health care providers and to discuss treatment plans. Most of the time, the provided ranges of results were sufficient for patients to understand their results. Furthermore, some patients had been performing the same tests over the years, thus they were already aware of how to interpret their test results:

*I may not understand everything, in fact I understand very little but this information enables me to ask a smarter question.* [4PAT2]

Patients wanted the same convenience in interactions with their health care provider as for other services such as banking and shopping. The ability to make and cancel appointments web-based was described as extremely convenient and valuable. One patient explained that “you should not have human resources doing the work that can be done with clicks” (4PAT2).

Another patient described the ability to make appointments web-based as freedom. In addition, having the ability to fill out questionnaires before going to the appointment was seen as beneficial, as patients had the ability to take the time and carefully think about the answers. Caregivers used the information in MyChart to monitor the health of their family members.

Patients correlated the convenience of MyChart with cost saving, as patients were able to see their results without making unnecessary follow-up appointments, did not have to travel for a short appointment, did not have to take time off from work, and did not have to pay for parking and/or pay to get their results printed. They saw this not only as cost savings to them but also as cost savings to the health care system.

Although proxy access was one of the most challenging elements to set up within MyChart, patients noted that it was one of the most beneficial connections, especially when caring for a family member:

*Now my father who is 90 is a different story and one of the very interesting and most important features of this is the availability we have to see dad’s test results. So, I can access because you know my dad and I work together, and this is maybe kind of not how they thought this was going to work, but as a primary caregiver with my dad, I’ve got his user ID and password, which I set up for him anyway.* [4PAT3]
Patients who had provided proxy access to their accounts were cognizant of the possible issues, but they found that the benefits outweighed the risks. Patients in our study did not seem to be greatly concerned about privacy and security. They felt that this system was as secure as any other system that had their personal information:

> Well there’s a concern every time I pull out my debit card or my visa. There is a concern every time I go on Instagram. There’s a concern with every single thing we do and I could choose to be paralyzed by that and not have a credit card, and not go online, not do anything. But I choose to do all those things to enjoy the benefits, I guess. It’s I suppose convenience and you use reasonable care, I think. And you kind of recognize that things can be hacked into and data can be lost. [4PAT4]

**Theme 3: A Few Tweaks Will Do It**

Although patients found MyChart very beneficial, they also described some of the barriers that they experienced with the system. Some patients expressed concerns about their ability to understand the results, as they did not find the descriptions in MyChart valuable at all times. Diagnostic reports were not accompanied with explanations; thus it was difficult for patients to interpret the findings. Some patients did not appreciate the fact that health care providers did not see them as sufficiently competent to understand the information:

> But you know the medical professionals are God and everybody else bows before them and does whatever they say. You know they’re the only ones that can interpret this stuff properly. [4PAT4]

Patients expressed dissatisfaction about the inability to see the entire medical record, including the doctor’s notes.

No education or training on how to use MyChart was provided. As they did not know what their use of MyChart would entail, some patients decided not to sign up, noting that it might take “too much time to learn the things” (4PAT11 [NU]). Patients were frustrated about the lack of access to most MyChart functions. Patients in the clinics without the option to book web-based appointments defined this gap as a barrier:

> I can book my flights, I can book my hotels, I can do it all on an app on my smartphone. I can book my lab, why can’t I book my doctor’s appointment. [4PAT4]

Patients also did not understand why all their family members could not be on the system.

The sign-up and the sign-in process were barriers to some patients. One person said, “I mean I understand that they need a certain security level, I totally understand that, but it was so delicate and so picky that it often didn’t work” (4PAT1). Although MyChart was seen as a beneficial tool that enhanced the patient-provider relationship, some expressed concerns about health care being computerized and what that would mean for the patient-provider relationship, some expressed concerns about a certain security level, I totally understand that, but it was so delicate and so picky that it often didn’t work. But I choose to do all those things to enjoy the benefits, I guess. It’s I suppose convenience and you use reasonable care, I think. And you kind of recognize that things can be hacked into and data can be lost. [4PAT4]

Participants wanted to inform decision makers regarding the value of the patient portal and their wish for it to be maintained, and they had some suggestions for improvements (see Multimedia Appendix 4 for additional quotes).

**Health Care Providers**

A total of 21 health care providers from 5 clinics were interviewed. Four themes emerged from the interviews: (1) of course we need it; (2) yes, it did some good things; (3) not all was great; and (4) consider my needs.

**Theme 1: Of Course We Need It**

We commenced the interviews with health care providers by soliciting opinions about their perceptions of MyChart and their experience of its implementation. Many expressed positive views as they saw it as a good vehicle for delivering information to patients:

> I think it’s the patient’s information. And unless there’s a really clear medical reason, like maybe they have severe anxiety, mental health issues, or something else that maybe they shouldn’t have it. I don’t see any reason why they shouldn’t have that information based on pretty much real time unless there are a certain subset of things that possibly might qualify for that maybe it’s a cancer diagnosis. [4HCP1]

One described MyChart as “a piece of our healthcare system that’s been missing” (1HCP2). Furthermore, many providers agreed that patients had the right to their information and said portals were a great tool for that purpose. Providers thought MyChart had a positive impact on both themselves and their patients, “I can say fairly from my patients that experience is always been positive and been positive to me” (1HCP2).

**Theme 2: Yes, It Did Some Good Things**

Health care providers described several benefits from the MyChart for patients, “by learning about their health even and that sort of thing that they can click on into a health portal and learn about their condition or what comes up, or surgeries or whatever” (1HCP1). Providing patients with information improves patient visits. One provider said, “when you are armed with the results and armed with some of those values, it will make the patient interviews and patient visits a bit more meaningful” (4HCP2). MyChart was seen as a secure system where everything was recorded, as even a nonuser provider stated, “everything’s documented so you don’t have to worry” (4HCP4 [NU]).

and said it would be like going “back to the Stone Ages” (4PAT4). They said they were not being informed on regular bases about the future of MyChart. Furthermore, patients explained that if MyChart was removed, they would have to go back to playing phone tag with their providers:

> In this world where we have access to so much information and can make choices and view and control things online. My expectation is that I should be able to do that with my healthcare. And my experience is it's probably giving me better healthcare more efficiently than the old way. [4PAT4]
Providers stated that MyChart was desirable as it reduced phone calls and provided an alternative means of communication. One of its novel functions was 2-way secure communication for nonemergency issues. This function required many modifications and decisions because it had not been tested before the pilot, and participating clinicians had expressed skepticism. It was also one of the main reasons many health care providers within the participating clinics decided not to participate in the pilot. Providers assumed that they would be inundated with a high number of messages, and there was no payment plan in place to remunerate them for the time required to answer these messages. As patients on MyChart started calling the clinic less frequently to get results, health care providers recognized the improvement in workflow, “instead of them calling us, they’re just sending us a message through MyChart, which is easier for us on our end” (2HCP4).

Although only 1 clinic during the pilot decided to implement the appointments function for their patients, it proved to be extremely valuable as patients could “do it at their convenience to save some calling back and forth” (4HCP1). Providing proxy access was seen as a much-needed innovation in delivering health care. It was a new function that was never offered in Alberta before the MyChart pilot. Providers were positive about the approach. The most common request for proxy was for a spouse or adults caring for their elderly parents. One provider said, “the wife is the one that like keeps track of all the health information or like the different results and medications and whatnot so they’re usually the ones that email about their husband’s symptoms or questions or whatnot” (2HCP1).

MyChart did not impact workflow negatively, as was originally expected. The major benefits in terms of workflow was that it improved communication between patients and providers and that it provided a means of accessing information quickly. The work itself did not change, but there was a change in the way the work was performed. The system allowed other team members to be informed about communication and decisions.

**Theme 3: Not All Was Great**

Although there were many benefits of having MyChart available to patients, providers expressed several concerns. Not all patients were deemed fit to have access to their health care information, as “too much information sometimes is not a great thing” (1HCP1). Another provider stated that “a lot of patients wouldn’t really want to know that; they’ll just want to know if they’re living or dying” (5HCP1 [NU]). Providers made decisions about which patients would be offered MyChart and stated that sometimes they did not offer it because there was no time to do so:

> I offer it to all although I can tell you I’m not consistent. So, I mean to offer it all but there’s plenty of times when I’m rushing around in a clinic, and/or if a person has a lot of other concerns it doesn’t pop into your mind and so you’re more focused on other things during your clinic visit. [2HCP3]

Health care providers did not want the additional work of educating and helping patients or providing technical support. One provider stated, “more physicians are annoyed with that; they’ll just stop offering that service” (1HCP3). This reluctance was based on previous experiences that technologies tend to be implemented without proper technical support or education. Providers felt that they had to “wing it” in using the system. MyChart was perceived as potentially taking time away from medical consultations if providers had to do promotion and education. As another provider stated, “I do not have time in that time to introduce a concept that has to be done by somebody else” (3HCP5). Some providers described that they just forgot about MyChart and did not bother with enrolling patients:

> It’s kind of forgotten sometimes and it could be the nature of the clinic. It’s a busy clinic and maybe it’s just forgotten as a tool. There is one physician that does use it more so than others. [3HCP3 NU]

There were no clear guidelines and expectations, thus there was hesitancy about what was the right thing to do. Health care providers expressed apprehension because they were unclear what MyChart meant in terms of changes in charting practices.

**Theme 4: Consider My Needs**

When asked about the upcoming provincial-wide implementation, health care providers stated that if MyChart were continued, then it needed to reflect their needs and be established in a manner that would work within their busy schedules. It was stated that the system would need to be developed around some kind of incentives. No incentives would mean that “people won’t use it” (1HCP3) and patients would not receive the opportunity to be introduced to the portal. Policies and guidelines should be implemented about charting, proxy access, and 2-way communication. MyChart could be incorporated as long as it did not contribute to additional workload (see Multimedia Appendix 4 for additional quotes).

**Clinic Managers**

A total of 4 clinic managers were interviewed, and 4 themes emerged from the interviews: (1) time for some efficiency, (2) heard great things about it, (3) heard about some issues as well, and (4) culture change is needed.

**Theme 1: Time for Some Efficiency in Communication**

When managers were asked why they decided to be part of the pilot, they stated that it was to eliminate paper and phone calls, try an innovation, and provide new ways for patients to manage complex chronic conditions. They had positive views about portals and how portals could impact practice in a positive way. This was an important finding, as clinic managers were involved in decisions about whether to have their clinic involved in the pilot:

> I think that you know this is going to be the future. The question is how we get there. [4CM1]

They viewed MyChart as a way to connect team members and assist patients and providers. They thought that the system had the capacity to improve the communication processes currently broken in the health care system, as patients continue to complain that they are unable to reach their providers when needed.
Theme 2: Heard Great Things About It
Clinic managers stated that the impact of patients seeing their medical records was seen as a facilitator to better care. Patients already search for things on the web, and MyChart provided access to correct and legitimate information:

\[\text{Our patients are different patients than what they were 20 or 30 years ago because they have Internet access already. They already research all.} \text{[2CM21]}\]

It is important to note that clinic managers agreed that not all patients would use MyChart and that the system needed to accommodate this possibility. The MyChart 2-way communication function capacity was seen as a means of establishing new ways of communication and reducing reliance on phone calls.

Theme 3: Heard About Some Issues As Well
When the pilot started, only physicians were allowed to sign up patients to MyChart. This led to low enrollment numbers because physicians did not have enough time to explain MyChart to each patient. Furthermore, clinic managers described that many physicians did not participate in the pilot even though the clinic was part of the pilot. This was because of a lack of buy-in as physicians did not see MyChart as something beneficial. One clinic manager identified the issue of control as a drawback to the use of MyChart:

\[\text{Physicians traditionally are so accustomed to kind of controlling everything that happens with that patient. And when the patient starts seeing the results of what they’re trying to achieve, they’re worried about it derailing the treatment progress and the relationship between the provider and the patient, when in fact I think the actual opposite occurs.} \text{[2CM21]}\]

Clinic managers acknowledged that they heard from the health care providers about patients having issues with MyChart. The sign-up process was challenging and created grievances. Technical support was lacking, and health care providers had to figure out ways to help patients with the sign-up process. One of the barriers was that physicians did not take full responsibility for the 2-way communication.

Theme 4: Change Is Needed
Clinic managers stated that change is needed in the current provider-patient relationship. They agreed that all clinics should be able to provide it, so all patients would have the same opportunity to access their health care information:

\[\text{It needs to be a normal part of the life or not, it needs to be a normal part of, more the norm than the exception.} \text{[1CM1]}\]

Furthermore, clinic managers stated that physicians need to learn how to work with innovations such as MyChart and that these changes might not be easy in the beginning but are needed (see Multimedia Appendix 4 for additional quotes).

Nonmedical Staff
Only 1 clinic within the pilot opened the web-based appointment booking and canceling appointments function. For the scheduling function to be accessible, participating health care providers had to enter their availability in the system, which would allow patients to select from the available slots. Once a patient selects a slot, the clinic receives a message. If the booking was done incorrectly or the slot was changed, the office staff would call the patient and modify the booking. From these interviews, we identified 3 themes: (1) great service for the patients, (2) needs some education, and (3) need to maintain and expand.

Theme 1: Great Service for the Patient
The nonmedical staff described that participants “loved booking their own appointments especially because they know (if) something happens in the middle of the night, they can go on and book for the next day if there’s openings” (4NON2). If there were any issues with the appointment, then the staff would call the patient and get it all sorted out; therefore, MyChart lightened the workload.

Theme 2: Needs Some Education
As not all health care providers participated in the pilot, some patients in a given clinic were able to make web-based appointments, whereas others could not do so. In addition, a challenge was with patients who would book many appointments, as “they can book a whole bunch of them on MyChart in one day” (04MANON00213DEC2018).

Theme 3: Need to Maintain and Expand
Staff indicated that they would like more information about MyChart so that they could assist patients better and said that they needed “more awareness and if they ask questions I can help as I can’t help them much now” (4NON3; see Multimedia Appendix 4 for additional quotes).

Summary of the Results
We report the uptake and adoption of an initial phase of a patient portal introduction among 5 health care clinics that were, at the outset of the introduction, judged to be clinics where high uptake would be found. In contrast, 2 clinics showed high uptake, 1 clinic showed moderate uptake, 1 clinic showed low uptake, and the last clinic was categorized as a clinic without use. We identified several factors related to the uptake of the patient portal, including satisfaction and/or dissatisfaction with the current communication tools, performance expectancy, facilitating conditions, behavioral intentions, and use behavior. All these factors had an impact on the level of uptake in each setting and created different opportunities for the end users. Table 5 summarizes our findings about each clinic by considering our findings.

http://www.jmir.org/2020/7/e18973/
Table 5. Impact of the MyChart pilot on each case study.

<table>
<thead>
<tr>
<th>Case study</th>
<th>Level of usage</th>
<th>Satisfaction or dissatisfaction with the current communication tools</th>
<th>Performance expectancy</th>
<th>Facilitating conditions</th>
<th>Behavioral intention</th>
<th>Use behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinic 4</td>
<td>High user; 965 enrolled patients</td>
<td>Clinic considered as an innovation hub clinic; first clinic to go live within the PoC; 2 family doctors and a registered nurse participated; 3 family doctors did not participate</td>
<td>MyChart described as the most rewarding initiative; offered the web-based booking and canceling appointment function. Only clinic to do so</td>
<td>The registered nurse acted as the MyChart support person</td>
<td>High enrollment as they offered it to almost all patients</td>
<td>The clinic maintained high enrollment and incorporated the frontline staff (office assistants) to be part of the process</td>
</tr>
<tr>
<td>Clinic 2</td>
<td>High user; 875 enrolled patients</td>
<td>It was described that the clinic had the old way and the new way processes</td>
<td>The participating providers used the technology to share medical results with their patients and decrease the number of phone calls to the clinic</td>
<td>Two specialists maintained the old way who did not participate in the PoC because of the assumption that it will increase their workload and patients will contact them all the time. Two specialists implemented the new way</td>
<td>This process was maintained for a while, until the nurses from the nonparticipating specialists decide to start enrolling patients on MyChart</td>
<td>After the nurses took on the initiative to sign up patients to MyChart, the enrollment increased</td>
</tr>
<tr>
<td>Clinic 1</td>
<td>Medium user; 357 enrolled patients</td>
<td>MyChart was brought in because of the potential for uploading forms and questionnaires that patients tend to do</td>
<td>The technology did not produce the identified needs as the forms on MyChart were found to be inappropriate by the clinic</td>
<td>Nurses took on the active role in enrolling patients</td>
<td>Only offered to certain patients (medium enrollment)</td>
<td>The implementation process was observed by 2 other specialty clinics that enrolled in the PoC and achieved a high enrollment (1047 and 667 patients)</td>
</tr>
<tr>
<td>Clinic 3</td>
<td>Low user; 172 enrolled patients</td>
<td>The participating specialist is the clinic manager that brought MyChart to the clinic with the intent to decrease the number of phone calls or unnecessary follow-up appointments</td>
<td>The portal was deemed needed because of the 2-way communication function. However, patient messages sent through MyChart were often unanswered because of staff changes</td>
<td>The nurses did not actively participate in the enrollment process; other staff did not see the benefit and were unwilling to participate because of the 2-way communications function</td>
<td>Low enrollment, although patients expressed interest (interviewed 1 patient from this clinic who did not have access but wanted it)</td>
<td>MyChart was described as an afterthought</td>
</tr>
<tr>
<td>Clinic 5</td>
<td>Nonuser; 0 enrolled patients</td>
<td>Although offered to participate, the staff at this academic setting family clinic decided not to</td>
<td>The technology was deemed difficult to incorporate in the clinic’s flow</td>
<td>The clinic has patients with MyChart because of access provided at other clinics, but no provider from this clinic wanted to use or assist patients with the portal</td>
<td>The portal was not seen as something necessary in the delivery of health care services</td>
<td>No perceived value and thus no enrollment or usage</td>
</tr>
</tbody>
</table>

aPoC: proof of concept.

**Discussion**

**Principal Findings**

In our study, dissatisfaction with current health care communication tools appeared to be the primary factor that drove patients’ and providers’ decisions to consider the use of MyChart. Once they had made this decision, uptake was dependent on performance expectancy, which included understanding how to use the technology and valuing the additional functionality that it offered. Furthermore, although the themes emerged from the interview data, they aligned with the theory of technology acceptance by Davis [14] and included perceived usefulness, perceived ease of use, barriers to ease of use, and future usage [14]. For example, theme 1 from the patient interviews was *my health, my responsibility, but I need the information to do that*, which correlated with perceived usefulness [14], as shown in Textbox 2.
Textbox 2. Themes per sample group correlating with the theory of technology acceptance.

**Patients**
- Theme 1: My health, my responsibility, but I need the information to do that (perceived usefulness)
- Theme 2: Convenience, convenience, convenience (perceived ease of use)
- Theme 3: A few tweaks will do it (barriers to ease of use)
- Theme 4: Do not take it away (future usage)

**Health care providers**
- Theme 1: Of course we need it (perceived usefulness)
- Theme 2: Yes, it did some good things (perceived ease of use)
- Theme 3: Not all was great (barriers to ease of use)
- Theme 4: Consider my needs (future usage)

**Clinic managers**
- Theme 1: Time for some efficiency in communication (perceived usefulness)
- Theme 2: Heard great things about it (perceived ease of use)
- Theme 3: Heard about some issues as well (barriers to ease of use)
- Theme 4: Change is needed (future usage)

**Nonmedical providers**
- Theme 1: Great service for the patient (perceived usefulness)
- Theme 2: Needs some education (barriers to ease of use)
- Theme 3: Need to maintain and expand (future usage)

The conditions that facilitated understanding of the technology varied across clinics. Some clinics formally designated assistance with MyChart use to staff in their clinic. All clinics had high or medium uptake of MyChart. In other clinics, staff decided not to offer MyChart to some patients, which had an impact on the uptake of MyChart. Reasons are not entirely clear and require further investigation. Some patients who understood how to use the technology and valued it became users, whereas others did not. The main reason for discontinuing use appeared to be the lack of an immediate health care concern [25].

Figure 2. Clinic managers as gatekeepers to uptake of MyChart.

The actions of the clinic managers could be observed through Roger’s theory of diffusion, as they served as early adopters by assessing the advantages or disadvantages of the innovation. They determined the perceived efficiencies, its compatibility with the existing system, the complexity, and, ultimately, the benefits and unintended consequences of the innovation [13]. Usage and enrollment depended on how patients were informed about the portal. Patients in this study reported variable...
understanding of the portal following the introduction by clinic staff. Similar to the study by Kim et al [25], a quick introduction did not appear to be valuable to patients. In this study, participating health care providers reported not having sufficient time to explain the portal to patients. In clinics with higher uptake, a short introduction became incorporated into the clinic visit workflow, which allowed for more meaningful means in enticing patients to sign up.

Knowledge about the technology was another important component that led to increased or decreased usage. Ryan et al [26] found that patients and health care providers had positive views about patient portals but that older patients had less knowledge about patient portals. In this study, older participants reported that they took the time to learn and understand the system once they decided to enroll. We found that patients had to learn the system by trial and error. When patients were unable to navigate the sign up and authentication, the use of MyChart became impossible. When patients accessed medical information in MyChart, they reported becoming more active in the management of their health, which allowed them to see their health trends and identify opportunities for self-care. Patients came prepared with specific health questions because they could spend less time going over less valuable health information (eg, lab results) and making better use of scarce time with their care provider. This finding was similar to the results reported by Dendere et al [27].

Some research teams have reported a relationship between concerns regarding privacy and technology uptake [28-36]. In our study, participants did not report perceiving significant risks to having the confidentiality of their health information violated. Participants reported a sense that the health system would maintain appropriate controls and procedures to protect the security of their health information.

Although not all health care providers saw the value of patients having access to the same information, participants championing use of MyChart experienced more efficient ways to connect and communicate with their patients. This finding is in contrast to the findings reported by others who have studied patient portals [27,37-40] and reported that portals increased workload. For example, Koivunen et al [41] described the negative views of nurses about patient portals. Our findings are consistent with the work of other research teams who reported that nurses saw patient portals as an opportunity to improve communication with patients [42-44].

Furthermore, theories of how patient portals support health care system transformation may not draw upon crucial empirical data. The current findings emphasize that without a shared understanding of the purpose of patient portals and some dissatisfaction with existing communication methods, uptake lags. We posit that these aspects will be crucial as patient portals introduced in real-life care settings often accompany other technologies for clinicians and managers to navigate [44].

We agree with Wiljer et al [45], who described a need for a culture shift, where access to medical records is a fundamental right of every patient. A shift of this magnitude could only be accomplished with broad support from policy makers, health care providers, health administrators, and patients. Without adequate support for patients as complete partners in the management of their health, patients would be left to take actions based on incomplete and possibly inaccurate information from untrustworthy sources. Clinically useful uptake of patient portals is an essential enabler for patients as partners in managing their health and transforming the wider health system.

Limitations
There were several limitations to this study. Patient interviews were only conducted with patients who volunteered to participate and were attending an appointment with a health care provider who was also participating in the study. The information provided by participants may not have been recalled accurately by them. In addition, although all efforts were made, we were unable to identify and recruit participants who did not continue to use MyChart as we had no means to obtain information about discontinued usage. Finally, the findings should be generalized with caution to other health care systems and to settings that use other types of patient portals.

Conclusions
This work exposes a number of factors that have an impact on the uptake of MyChart. We found that dissatisfaction with nonportal-based communications was a foundational element that likely needs to be addressed before more advanced goals can be reached. We also found that clinical managers were key gatekeepers in the uptake process. Once a clinic manager decided that the clinic should use the portal, the designation of a staff member to help patients become more familiar with the portal appeared to increase uptake.
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Abstract

Background: Technology-mediated obesity treatments are commonly affected by poor long-term adherence. Supportive Accountability Theory suggests that the provision of social support and oversight toward goals may help to maintain adherence in technology-mediated treatments. However, no tool exists to measure the construct of supportive accountability.

Objective: This study aimed to develop and psychometrically validate a supportive accountability measure (SAM) by examining its performance in technology-mediated obesity treatment.

Methods: Secondary data analyses were conducted in 2 obesity treatment studies to validate the SAM (20 items). Study 1 examined reliability, criterion validity, and construct validity using an exploratory factor analysis in individuals seeking obesity treatment. Study 2 examined the construct validity of SAM in technology-mediated interventions involving different self-monitoring tools and varying amounts of phone-based interventionist support. Participants received traditional self-monitoring tools (standard, in-home self-monitoring scale [SC group]), newer, technology-based self-monitoring tools (TECH group), or these newer technology tools plus additional phone-based support (TECH+PHONE group). Given that the TECH+PHONE group involves more interventionist support, we hypothesized that this group would have greater supportive accountability than the other 2 arms.

Results: In Study 1 (n=353), the SAM showed strong reliability (Cronbach α=.92). A factor analysis revealed a 3-factor solution (representing Support for Healthy Eating Habits, Support for Exercise Habits, and Perceptions of Accountability) that explained 69% of the variance. Convergent validity was established using items from the motivation for weight loss scale, specifically the social regulation subscale (r=0.33; P<.001) and social pressure for weight loss subscale (r=0.23; P<.001). In Study 2 (n=80), the TECH+PHONE group reported significantly higher SAM scores at 6 months compared with the SC and TECH groups (r²=0.45; P<.001). Higher SAM scores were associated with higher adherence to weight management behaviors, including higher scores on subscales representing healthy dietary choices, the use of self-monitoring strategies, and positive psychological coping with weight management challenges. The association between total SAM scores and percent weight change was in the expected direction but not statistically significant (r=-0.26; P=.06).

Conclusions: The SAM has strong reliability and validity across the 2 studies. Future studies may consider using the SAM in technology-mediated weight loss treatment to better understand whether support and accountability are adequately represented and how supportive accountability impacts treatment adherence and outcomes.

Trial Registration: ClinicalTrials.gov NCT01999244; https://clinicaltrials.gov/ct2/show/NCT01999244

(J Med Internet Res 2020;22(7):e17967) doi:10.2196/17967
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Introduction

Background
Technology-mediated health behavior change interventions have become ubiquitous [1-4]. Adherence tends to drop off dramatically over time, such that few participants meet the program goals related to the use of technology-based intervention tools (eg, self-monitoring platforms) by the end of treatment [5-7]. Importantly, this poor adherence may lead to suboptimal treatment outcomes. Although technology-based interventions can lead to clinically significant weight loss in some participants [8], most of these programs demonstrate subpar outcomes in relation to in-person treatments [9,10]. For example, electronically delivered behavioral weight loss programs commonly achieve a weight loss of 3 kg to 5 kg within 3 to 6 months of treatment [11,12], whereas traditional in-person programs often produce a weight loss of 8 kg to 10 kg within the same time frame [11,13].

Given this challenge, research has focused on methods to improve adherence to technology-based behavioral interventions. To date, one of the most effective strategies has been the provision of additional support (eg, via telephone, email, text messages or via smartphone apps) from interventionists or lifestyle coaches [14-16]. Indeed, existing guidelines for the treatment of overweight and obesity specifically note that programs delivered electronically should provide personalized feedback from an interventionist and that primarily knowledge-based internet programs may be ineffective [11].

Consistent with these empirical findings, Mohr et al [17] recently proposed Supportive Accountability Theory, which posits that adherence to technology-based interventions may be improved through the provision of both social support (whether delivered in person or electronically and either synchronously or asynchronously) and accountability (the expectation that an individual would regularly have to explain their progress toward program goals). Despite the utility of Supportive Accountability Theory for identifying important potential mechanisms for improving adherence and, ultimately, program outcomes in technology-based interventions, there is no validated measure to assess supportive accountability.

Objectives
The objective of this study was to describe the development and validation of a measure for assessing supportive accountability within the context of technology-mediated programs for the treatment of adult obesity. Building off of the Social Support for Diet and Exercise Behaviors Scale developed by Sallis et al [18], a widely used social support measure in the weight management literature [15]. First, questions assessing accountability were developed by a senior author (TL), drawing on Mohr’s description of Supportive Accountability Theory [17] and her expertise in the field of obesity treatment. Items were developed to assess accountability for typical behavioral intervention components, including goals related to weight loss, dietary intake, and physical activity. Participants respond to items on this scale using a 7-point Likert scale, with response options ranging from 1 (not at all) to 7 (very much). A total of 10 items were judged to fully capture all facets of this construct (supporting content validity) and were thus retained. Multimedia Appendix 1 shows the final accountability items selected for the SAM.

To ensure balance in the number of items, 10 items were selected from the Sallis Social Support measure [17]. The original Sallis measure includes 43 items; some assess social support, whereas others assess sabotage, negative comments, and punishment. Overall, these subscales have demonstrated good internal consistency, criterion validity, and construct validity and acceptable test-retest reliability [18]; however, less support has been found for the utility of the negative subscales (Negative Comments, Sabotage, and Punishment). Given the lack of psychometric support for the negative subscales and that the questions focused on negative comments and sabotage did not align with the theoretical construct of supportive accountability, the 10 items that were retained from the Sallis measure were those that assessed positive support for healthy eating and exercise [18]. Participants were asked to rate support received from family, friends, and their weight loss coach on the 10 items using a 5-point Likert scale identical to that used in the original Sallis measure (1=Never, 2=Rarely, 3=A few times, 4=Often, 5=Very often, and 6=Does not apply, with scores of 6 being recoded as 1 before scoring).

A total score for the SAM was created using the 10 support items and 10 accountability items. The Social Support subscale involves summing all social support items. Since the
accountability items were measured on a 7-point scale and the social support items on a 5-point scale, the scores for the accountability measure involved summing all accountability items, multiplying the sum by 5, and then dividing by 7 to yield identical maximum scores for the 2 subscales. The total scores for social support and accountability were then summed to create an overall SAM score, with higher scores indicating higher levels of supportive accountability (possible range of total SAM scores 17.14-100). We then examined the psychometric characteristics of the SAM across 2 weight management trials (the study details are provided below under the Methods section for Study 1 and Study 2). Study procedures for Study 1 and Study 2 were approved by The Miriam Hospital Institutional Review Board, and secondary analyses of Study 2 data were approved by the University of Florida Institutional Review Board.

Study 1
Study 1 evaluated the psychometric characteristics of the SAM in adults with obesity enrolled in a behavioral weight management trial. Only baseline data from this trial were used, allowing for the evaluation of the SAM in the relevant population before any intervention or support.

Participants
Study 1 included 353 adults (aged 40-60 years) with obesity (BMI between 30 kg/m² and 40 kg/m²). Full eligibility criteria and recruitment procedures have been described elsewhere [20]. In brief, participants were recruited through mass mailings, newspaper/listserv ads, and direct referrals to an obesity treatment research center and were screened over the phone. Exclusion criteria were participation in another weight loss program, use of weight loss medication, history of bariatric surgery, weight loss of ≥5% in the last 6 months, pregnancy, lactation, less than 6 months postpartum, or plans to become pregnant during the study period, any health conditions that would contraindicate weight loss (eg, cancer, reported uncontrolled heart condition, inability to walk 2 blocks without stopping, and unexplained loss of consciousness), or inability to participate in an in-person, group program (eg, scheduling constraints). For individuals reporting joint problems, medication use, or other medical conditions that may limit the ability to exercise or need adjustment with weight loss, physicians’ consent was obtained. Study 1 participants were excluded from the current analyses if they did not complete the SAM measure at baseline (n=3).

Measures
All measures were collected at baseline.

Demographics
Standard demographics (eg, sex, age, race/ethnicity) were collected via a survey.

Anthropometrics
Height and weight were objectively assessed, with participants wearing one layer of light indoor clothing and shoes removed.

Supportive Accountability
The SAM was used to assess supportive accountability (see the Supportive Accountability Measure Development section for details).

Social Motivation for Weight Loss
The Treatment Self-Regulation Questionnaire (TSRQ) was administered to assess its convergent validity with the SAM. Given that the SAM is expected to measure social accountability, we examined whether the social external regulation subscale of the TSRQ [21] was associated with the SAM; 6 items were included, ranging from 1=Not true at all to 7=Very true (eg, “I want to lose weight or control my weight because…my spouse, family, friends or doctor would be upset if I didn’t”). Mean scores were calculated for this scale.

Social Pressure for Weight Loss
Social pressure was assessed using an item from the Motivating Factors for Weight Loss Scale, developed to assess motivation for weight loss among participants in the National Weight Control Registry [22]. Participants were asked how important social pressure was in their decision to lose weight or join a weight loss program. Response options ranged from 1=Not at all important to 5=Extremely important.

Statistical Analyses
Analyses were conducted using SPSS Statistics for Windows, version 25 (IBM Corp). The reliability of SAM items was assessed via the Cronbach alpha [23], and construct validity was assessed using an EFA using principal component analysis with Oblimin rotation (delta=0). A scree plot was used to assess the number of factors using the standard eigenvalue of 1 or greater. Convergent validity of the SAM was assessed by correlating total SAM scores with the total Social Motivation score and the Social Pressure item.

Study 2
Study 2 was a randomized weight management trial investigating the impact of newer self-monitoring technology (ie, a Bluetooth-enabled activity monitor, a smart scale, and a website/smartphone app that synced with both of these devices and allowed individuals to self-monitor caloric intake) and phone coaching on weight loss. It was hypothesized that participants who received interventionist support through phone coaching would report significantly higher supportive accountability, as assessed by the SAM, at a 6-month posttest because of the presence of additional support. Moreover, we hypothesized that higher supportive accountability at intervention posttest would be associated with greater intervention adherence. As an exploratory aim, we investigated whether higher supportive accountability at the posttest was associated with greater weight loss from baseline to posttest.

Participants
Study 2 participants were 80 adults (aged between 18 and 70 years) with overweight or obesity (BMI between 27 kg/m² and 40 kg/m²) who reported having access to a computer and Wi-Fi at home [24]. Exclusion criteria were similar to Study 1; full eligibility criteria and details regarding participant recruitment...
and screening have been published previously [24]. Study 2 participants were excluded from the current analyses if they did not complete the SAM measure at the 6-month follow-up.

**Intervention**

Study 2 was a randomized trial that examined the impact of a 6-month weight loss intervention in which participants were randomized to 1 of 3 treatment groups, using traditional self-monitoring tools (a paper food record, a printed calorie reference book, a standard pedometer, and a standard in-home scale—SC group), newer, technology-based self-monitoring tools (Fitbit Zip, Fitbit Aria smart scale, and use of the Fitbit app/website to track dietary intake—TECH group), or these newer technology tools plus phone-based interventionist support (TECH+PHONE group). All participants received a one-time, group-based Weight Loss 101 session that provided information on how to accurately monitor calories, weight, and physical activity and weight management goals for calories, exercise, and weight loss. Participants were also taught how to use their assigned self-monitoring tools. Participants randomized to SC (n=26) and TECH (n=27) received self-monitoring tools only; they did not receive any interventionist support. Participants randomized to TECH+PHONE (n=27) received the additional phone-based intervention (8 weekly, 4 biweekly, and 2 monthly contacts; each lasted 10-15 min), delivered by trained interventionists (either a clinical psychologist or dietitian, both experienced in delivering behavioral weight management programs), using a manualized protocol.

**Measures**

**Demographics**

Standard demographics (eg, sex, age, race/ethnicity) were collected via a survey at baseline.

**Anthropometrics**

Height and weight were measured with participants wearing light indoor clothing and with shoes removed. Height was measured at baseline and weight was measured at baseline and at the 6-month posttest. Weight change was operationalized as percent weight loss from baseline to the posttest visit.

**Supportive Accountability**

Supportive accountability was assessed at the 6-month posttest using the SAM.

**Use of Weight Management Strategies**

Weight management strategies were assessed at the 6-month posttest using the Weight Control Strategies Scale (WCSS) [25]. This self-report measure assesses behaviors across 4 subscales: dietary choices, self-monitoring strategies, physical activity, and psychological coping. WCSS dietary choices and physical activity subscales have been shown to be associated with changes in caloric intake and physical activity during weight management interventions, and WCSS scores have been shown to correlate with weight loss during these programs.

**Statistical Analyses**

Analyses were conducted using SPSS. Reliability was reassessed in this sample using Cronbach alpha. Construct validity of the SAM was assessed using a one-way analysis of variance, investigating differences in SAM scores by treatment group. We hypothesized that, at the 6-month posttest, the SAM score would be significantly higher in the TECH+PHONE condition than in the SC and TECH conditions, given that this condition was provided with additional interventionist support.

**Results**

**Study 1**

Study 1 included a total of 350 participants (Table 1). The mean SAM score was 48.63 (SD 16.33); mean support and accountability subscale scores were 22.71 (SD 7.80) and 36.28 (SD 17.28), respectively. There was an association between total SAM scores and baseline BMI (r=0.13; P=.02). In examining the subscales, accountability scores were positively associated with baseline BMI (r=0.17; P=.002), whereas support scores were not (P=.96). There were no associations between SAM scores and participant demographic characteristics (P>.06).

The overall reliability of the SAM was excellent, as demonstrated by the internal consistency (Cronbach α=.92). The lowest item to total SAM correlation (r=0.41) was for the item, “My friends/family encouraged me to eat unhealthy foods when I’m tempted to do so.” However, the total Cronbach alpha was not improved with this item removed; thus, the item was retained. Cronbach alpha for the support and accountability subscales were also strong (.88 and .95, respectively). Inter-item correlations for the SAM are provided in Multimedia Appendix 2. As expected, items reflecting social support (items 1-10) correlated more closely with each other and had lower correlations with accountability items (items 11-20).

Results from the EFA demonstrated that a three-factor solution provided the best fit (Figure 1), explaining 69.2% of the variance. Item loadings for the three-factor solution, representing Support for Healthy Eating Habits, Support for Exercise Habits, and Perceptions of Accountability, are presented in Table 2. Assumptions of EFA were verified using the Kaiser-Meyer-Olkin (KMO) statistic, which demonstrated sampling adequacy (KMO=0.88). Furthermore, the Bartlett test of sphericity demonstrated that items correlated satisfactorily (χ²(190)=6573.91; P<.001).

Convergent and divergent validity analyses revealed statistically significant correlations between the SAM total score and TSRQ items representing external motivation for weight loss (r=0.34; P<.001) and the social pressure item (r=0.23; P<.001). In examining the subscales of SAM, there were significant correlations between the Support subscale and Social Motivation items (r=0.19; P=.001) and the Social Pressure item (r=0.17; P=.002). Similarly, there were significant correlations between the Perceptions of Accountability subscale and Social Motivation items (r=0.33; P<.001) and the Social Pressure item (r=0.20; P<.001).
Table 1. Baseline and demographic characteristics of participants in study 1

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Study 1 (n=350)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>51.7 (5.6)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>34.8 (3.3)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>80 (22.9)</td>
</tr>
<tr>
<td>Female</td>
<td>270 (77.1)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>38 (10.9)</td>
</tr>
<tr>
<td>Vocational training</td>
<td>24 (6.9)</td>
</tr>
<tr>
<td>Some college</td>
<td>83 (23.7)</td>
</tr>
<tr>
<td>College degree</td>
<td>108 (30.9)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>97 (27.7)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>6 (1.7)</td>
</tr>
<tr>
<td>Asian</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>36 (10.3)</td>
</tr>
<tr>
<td>White</td>
<td>262 (74.9)</td>
</tr>
<tr>
<td>Other</td>
<td>36 (10.3)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>45 (12.9)</td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>304 (86.9)</td>
</tr>
</tbody>
</table>

Figure 1. Scree plot for exploratory factor analysis of the supportive accountability measure.
Table 2. Three-factor structure for Supportive Accountability Measure items.

<table>
<thead>
<tr>
<th>Items</th>
<th>Support for Healthy Eating</th>
<th>Support for Exercise Habits</th>
<th>Perceptions of Accountability</th>
</tr>
</thead>
<tbody>
<tr>
<td>My weight coach, friends, and/or family</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Encouraged me not to eat unhealthy foods (cake, potato chips) when I’m tempted to do so</td>
<td>0.81</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
<tr>
<td>2. Discussed my eating habit changes with me (asked me how I’m doing with my eating changes)</td>
<td>0.83</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>3. Reminded me not to eat high fat, high calorie foods</td>
<td>0.85</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>4. Complimented me on changing my eating habits (“Keep it up. We are proud of you.”)</td>
<td>0.68</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>5. Commented if I went back to my old eating habits</td>
<td>0.71</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>6. Exercised with me</td>
<td>N/A</td>
<td>0.88</td>
<td>N/A</td>
</tr>
<tr>
<td>7. Offered to exercise with me</td>
<td>N/A</td>
<td>0.87</td>
<td>N/A</td>
</tr>
<tr>
<td>8. Gave me helpful reminders to exercise (“Are you going to exercise tonight?”)</td>
<td>N/A</td>
<td>0.85</td>
<td>N/A</td>
</tr>
<tr>
<td>9. Gave me encouragement to stick with my exercise program</td>
<td>N/A</td>
<td>0.78</td>
<td>N/A</td>
</tr>
<tr>
<td>10. Changed their schedule so we could exercise together</td>
<td>N/A</td>
<td>0.81</td>
<td>N/A</td>
</tr>
<tr>
<td>11. I feel accountable to others (eg, friends, family, or doctor) for meeting my weight goals.</td>
<td>N/A</td>
<td>N/A</td>
<td>0.77</td>
</tr>
<tr>
<td>12. I feel accountable to others (eg, friends, family, or doctor) for meeting my dietary goals.</td>
<td>N/A</td>
<td>N/A</td>
<td>0.79</td>
</tr>
<tr>
<td>13. I feel accountable to others (eg, friends, family, or doctor) for meeting my exercise goals.</td>
<td>N/A</td>
<td>N/A</td>
<td>0.79</td>
</tr>
<tr>
<td>14. I feel that I would let others down (eg, friends, family, or doctor) if I did not meet my weight goals.</td>
<td>N/A</td>
<td>N/A</td>
<td>0.93</td>
</tr>
<tr>
<td>15. I feel that I would let others down (eg, friends, family, or doctor) if I did not meet my dietary goals.</td>
<td>N/A</td>
<td>N/A</td>
<td>0.94</td>
</tr>
<tr>
<td>16. I feel that I would let others down (eg, friends, family, or doctor) if I did not meet my exercise goals.</td>
<td>N/A</td>
<td>N/A</td>
<td>0.92</td>
</tr>
<tr>
<td>17. Feeling accountable to others (eg, friends, family, or doctor) has helped me control my weight.</td>
<td>N/A</td>
<td>N/A</td>
<td>0.57</td>
</tr>
<tr>
<td>18. Feeling accountable to others (eg, friends, family, or doctor) has helped me stay on track with my diet.</td>
<td>N/A</td>
<td>N/A</td>
<td>0.55</td>
</tr>
<tr>
<td>19. Feeling accountable to others (eg, friends, family, or doctor) has helped me stay on track with my physical activity.</td>
<td>N/A</td>
<td>N/A</td>
<td>0.54</td>
</tr>
<tr>
<td>20. In general, I feel accountable to others to control my weight.</td>
<td>N/A</td>
<td>N/A</td>
<td>0.74</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.

Study 2

Of the 80 participants included in Study 2, 55 completed the SAM at the 6-month assessment and were thus included in these analyses. Table 3 provides participants’ baseline characteristics by group. There were no significant differences between groups in terms of age, baseline BMI, sex, education, or race/ethnicity, all P values were >.05.

At the 6-month follow-up, the mean SAM score was 47.86 (SD 20.88); scores ranged from 17.14 to 94.57 (highest possible score of 100). Replicating the analyses conducted in Study 1, the reliability analyses for 6-month SAM scores demonstrated strong internal consistency (Cronbach α=.95).
As hypothesized, there were significant differences in the 6-month total SAM scores by treatment group ($F_{2,52}=20.9; \ r^2=0.45; P<.001$; Table 4). Bonferroni-adjusted posthoc analyses demonstrated significantly higher SAM scores in the TECH+PHONE group than the TECH group ($t_{53}=3.70; P<.001$; SC: $t_{53}=6.39; P<.001$). Moreover, the TECH group demonstrated significantly higher SAM scores compared with SC ($t_{53}=2.57; P=.04$).

Between-group differences in SAM subscales were also examined (Table 4). The Support for Healthy Eating subscale demonstrated a similar pattern to the overall SAM scores. There was a significant difference in Support for Healthy Eating subscale scores by group ($F_{2,52}=21.4; \ r^2=0.45; P<.001$), with the TECH+PHONE group demonstrating higher subscale scores than both TECH ($t_{53}=3.48; P<.001$) and SC ($t_{53}=6.51; P<.001$) groups, and the TECH group demonstrating significantly higher scores compared with the SC group ($t_{53}=2.88; P=.02$). Although an overall significant difference between groups was demonstrated on the Support for Exercise Habits subscale ($F_{2,52}=3.9; \ r^2=0.13; P=.03$), there were no significant group differences when conducting Bonferroni-corrected posthoc comparisons. Finally, there was a significant difference between groups in the Perceptions of Accountability subscale ($F_{2,52}=15.3; \ r^2=0.37; P<.001$), such that the TECH+PHONE group had higher scores on this subscale compared with both TECH ($t_{53}=3.96; P<.001$) and SC ($t_{53}=5.22; P<.001$) groups. There were no significant differences in Perceptions of Accountability subscale scores between TECH and SC ($P=.71$) groups.

Table 5 presents correlations between SAM scores and adherence to weight management behaviors and percent weight change during the intervention. Higher SAM scores were associated with higher adherence to weight management behaviors, including higher scores on subscales representing healthy dietary choices, the use of self-monitoring strategies, and positive psychological coping with weight management challenges. The association between total SAM scores and percent weight change was in the expected direction but not statistically significant ($r=-0.26; P=.06$).

### Table 3. Baseline and demographic characteristics of participants by group in study 2.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Study 2 (n=55)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SC$^a$ (n=17)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>54.9 (9.7)</td>
</tr>
<tr>
<td>BMI (kg/m$^2$), mean (SD)</td>
<td>34.0 (4.0)</td>
</tr>
</tbody>
</table>

**Gender, n (%)**

<table>
<thead>
<tr>
<th>Gender</th>
<th>SC$^a$ (n=17)</th>
<th>TECH$^b$ (n=17)</th>
<th>TECH+PHONE$^c$ (n=21)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>4 (23)</td>
<td>2 (11)</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Female</td>
<td>13 (76)</td>
<td>15 (88)</td>
<td>17 (81)</td>
</tr>
</tbody>
</table>

**Education, n (%)**

<table>
<thead>
<tr>
<th>Education</th>
<th>SC$^a$ (n=17)</th>
<th>TECH$^b$ (n=17)</th>
<th>TECH+PHONE$^c$ (n=21)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High school or less</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Vocational training</td>
<td>0 (0)</td>
<td>1 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Some college</td>
<td>4 (23)</td>
<td>3 (17)</td>
<td>5 (23)</td>
</tr>
<tr>
<td>College degree</td>
<td>6 (35)</td>
<td>7 (41)</td>
<td>6 (28)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>6 (35)</td>
<td>6 (35)</td>
<td>8 (38)</td>
</tr>
</tbody>
</table>

**Race, n (%)**

<table>
<thead>
<tr>
<th>Race</th>
<th>SC$^a$ (n=17)</th>
<th>TECH$^b$ (n=17)</th>
<th>TECH+PHONE$^c$ (n=21)</th>
</tr>
</thead>
<tbody>
<tr>
<td>American Indian or Alaska Native</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Asian</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>2 (11)</td>
<td>2 (11)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>White</td>
<td>15 (88)</td>
<td>15 (88)</td>
<td>21 (100)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

**Ethnicity, n (%)**

<table>
<thead>
<tr>
<th>Ethnicity</th>
<th>SC$^a$ (n=17)</th>
<th>TECH$^b$ (n=17)</th>
<th>TECH+PHONE$^c$ (n=21)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hispanic or Latino</td>
<td>0 (0)</td>
<td>1 (6)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>17 (100)</td>
<td>16 (94)</td>
<td>20 (95)</td>
</tr>
</tbody>
</table>

---

$^a$SC: standard in-home scale group.

$^b$TECH: technology-based self-monitoring tools group.

$^c$TECH+PHONE: technology-based self-monitoring tools plus phone-based support group.
Table 4. Six-month scores on supportive accountability measure (SAM) and each of the three SAM subscales by intervention group.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Value, mean (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supportive accountability measure</td>
<td></td>
</tr>
<tr>
<td>SC&lt;sup&gt;a&lt;/sup&gt;</td>
<td>30.9 (3.8)</td>
</tr>
<tr>
<td>TECH&lt;sup&gt;b&lt;/sup&gt;</td>
<td>44.9 (3.8)</td>
</tr>
<tr>
<td>TECH+PHONE&lt;sup&gt;c&lt;/sup&gt;</td>
<td>64.0 (3.5)</td>
</tr>
<tr>
<td>Factor 1: Support for Healthy Eating</td>
<td></td>
</tr>
<tr>
<td>SC</td>
<td>9.8 (1.2)</td>
</tr>
<tr>
<td>TECH</td>
<td>14.5 (1.2)</td>
</tr>
<tr>
<td>TECH+PHONE</td>
<td>20.0 (1.1)</td>
</tr>
<tr>
<td>Factor 2: Support for Exercise</td>
<td></td>
</tr>
<tr>
<td>SC</td>
<td>9.2 (1.4)</td>
</tr>
<tr>
<td>TECH</td>
<td>14.0 (1.4)</td>
</tr>
<tr>
<td>TECH+PHONE</td>
<td>13.7 (1.2)</td>
</tr>
<tr>
<td>Factor 3: Perceptions of Accountability</td>
<td></td>
</tr>
<tr>
<td>SC</td>
<td>11.9 (2.6)</td>
</tr>
<tr>
<td>TECH</td>
<td>16.3 (2.6)</td>
</tr>
<tr>
<td>TECH+PHONE</td>
<td>30.3 (2.3)</td>
</tr>
</tbody>
</table>

<sup>a</sup>SC: standard in-home scale group.
<sup>b</sup>TECH: technology-based self-monitoring tools group.
<sup>c</sup>TECH+PHONE: technology-based self-monitoring tools plus phone-based support group.

Table 5. Correlation between the supportive accountability measure (total scores and subscales) and adherence to weight control strategies and weight change from baseline to 6-month posttest.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Total SAM&lt;sup&gt;a&lt;/sup&gt; score</th>
<th>Support for Healthy Eating Habits</th>
<th>Support for Exercise Habits</th>
<th>Perceptions of Accountability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td>P value</td>
<td>r</td>
<td>P value</td>
</tr>
<tr>
<td>Weight Control Strategies Scale total score</td>
<td>0.47</td>
<td>.003&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.26</td>
<td>.06</td>
</tr>
<tr>
<td>Dietary choices</td>
<td>0.29</td>
<td>.03&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.14</td>
<td>.30</td>
</tr>
<tr>
<td>Self-monitoring strategies</td>
<td>0.47</td>
<td>.003&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.28</td>
<td>.03&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Physical activity</td>
<td>0.23</td>
<td>.08</td>
<td>−0.02</td>
<td>.90</td>
</tr>
<tr>
<td>Psychological coping</td>
<td>0.45</td>
<td>.007&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.36</td>
<td>.006&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Percent weight change from baseline to 6 months</td>
<td>−0.26</td>
<td>.06</td>
<td>−0.21</td>
<td>.11</td>
</tr>
</tbody>
</table>

<sup>a</sup>SAM: supportive accountability measure.
<sup>b</sup>Statistically significant (P<.05).

Discussion

Study 1

Study 1 evaluated the psychometric properties of the novel, theory-based SAM in a sample of adults interested in a behavioral weight management trial. EFA revealed a three-factor solution for the SAM, representing subscales for Support for Healthy Eating Habits, Support for Exercise Habits, and Perceptions of Accountability. All items were retained, leaving 10 items representing social support and 10 items representing accountability, which together form the theoretical basis for the construct of supportive accountability [17]. Overall, the 20-item SAM demonstrated excellent internal consistency. Moreover, SAM total scores were significantly associated with measures of Social Motivation [21] and Social Pressure [22]. However, these correlations were small to moderate in magnitude, consistent with the idea that supportive accountability is a construct distinct from motivation related to fears of upsetting others or feelings of social pressure [17]. Examining the convergent validity of the SAM with other measures of social support with weight loss may yield higher correlations. Overall, SAM showed strong reliability and validity in adults with obesity seeking weight loss.
Study 2

Study 2 evaluated the criterion validity of the SAM. Consistent with the hypotheses, participants provided with additional phone support (TECH+PHONE) reported higher SAM scores at the end of a 6-month weight loss program compared with participants who did not receive phone support (TECH only or SC only). Interestingly, participants who did not receive phone support but were provided with newer, technology-based self-monitoring tools reported higher supportive accountability at the end of the intervention compared with participants randomized to self-monitoring using traditional tools (a standard pedometer, bathroom scale, a calorie reference book, and paper self-monitoring logs used to track physical activity, weight, and caloric intake). Subscale analyses revealed that this was likely driven by increased feelings of social support but not accountability. It may be that the brief, automated feedback provided by these tools gave participants a sense of support. Specifically, these tools provided immediate feedback to participants who met short- and long-term goals (such as notifications on the activity monitor and pushed smartphone notifications and badges displayed on the app homepage that functioned as visual reminders of goals that had been met) [24]. Similarly, tailored feedback related to intervention goals, even when provided by automated systems, has been demonstrated to improve weight loss outcomes [10]. Thus, there may be some digital support inherent in this feedback. Additionally, the availability of social/community features on the Fitbit platforms (eg, the ability to share step counts with friends, competitions among friends to achieve certain step goals) might have promoted feelings of social support. The parent study for Study 2 was conducted between 2013 and 2015 when there were only minimal social components to these tools. Future research should investigate whether newer, more comprehensive social/community features further lead to increased feelings of support.

Consistent with the Supportive Accountability Theory [10], the provision of additional phone-based support resulted in the highest SAM scores. Compared with the 2 groups that did not receive phone support (TECH and SC), participants provided with phone support demonstrated significantly higher SAM total scores and subscale scores for Support for Healthy Eating Habits and Perceptions of Accountability. This suggests that ongoing interventionist contact improves support for healthy eating and provides a sense of accountability toward weight management behaviors and weight loss goals. Although the overall test statistic demonstrated significant differences across groups in Support for Exercise Habits, there were no posthoc group differences between any of the groups after Bonferroni corrections. This may have been related to power (Bonferroni corrections represent the most conservative approach but can lead to type II errors, especially in small samples [25]). Moreover, it may be possible that the items on this subscale were influenced less by the type of intervention utilized in Study 2. It would not be expected that items asking about whether supportive individuals “exercised with me,” “offered to exercise with me,” and “changed their schedule so we could exercise together” would be rated higher in participants receiving additional phone-based interventionist support. Thus, future research may investigate whether alternative item wording for exercise may better reflect the social support provided by intervention staff.

Finally, consistent with Mohr’s theory that supportive accountability could increase intervention adherence [16], the results demonstrated that higher SAM scores were associated with better adherence to weight management strategies. Interestingly, these associations appear to be driven by ratings of accountability versus support. The correlations between the Perceptions of Accountability subscale and report of adherence to weight management behaviors on the WCSS (both the WCSS total score and all subscale scores) were larger than associations between weight management adherence and the social support subscales (either Support for Healthy Eating Habits or Support for Exercise Habits). Although there was no statistically significant association between total SAM score and percent weight change during the intervention, the association was in the expected direction and represented a medium effect size. Similarly, the association between the SAM subscales (Support for Healthy Eating, Support for Exercise, and Perceptions of Accountability) and percent weight change was not statistically significant; however, it was in the expected direction.

Overall, data from 2 studies were used to examine the psychometric properties of the SAM, a new survey to assess supportive accountability for weight management behaviors. Across both studies, the SAM demonstrated excellent internal consistency and construct validity. This study has some limitations. Participants were predominantly female and non-Hispanic white, which limits the generalizability of the study results. Future research is needed to examine whether SAM demonstrates a similar factor structure, internal consistency, and validity in more diverse samples. The small sample size in Study 2, combined with the fact that participants in only 2 of the 3 groups were asked to use technology-based self-monitoring tools, precluded the investigation into whether the SAM was associated with objective engagement with the technology-based self-monitoring tools. This study also did not assess test-retest reliability or sensitivity to change over time. Future work in these areas would strengthen confidence in this measure for assessing the construct of supportive accountability and further provide important results that could inform future theory development. Finally, the scoring on this measure was complicated by the different scales used for scoring the accountability items (which used a 7-point scale) and the social support items (which used a 5-point scale). The accountability items were developed before the selection of social support items from the Sallis questionnaire, and a 7-point scale was chosen to optimize variability in responses. Future research should investigate whether this scale performs similarly when all items use the same scale (eg, either 5 or 7 response points).

This research also has notable strengths. The development of SAM was theory-based, relying on the Supportive Accountability Theory by Mohr [17]. The SAM included the use of a widely used validated measure of social support as a basis [18] and built upon this measure by adding psychometrically sound accountability items. Furthermore, reducing the items from the original social support scale makes this new tool a concise measure of support and accountability.
that can be used in many technology-mediated interventions that would avoid scale fatigue and respondent burden. In Study 1, the sample size was large, which allowed for initial validation and an EFA. Furthermore, all weight data were objectively assessed. Moreover, in 2 separate samples, the SAM demonstrated both internal consistency and construct validity. Finally, the SAM was included in a randomized trial that involved interventions with and without phone support, which allowed for the examination of criterion validity. These methodologies allowed for a robust examination of the psychometric properties of a new measure of supportive accountability.

Supportive accountability was developed as a construct within the context of technology-mediated electronic health interventions [16]; however, this construct may have broader applicability. For example, it is theoretically plausible that supportive accountability may play a role in promoting adherence even in traditional face-to-face behavioral interventions. With the SAM, future studies will be able to investigate whether supportive accountability mediates outcomes in face-to-face programs. This may be particularly important in interventions that rely heavily on social support.

Moreover, although the construct of supportive accountability suggests the importance of human support [16], the SAM would be useful for research focused on the development of technologically mediated support systems. For example, the SAM could be used to evaluate whether tools that integrate social components (eg, leaderboards, competitions among friend groups, or chat rooms/bulletin boards that allow contacts to provide support) increase feelings of supportive accountability and ultimately promote intervention adherence. The SAM could also be used to evaluate whether automated feedback provided via tailoring algorithms or artificial intelligence programs can impact feelings of supportive accountability.

Considering the ever-growing technological innovations, the SAM will help researchers better understand the factors that drive the effectiveness of technology-based treatments. This use of the SAM may thus guide the development of more effective interventions and help improve foundational knowledge regarding the mechanisms that drive treatment effects in technologically mediated treatment.
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Benefits of Massive Open Online Course Participation: Deductive Thematic Analysis

Abstract

Background: Massive open online courses (MOOCs), as originally conceived, promised to provide educational access to anyone with an internet connection. However, the expansiveness of MOOC education has been found to be somewhat limited. Nonetheless, leading universities continue to offer MOOCs, including many in the health sciences, on a number of private platforms. Therefore, research on online education must include thorough understanding of the role of MOOCs. To date, studies on MOOC participants have focused mainly on learners’ assessment of the course. It is known that MOOCs are not reaching the universal audiences that were predicted, and much knowledge has been gained about learners’ perceptions of MOOCs. However, there is little scholarship on what learners themselves gain from participating in MOOCs.

Objective: As MOOC development persists and expands, scholars and developers should be made aware of the role of MOOCs in education by examining what these courses do offer their participants. The objective of this qualitative synthesis of a set of MOOC evaluation studies was to explore outcomes for MOOC learners, that is, how the learners themselves benefit from participating in MOOCs.

Methods: To explore MOOC learners’ outcomes, we conducted a qualitative synthesis in the form of a deductive thematic analysis, aggregating findings from 17 individual studies selected from an existing systematic review of MOOC evaluation methods. We structured our inquiry using the Kirkpatrick model, considering Kirkpatrick levels 2, 3, and 4 as potential themes in our analysis.

Results: Our analysis identified six types of Kirkpatrick outcomes in 17 studies. Five of these outcomes (learning/general knowledge, skills, attitudes, confidence, and commitment) fit into Kirkpatrick Level 2, while Kirkpatrick Level 3 outcomes concerning behavior/application were seen in four studies. Two additional themes were identified outside of the Kirkpatrick framework: culture and identity outcomes and affective/emotional outcomes. Kirkpatrick Level 4 was not represented among the outcomes we examined.

Conclusions: Our findings point to some gains from MOOCs. While we can expect MOOCs to persist, how learners benefit from the experience of participating in MOOCs remains unclear.

(J Med Internet Res 2020;22(7):e17318) doi:10.2196/17318

KEYWORDS

MOOC; MOOC evaluation; qualitative; thematic analysis; learner; online education; Kirkpatrick framework; outcomes; MOOC outcomes
Introduction

When the first massive open online course (MOOC) was offered in 2008, the MOOC format—free, online, and open to anyone with an internet connection—was touted as revolutionary for its potential to democratize access to educational opportunities due to its theoretically universal availability [1-3]. The earliest MOOCs used a connectivist paradigm in which the course was built from networks of online resources and relied on openness and participation from learners. These so-called cMOOCs had the potential to allow learners to participate in their own education outside the traditional, face-to-face classroom setting and to connect with learners worldwide [4]. Extended MOOCs (xMOOCs) brought the MOOC format back to a more traditional structure, with instructors determining the content while still providing “open” availability to anyone with internet access. In practice, there are limits to what this expansive availability has accomplished [2,5]. However, as MOOCs persist, it is useful to explore their role in education by examining what they do offer their participants.

Learning is a complex phenomenon that can be described from different perspectives. Understanding learning is about understanding not only learning processes but also the conditions that influence—and are influenced by—the learning process [6]. In this paper, learning is understood from a constructivist and social-constructivist perspective in which reality and new understanding are constructed by learners on the basis of their previous knowledge, perceptions, and experiences. Learning thus consists of contextual aspects (ie, teachers present information in a way that enables learners to construct meaning on the basis of their own experiences), with a focus on situating learning in an authentic activity; cognitive aspects (ie, recognizing individuals’ perception, memory, and meaning-making); and social aspects (ie, converging on learning as a social activity that occurs through interactions between the learner and others) [7,8]. This conception of learning thus reintegrates the artificial and no longer useful distinction between cMOOCs and xMOOCs [9].

A number of systematic reviews have examined MOOCs [4,10-17]. These reviews indicate that much research on MOOCs focuses on evaluating noncompletion rates and retention vs attrition; learner motivation and engagement as well as other behavioral elements, and how these relate to retention and achievement; implications of the latter for MOOC design; and learners’ own assessments of the courses [3,4,10,12,16,18]. Research also points to a lack of studies on learners’ own experiences and outcomes [3,4,10]; however, there are some exceptions [14,19]. For example, in their review, Pilli and Admirnal [19] investigated MOOC learner outcomes with the intention of informing MOOC course design. Joksimovic et al [14] argued that outcomes and learner engagement are commonly differentiated in the MOOC literature; however, their systematic review proposes an approach that reconnects the two, especially for MOOCs that do not include assessments (eg, cMOOCs as originally conceived). Joksimović et al [14] built on a model by Reschly and co-workers [20] that conceives of learning outcomes as “proximal” or “distal,” with academic, social, and affective outcomes within each; they modified this model for the “nonformal, digital educational settings” of MOOCs [14]. Despite their work on outcomes, Joksimovic and colleagues reiterated the finding that attempts to measure or evaluate the benefits to learners of participating in MOOCs have been mostly limited to date.

Another systematic review by Rowe et al [17] investigated the utility of open online courses (OOCs, including MOOCs) in health professions education. They evaluated the available research with a framework that included five “outcome” categories, including effectiveness (increase in learner knowledge), learner experiences, feasibility, pedagogy, and economics; they concluded that the available evidence neither unequivocally supports nor refutes the use of such courses. Their review was limited to the health professions; however, it highlighted the absence of rigorous research on MOOCs and the concurrent persistence of these courses. Their “effectiveness” category further highlighted the absence of research on benefits to MOOC learners, specifically in the health professions. They argued that the application of MOOCs in health professions education should be limited until a great deal more quality research is performed [17].

In their recent systematic review, Alturkistani et al [21] also added to the discourse on MOOC evaluation methods. Alturkistani et al identified three “evaluation-focused categories” among the studies they reviewed: learner-focused, teaching-focused, and MOOC-focused [21]. We approached this review as a jumping-off point to further synthesize understanding of MOOC learner outcomes. Here, we unpack the learner-focused category in [21] and, more specifically, the “learning outcomes and experience” subcategory to investigate the learner outcomes for the included MOOCs. In our study, “learner outcomes” are direct statements that describe the knowledge, skills, and attitudes that learners have demonstrated or are expected to reliably demonstrate when successfully completing a course. Learner outcomes is an understudied area that warrants further investigation, as MOOCs are a learning environment distinct from traditional classrooms and even other forms of e-learning, and they continue to be embraced as an educational modality [22].

Thus, despite their persistence, MOOCs have not lived up to the early expectation that they would allow widespread, nearly universal access to education. For example, there is consistent evidence that learners who use MOOCs, and indeed those who are more likely to complete them, are generally more educated and affluent [1,23,24]. There is also insufficient evidence that MOOCs are useful in areas such as health professions education [17]. MOOC learners are heterogeneous along numerous dimensions, including native language, prior training, age, economic status, and geographic location [24]. The heterogeneity of the expectations and goals of MOOC learners has also undoubtedly contributed to the difficulty of evaluating MOOCs and characterizing their benefits, a difficulty that is illustrated below in the heterogeneity of the studies reviewed. Thus, if MOOCs are not, in practice, democratizing education, and they have not lived up to traditional learning settings for at least some professional fields, what are they offering? In this study, we focus our attention on what learners do gain from participating in MOOCs, including but not limited to
performance measures; that is, we explore how learners benefit from the experience of participating in MOOCs, including and beyond outcomes directly related to learning.

**Methods**

We conducted a qualitative synthesis in the form of a deductive thematic analysis, aggregating findings from individual studies, to explore MOOC learners’ outcomes. The datasets used and analyzed during the current study are available from the first author on reasonable request. To structure our inquiry, we relied on a commonly used framework for evaluating learning with applications in multiple learning and training settings: the Kirkpatrick model [25]. This model frames training on four levels: (1) reaction, (2) learning, (3) behavior, and (4) results. A more recent version [26] updates and clarifies the model, proposing that *reaction* includes customer satisfaction, engagement, and relevance; *learning* includes knowledge, skills, attitude, confidence, and commitment; and *behavior* refers to how the learner applies the learning “on the job.” The more recent version of the behavior level adds “processes and systems that reinforce, encourage, and reward performance of critical behaviors on the job” [26], which can be seen as catalysts for applying what has been learned. These processes and systems, which include job aids, coaching, work review, and incentive systems, are referred to in [26] as “required drivers” or factors that increase the likelihood that people will retain and apply what they have learned in a given setting, referred to as “required drivers.” *Results* are the targeted outcomes of the training, such as whether the results of the training are seen within an organization; the more recent version adds “leading indicators” (short-term measures that can indicate whether the results are likely to occur) [26].

The studies in the current synthesis derive from Alturkistani et al’s systematic review of MOOC evaluation methods [21]. Their review included studies from 2008 to 2018 that focused primarily on MOOC evaluation and studies that reviewed or applied MOOC evaluation methods. Both quantitative and qualitative studies were included, after a careful assessment of their methodological quality, as well as grey literature. During the last few years, the contribution of qualitative evidence has been acknowledged within research [27]. This is in line with the epistemological stance of this review. The complete search strategy and further details of the source review [21] can be found in [18]. Alturkistani et al [21] identified 3275 records; after a review procedure, the final review included 33 studies. Specifically, Alturkistani et al’s “learning outcomes and experiences” subcategory was the basis for the current synthesis, as we looked at what learners gain from the experience of participating in MOOCs. This subcategory included 21 studies. We reviewed each paper in this category for findings that included learners’ outcomes. Each study was examined for outcomes specific to the learners themselves. We did not include measures of engagement, motivation, completion, or attrition in our analysis unless they were clearly tied to the outcomes for learners. In an additional step intended to capture all learner outcomes, we examined Multimedia Appendix 3 in Alturkistani et al’s review [21], which included all 33 studies. As a result of this review, we excluded 12 studies that did not include clear outcomes for learners (Figure 1), which left 21 studies for our analysis. As the analysis proceeded, we determined that the outcomes in 6 of these 21 studies were not clear enough to include. Notably, we did include one study [28] that was not included in Alturkistani et al’s “learner outcomes and experience” category. Of the resulting 16 studies for analysis, 4 had more than one outcome. Multimedia Appendix 1 describes this procedure in detail.

More specifically, in this qualitative synthesis, we performed a deductive thematic analysis [29] where the starting themes were the four Kirkpatrick levels. We extracted all outcomes from the 16 studies; we then placed these in Kirkpatrick level 2, 3, or 4. After this first coding, which was conducted by ERB, TS and PJP reviewed the results. Second, ERB further analyzed the findings in each category according to the subthemes within each Kirkpatrick level. Subsequently, the findings were discussed and subjected to adjustments until consensus among all investigators was reached. Although the aforementioned steps appear to be consecutively ordered, the process of analysis and search for patterns was in no way linear; rather, it was iterative and recursive. No software program was used to aid the analysis. The structure of our analysis allows for the possibility that the same study will have multiple outcomes and thus will appear under more than one level. Level 1 (reaction) in the Kirkpatrick model was not of interest to our investigation, as there is a great deal of existing research on learners’ assessment of MOOCs.

Outcomes that could not be matched with the Kirkpatrick levels were set aside for a separate inductive thematic analysis, which is presented as “Outcomes beyond Kirkpatrick.”
**Results**

Our analysis resulted in six types of outcomes. These are summarized in Table 1 as framed by the levels in the Kirkpatrick model.

**Kirkpatrick Level 2: Learning**

Our deductive analysis showed that 15/16 (94%) of the examined studies included one or more outcomes corresponding to Kirkpatrick Level 2. Thus, the Learning theme here incorporates concepts such as knowledge, skill, attitude, confidence, and commitment. Each subtheme is presented using the identified data and illustrated with supporting quotations.

**Subtheme: Knowledge**

Most of the Level 2 outcomes we identified were scores or survey items that assessed knowledge in some form. For example, in their MOOC on new media in teaching and learning, Chen et al [30] reported “learning performance” via quiz scores and a final paper, for which the participants could earn “Excellence Awards.” Four studies in our sample took a longitudinal view of learning outcomes via a pretest/posttest design. For example, Konstan et al [31] used a longitudinal design to test knowledge of technology that predicts preferences based on previous behavior (recommender systems technology); based on precourse and postcourse test scores within their MOOC, the gains in knowledge measured at the end of the course persisted at a 5-month follow-up in most cases. Further, in a MOOC designed to prepare medical students for global health experiences, Jacquet and colleagues [32] found an increase in post-MOOC compared to pre-MOOC test scores. Next, using average quiz and homework scores, Liang et al [33] reported an increase in quiz and homework scores enhanced by participation in online activities. Cross [34] used preassessments and postassessments to track changes in knowledge on a scale from “novice” to “expert,” while Colvin et al [35] reported improved scores on postcourse versus precourse tests in introductory physics, and Mackay et al [36] saw a postcourse increase in scores on their assessment of participants’ knowledge about animal welfare.
Table 1. Outcomes of MOOC studies framed by Kirkpatrick Level 2 or Level 3.

<table>
<thead>
<tr>
<th>Kirkpatrick level, subtheme, and study</th>
<th>Data collection</th>
<th>Data analysis</th>
<th>Outcome variables</th>
<th>Outcome findings</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Level 2: Learning</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>1. General learning/change in knowledge</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chen et al (2015) [30]</td>
<td>Scores on quizzes and final paper</td>
<td>Inferential statistics</td>
<td>Possible &quot;Excellent Paper,&quot; &quot;Excellent Participation,&quot; and &quot;Excellent Group Member&quot; awards</td>
<td>Learners received these awards if they fulfilled the criteria</td>
</tr>
<tr>
<td>Konstan et al (2015) [31]</td>
<td>Three-part longitudinal design: precourse, postcourse, and 5-month follow-up “knowledge tests” and surveys</td>
<td>Inferential statistics; qualitative analysis</td>
<td>Assessed knowledge of recommender systems&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Gains in knowledge and 5-month retention of acquired knowledge</td>
</tr>
<tr>
<td>Jacquet et al (2018) [32]</td>
<td>LMS&lt;sup&gt;b&lt;/sup&gt; data; pre-MOOC and post-MOOC knowledge tests</td>
<td>Inferential statistics</td>
<td>Score on knowledge test</td>
<td>Increased knowledge score from pretest to posttest</td>
</tr>
<tr>
<td>Liang et al (2014) [33]</td>
<td>Assessments: quizzes and homework</td>
<td>Inferential statistics</td>
<td>Average assessment score</td>
<td>Increase in assessment score related to degree of participation</td>
</tr>
<tr>
<td>Cross (2013) [34]</td>
<td>Precourse and postcourse surveys; LMS</td>
<td>Descriptive statistics</td>
<td>Knowledge: “novice” to “expert”&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Increase in knowledge</td>
</tr>
<tr>
<td>Colvin et al (2014) [35]</td>
<td>Normalized gain between pretests and posttests in introductory physics; “ability” based on test items attempted, analyzed with Item Response Theory (IRT)</td>
<td>Inferential statistics</td>
<td>Comparison of pre-MOOC and post-MOOC physics knowledge and “ability”</td>
<td>Learning (measured via posttest score) across several cohorts identified using IRT</td>
</tr>
<tr>
<td><strong>2. Skill</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brunton et al (2017)[37]</td>
<td>Weekly Likert scale quizzes during the MOOC; “individual digital readiness tools” and postcourse quiz</td>
<td>Descriptive statistics</td>
<td>Preparedness for online learning&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Self-assessed changes in preparedness for online learning</td>
</tr>
<tr>
<td>Rubio (2015)[38]</td>
<td>Precourse and postcourse comprehensibility ratings</td>
<td>Inferential statistics</td>
<td>Spanish comprehensibility (language pronunciation)</td>
<td>Increased comprehensibility in postcourse ratings</td>
</tr>
<tr>
<td>Stephens and Jones (2014) [39]</td>
<td>Precourse and postcourse surveys with mostly open-ended items</td>
<td>Content analysis</td>
<td>Skills discovery&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Technological skills</td>
</tr>
<tr>
<td>Liu et al (2014) [40]</td>
<td>End-of-course surveys (Likert scale and open-ended); email interviews</td>
<td>Descriptive and thematic analysis (focused coding)</td>
<td>Three things students learned&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Skills in data visualization, critiquing, and creating infographics</td>
</tr>
<tr>
<td><strong>3. Commitment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alturkistani et al (2018) [41]</td>
<td>Case studies; interviews</td>
<td>Thematic analysis</td>
<td>Learning achievement; use of information in the workplace&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Intention to apply knowledge</td>
</tr>
<tr>
<td><strong>4. Attitude</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MacKay et al (2016) [36]</td>
<td>Multiple-choice quizzes; confidence and attitude surveys (mostly Likert scale)</td>
<td>Inferential statistics</td>
<td>Change in attitudes; certificate of achievement for completion&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Change in attitude</td>
</tr>
<tr>
<td><strong>5. Confidence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kirkpatrick level, subtheme, and study</td>
<td>Data collection</td>
<td>Data analysis</td>
<td>Outcome variables</td>
<td>Outcome findings</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>----------------</td>
<td>--------------</td>
<td>-------------------</td>
<td>------------------</td>
</tr>
<tr>
<td><strong>Hossain et al (2015) [28]</strong></td>
<td>Ten-point scale; confidence-to-treat</td>
<td>Inferential statistics</td>
<td>Confidence to treat spinal cord injury&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Gains in confidence</td>
</tr>
<tr>
<td><strong>Cross (2013) [34]</strong></td>
<td>Precourse/postcourse survey; LMS</td>
<td>Descriptive statistics</td>
<td>Confidence to apply learning&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Gains in confidence</td>
</tr>
<tr>
<td><strong>Mackness et al (2013) [42]</strong></td>
<td>Interviews (face-to-face and email) and focus groups; assessment of microteaching</td>
<td>Qualitative case study approach</td>
<td>Confidence to participate in social learning environments&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Gains in confidence</td>
</tr>
<tr>
<td><strong>Lei et al (2015) [43]</strong></td>
<td>Pre-MOOC and post-MOOC surveys; forum threads</td>
<td>Sentiment analysis</td>
<td>Identity and confidence&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Confidence in work; confidence to inspire</td>
</tr>
<tr>
<td><strong>Milligan and Littlejohn (2014) [44]</strong></td>
<td>Interviews mid-MOOC</td>
<td>Qualitative analysis</td>
<td>Changes in practice&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Confidence about practices on the job</td>
</tr>
</tbody>
</table>

**Level 3: Behavior**

**Behavior/Application**

<table>
<thead>
<tr>
<th>Milligan and Littlejohn (2014) [44]</th>
<th>Pre-MOOC and post-MOOC surveys; forum threads</th>
<th>Qualitative analysis</th>
<th>Application of learning in professional practice&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Integrating new understanding in practice</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Lei et al (2015) [43]</strong></td>
<td>Survey and interview; pre-MOOC and post-MOOC surveys; forum threads</td>
<td>Sentiment analysis</td>
<td>Effects on learners and community&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Bringing knowledge back to community</td>
</tr>
<tr>
<td><strong>Cross (2013) [34]</strong></td>
<td>Precourse/postcourse survey; LMS</td>
<td>Descriptive statistics</td>
<td>Changes in practice&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Implementation of tools in course design</td>
</tr>
<tr>
<td><strong>Konstan et al (2015) [31]</strong></td>
<td>Follow-up interview and survey</td>
<td>Inferential statistics</td>
<td>Application of new recommender system skills&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Application of systems at work, school, business</td>
</tr>
</tbody>
</table>

<sup>a</sup>Includes a self-report.<br><sup>b</sup>LMS: learning management system.

**Subtheme: Skill**

We found several examples of skill outcomes, including self-assessed preparedness (readiness for online education) [37] and improvement in Spanish language pronunciation and comprehensibility measured by pre-MOOC and post-MOOC assessments [38]. Further, participants in a library and information science MOOC were asked “What did you gain most from taking part in the MOOC?” Their responses included “Students gained new technological skills through their learning experience” [39]. Liu et al [40] found that learners gained skill through learning to “visualize data and critique infographics (and) learning visualization concepts and… tool use”; these were the most frequently cited “three things [students] had learned” in a journalism MOOC.

**Subthemes: Commitment, Attitude, and Confidence**

Other Level 2 outcomes were commitment, as shown through intention to apply knowledge [41]; attitude about animal welfare [36]; and confidence to treat patients, as measured in a randomized control trial study comparing a MOOC with a self-directed online learning module [28]. Additionally, Cross [34] reported that learners gained confidence with regard to applying what they had learned, and Mackness et al [42] also reported confidence to participate in various interactive learning activities:

“They also gain the confidence to attend and contribute to live synchronous sessions, to openly share their work and ideas, and to cooperate and/or collaborate in social networking environments. “They shift from being consumers to producers.”

In their MOOC on Asian vernacular architecture, Lei et al [43] used a case study design to investigate learners’ postlearning experiences, asking, “How has the course influenced learners and their surrounding community?” This influence is reflected in the following learner’s experience:

*It is through learning that I have gained the most confidence, in my identity and in my work. And I hope that this course would be the one of many stepping stones towards me being able to help inspire and nurture future generations….*

Using a clinical trials MOOC, Milligan and Littlejohn [44] asked learners halfway through the course “to reflect on how their practice had changed as a result of the course.” Some learners had already seen an effect on their confidence and perspective: “These respondents reported a range of general benefits: that the course had given them a new perspective, had made them assured, or had helped them bring a greater criticality to their practice.” One participant stated, “I know why and why not…you have an overview. I cannot say I apply everything in my day to day work, but the fact that you feel more confident,
for me, it helps a lot.” This outcome in turn intersects with Kirkpatrick Level 3, as discussed in the next section.

**Kirkpatrick Level 3: Behavior: Application**

Our analysis found 4/21 studies (19%) with evidence of Level 3 outcomes. Level 3 includes application via critical behaviors plus the presence of outcomes that make it more likely that people will retain and apply what they have learned in a given setting (the abovementioned catalysts for application or “required drivers”).

In addition to effects on confidence (Level 2), Milligan and Littlejohn [44] found evidence of Level 3 outcomes from their clinical trials MOOC; in answer to the same question as above (how their practice changed as a result of the course), most learners reported having already incorporated their learning. For example, the respondent quoted above also reported immediate effects: “Well, it gives me a better understanding of why I do what I do…I understand why I have to submit my protocol or a complete or total submission to authorities, how a protocol has been developed.” [44] Another respondent said, “It is much, much better, I could address all of the challenges much better and make better decisions, and actually I participate with this CRO in developing the protocol and the study documents and everything.”

Lei and colleagues [43] described effects on how the learners brought their experience back to their communities, a behavioral application which reflects Kirkpatrick Level 3. For example, one participant from an area damaged by earthquakes reflected:

> This course helped me to see the significance of the collapsed houses, temples, shrines, monuments and courtyards in a different angle which otherwise I would not have been able to see…I have already started contributing my knowledge with the local community as we come together to rebuild what has been destroyed.

Cross [28] described learners’ goals, including plans to implement tools from the MOOC in their course design; some learners reported having already done so, which is another example of application of the MOOC experience. Employing a longitudinal study design, Konstan et al [31] investigated MOOC learners’ application of course content (recommender systems technology). Kirkpatrick Level 3 behaviors are evident in the participants’ reports of incorporating the systems at work, school, or in entrepreneurial settings, and some also applied the underlying algorithms in other contexts.

**Kirkpatrick Level 4**

In this qualitative synthesis, we did not find any data congruent with Kirkpatrick Level 4, which includes outcomes and “leading indicators.”

**Outcomes Beyond Kirkpatrick**

Not all of the outcomes described in the studies are congruent or align well with the Kirkpatrick framework; hence, we present these outcomes separately here. After our inductive thematic analysis, we identified two themes among these outcomes: “culture and identity” outcomes and “affective/emotional” outcomes. Culture and identity outcomes included “insights about themselves through personal reflection about their learning styles, professional practices, and the ways they view the world” [39], as well as connection to a community, whether of fellow educators [39,42] or those with a shared cultural heritage [43]. Affective outcomes such as “excitement” and “inspiration” are evident in [39], where learners gained “inspiration, energy, and excitement about the field.”

**Discussion**

**Principal Results**

In this qualitative analysis, we explored the benefits that MOOCs in a broad range of subjects offer their participants. We synthesized the types of outcomes reported in a set of MOOC studies, including but not limited to outcomes that assess learning in some way. Using the Kirkpatrick model as a framework, the most prominent findings were that most of the MOOCs described in the included studies only had outcomes that could be categorized as Kirkpatrick Level 2. Kirkpatrick Level 3 outcomes were also represented, although these were not as common as Level 2 outcomes. We did not observe any Kirkpatrick Level 4 outcomes in the data we analyzed. If a MOOC were to aim for or result in Level 4 outcomes, we would expect to see changes at the organizational level. This might reveal itself in the form of implemented changes in policy in a health care setting after a group of managers participated in a policy MOOC, or in the case of higher education, a change in pedagogical training for educators after a MOOC was attended by several faculty members. Our complementary analysis of outcomes that did not align with Kirkpatrick yielded two additional themes.

**Previous Research**

Previous research has shown that students generally perform better in face-to-face courses than in online courses [45], and several of the studies in our review used comparisons between MOOC and non-MOOC learning contexts. The studies analyzed in this study did not report outcomes that were unique to MOOCs; however, they did provide insight into what MOOCs do and do not offer to participants. For example, in a randomized control trial by Hossain et al [28] comparing a self-paced online course with an online course with MOOC-based guidance and study tips, improvement in knowledge of spinal cord injury treatment as well as gains in confidence to treat were observed after both courses; however, there was no advantage in the MOOC group. Additionally, Chen and coworkers [30] found no difference in scores on assignments between an online and an onsite version of a digital media course. Colvin et al [35] compared learning gains measured in their MOOC with learning gains in traditional settings; they found evidence of learning in the MOOC, in which scores were slightly higher than typical for a comparable lecture-based course but significantly lower than those seen in other courses with an “interactive engagement” component. In a finding that appears counter to the above, Rubio [38] found that improvement in language comprehensibility was greater in a MOOC compared to a face-to-face course. Finally, in their review, Rowe et al [17] looked specifically at the effectiveness of MOOCs in health professions education; they concluded that it cannot be said that
MOOCs “enhance student learning” despite the proliferation of MOOCs and the “hype” about their potential. These contradictory findings suggest that when comparing MOOCs to other learning formats, the benefits of MOOCs remain unclear.

MOOCs were also expected to foster and build social networks. However, in reality, the amount of interaction among MOOC participants is often limited, and a small proportion of learners are usually responsible for most of this interaction. This finding was reinforced by the studies we examined [42,43,45]. However, there are social elements to MOOC participation, as discussed in the Outcomes Beyond Kirkpatrick section above. Joksimović and colleagues [14] proposed a model that may be a useful framework for illuminating some of the outcomes that do not readily fit with the Kirkpatrick framework. Their model considers social outcomes (along with academic and affective outcomes) in “immediate,” “course-level,” and “postcourse” settings. Since affective and social outcomes are evident in the studies critically analyzed here, it is worthwhile to consider them as benefits to MOOC participation, which may warrant additional research in its own right; the model proposed by Joksimović and colleagues [14] may be a useful starting point.

Methodological Considerations

Using a well-known model to frame and lens our findings, in this study, we explored one understudied aspect of MOOCs that provides a view of what learners can gain from MOOCs. The richness of data using an in-depth secondary analysis of a small number of studies from a systematic review with broad subject matter, combined with frequent debriefing sessions and investigator triangulation, enhanced the credibility of the findings. We argue that qualitatively synthesizing existing data in an attempt to make sense of contextually and methodologically diverse findings is an important contribution to the scholarly literature. There are also some limitations to this study. Synthesizing both quantitative and qualitative data is a daunting task, as these data derive from very different paradigms. Thus, an important factor limiting the applicability of our findings is the problem with extracting results from eclectic and dissimilar studies, including qualitative and quantitative methods and grey literature, and attempting to contrast and compare them. The findings should thus be interpreted with due caution in light of this fact. Further, as our work builds on a previous review, we included only studies that were included therein. This may leave out some relevant studies, despite the rigorous inclusion criteria of the previous review. Finally, despite the frequent scholarly use of the Kirkpatrick framework, there are some inherent limitations to the model that also have implications for this work. It has been argued that the four-level model depicts an oversimplified view of learning and training effectiveness that does not take individual or contextual influences into account in the evaluation of the learning that occurs [46]. Thus, using the Kirkpatrick framework deductively as in this study and assorting “contextual” data into predefined themes was challenging. Further, Kirkpatrick’s model assumes that the four levels denote a causal chain in which positive reactions lead to greater learning and training, yielding greater transfer and, consequently, more positive results. While the Kirkpatrick model is vague about the causal relationships between level outcomes, it does imply that a simple causal relationship exists between the levels in the model [47]. Finally, in this study, we examined data that were not congruent with the framework but which are nonetheless important to the discussion of MOOC outcomes. For example, when considering the outcomes reported in the studies we reviewed, we chose not to include outcomes we viewed as belonging to Kirkpatrick Level 1, Reaction. This level is usually reserved for outcomes that reflect a participant’s reaction to a particular program or training. Since this may include how the participants “feel” about the program in question, Level 1 outcomes can certainly include an affective state in relation to the training. We found some outcomes that we described as “affective,” which included “feelings” such as excitement and inspiration. However, these feelings did not refer to the MOOC (training) itself. Instead, the “excitement” and “inspiration” were feelings about the subject of the MOOC as a result of the MOOC, which does not seem to us to fall clearly within Kirkpatrick Level 1. We believe that these feelings may even fall under Kirkpatrick Level 2 in the “Attitude” category; however, we made the conservative decision to separate them. Whether these feelings are part of a Kirkpatrick framework would be an interesting topic for further inquiry.

Conclusions

Our findings point to some gains from MOOCs, and while we can expect MOOCs to persist, how learners benefit from the experience of participating in these courses remains unclear. This is especially true when comparing MOOCs to other learning modes, as evidenced by the comparative studies included in our sample. In our study, we looked for gains or benefits to MOOC learners in all subject areas, and we used the Kirkpatrick framework to explore what learners might gain. From a diverse set of studies, we found outcomes that included changes in knowledge, skills, attitude, and confidence as well as changes in behavior, increased excitement about a subject, and effects on cultural identity as a result of MOOC participation. Thus, beyond outcomes that can be classified as “learning,” such as increased knowledge or skill, it does appear that MOOCs provide some value for participants via the gains described above.

In contrast to systematic reviews of MOOC research, we carried out a deeper qualitative analysis of a set of studies from one systematic review that looked only at MOOC evaluation methods. Thus, as an extension of Alturkistani et al [21], we sought to identify MOOC outcomes that benefit the learner. With a qualitative investigation of a subset of studies on MOOC evaluation methods, we were able to apply the Kirkpatrick framework to identify a number of types of learner outcomes. However, as others have pointed out, the absence of systematic ways of measuring the benefits to learners is evident in our synthesis, and work remains to be done to determine the role of MOOCs and what they offer to participants and to the world.
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Use of a Low-Cost Portable 3D Virtual Reality Gesture-Mediated Simulator for Training and Learning Basic Psychomotor Skills in Minimally Invasive Surgery: Development and Content Validity Study

Abstract

Background: Simulation in virtual environments has become a new paradigm for surgeon training in minimally invasive surgery (MIS). However, this technology is expensive and difficult to access.

Objective: This study aims first to describe the development of a new gesture-based simulator for learning skills in MIS and, second, to establish its fidelity to the criterion and sources of content-related validity evidence.

Methods: For the development of the gesture-mediated simulator for MIS using virtual reality (SIMISGEST-VR), a design-based research (DBR) paradigm was adopted. For the second objective, 30 participants completed a questionnaire, with responses scored on a 5-point Likert scale. A literature review on the validity of the MIS training-VR (MIST-VR) was conducted. The study of fidelity to the criterion was rated using a 10-item questionnaire, while the sources of content-related validity evidence were assessed using 10 questions about the simulator training capacity and 6 questions about MIS tasks, and an iterative process of instrument pilot testing was performed.

Results: A good enough prototype of a gesture-based simulator was developed with metrics and feedback for learning psychomotor skills in MIS. As per the survey conducted to assess the fidelity to the criterion, all 30 participants felt that most aspects of the simulator were adequately realistic and that it could be used as a tool for teaching basic psychomotor skills in laparoscopic surgery (Likert score: 4.07-4.73). The sources of content-related validity evidence showed that this study’s simulator is a reliable training tool and that the exercises enable learning of the basic psychomotor skills required in MIS (Likert score: 4.28-4.67).

Conclusions: The development of gesture-based 3D virtual environments for training and learning basic psychomotor skills in MIS opens up a new approach to low-cost, portable simulation that allows ubiquitous learning and preoperative warm-up. Fidelity to the criterion was duly evaluated, which allowed a good enough prototype to be achieved. Content-related validity evidence for SIMISGEST-VR was also obtained.

(J Med Internet Res 2020;22(7):e17491) doi:10.2196/17491

KEYWORDS

simulation training; minimally invasive surgery; user-computer interface; operating rooms; medical education; computer-assisted surgery
Introduction

Background

The emergence of minimally invasive surgery (MIS) in the mid-1980s [1] led to an increase in the number of iatrogenic bile duct injuries, as many surgeons worldwide switched from the paradigm of open surgery to these procedures with no previous training [2,3]. In the wake of these developments, simulation became valuable as a tool for learning psychomotor skills in MIS and numerous studies have demonstrated its usefulness [4,5].

Simulators for skill learning in MIS can be classified into 3 large groups: (1) traditional box trainers, (2) augmented reality simulators (hybrids), and (3) virtual reality (VR) simulators [6,7]. The last two are expensive and are unavailable in most universities or hospitals in developing countries [8]. The first VR simulator for MIS training was MIS training–VR (MIST-VR) [9]. In 1998, evidence for the construct validity of the device was established [10]. Later, in 2002, the evidence for prediction validity was added [4,11]. Finally, from 2002 onward, the evidence for concurrent validity was also demonstrated [12,13]. Recent years have seen the development of low-cost, gesture-based touchless devices that can interact with 3D virtual environments, such as the Microsoft Kinect (MS Kinect, Microsoft Corp), Leap Motion Controller (LMC; Leap Motion Inc), and the Myo armband (Thalmic Labs, Kitchener) [14].

For the development of the simulator used in this study, the researchers adopted the design-based research (DBR) paradigm, also known as design research. DBR seeks the creation and validation of useful artifacts that do not exist in nature [15] and is described by Manson [16] as “a process of using knowledge to design and create useful artefacts, and then using various rigorous methods to analyze why, or why not, a particular artefact is effective. The understanding gained during the analysis phase feeds back into and builds the body of knowledge of the discipline.” DBR is a solution-oriented process that focuses on solving practical and complex real-world problems [17]. The artifacts created can be constructs (vocabulary and symbols), models (abstractions and representations), methods (algorithms and practices), instantiations (implemented and prototype systems), and better design theories [18,19]. To develop the simulator, the study followed the method proposed by Manson [16,20,21], in which using processes of abduction and deduction that detect errors in the design or function of the prototype, supports the development of improved versions until a sufficiently good enough functional product is obtained that can be subjected to validation studies [16,20-22]. These good enough devices are rarely complete and are functional systems ready to be used in practice; rather, they are innovations that define the ideas, practices, technical capabilities, and products using which systems analysis, design, implementation, and use are achieved effectively and efficiently [17].

Objectives

The first aim of this study was to describe the development of a web-based 3D VR simulator mediated by a gesture interface device (LMC) for learning basic psychomotor skills in MIS, called gesture-mediated simulator for MIS–VR (SIMISGEST-VR). The device is characterized by its portability and low cost, as well as the possibility of learning and training at any time and place (ubiquitous learning). The second aim of this study was to evaluate fidelity to the criterion and to find sources of content-related validity evidence for SIMISGEST-VR.

Methods

Overview

This is a descriptive report of the development, using a DBR paradigm, of a gesture-mediated simulator for learning basic psychomotor skills and of the prospective evaluation of the data obtained from Likert scale surveys to evaluate fidelity to the criterion and the sources of content-related evidence. To this end, the study participants rated fidelity to the criterion using a 10-item questionnaire about its ease of use, relevance as a tool for simulation in MIS, degree of correspondence between the movements of the forceps and their representation in the virtual space, and feedback. The sources of content-related validity evidence were (1) a literature review on a previously validated tool, the MIST-VR, and (2) an expert panel that answered 10 questions about the training capacity and 6 questions about each proposed task, with responses scored on a 5-point Likert scale that rated the extent to which the test content represented the domain evaluated. An iterative process of simulator development was performed using pilot testing by surgeons, engineers, and education experts until a good enough prototype was achieved.

The hypotheses were as follows:

- It is possible to develop a portable, low-cost, gesture-mediated simulator using the LMC for training and learning basic psychomotor skills in MIS.
- The 3D virtual environment and the proposed tasks showed fidelity to the criterion.
- It is possible to demonstrate sources of evidence for the content validity of the test items.

The first step of the validation process was to define the construct and proposed interpretation. In this study, the general construct is psychomotor skills in surgery, specifically basic psychomotor skills in MIS. The assumptions and proposed interpretations are that the 3D virtual environment is faithful to the criterion and the tasks adapted from the MIST-VR represent the construct that is intended to be measured. The instrument under investigation is a contactless, gesture-mediated simulator that uses the LMC (construct context). To determine the current use of gesture-mediated interfaces in surgery, especially in the field of surgical simulation, a systematic literature review was conducted [14]. Finally, as content-related validity evidence was collected, the goal was to identify whether there were any areas of construct underrepresentation or construct irrelevance.

Phase 1: Initial Development of the Gesture-Mediated Simulator for Minimally Invasive Surgery-Virtual Reality

To develop a new type of web-based 3D VR simulator mediated by a gesture interface device (LMC) for learning basic
psychomotor skills in MIS, a group consisting of a pediatric surgeon, systems engineer, industrial designer, and specialists in education was formed. The following technical elements were assembled: an electronic device (LMC), a computer program for the development of the 3D environment, a computer, hardware devices with no electronic components, and a database administrator.

**Electronic Device: Leap Motion Controller**

In May 2012, a sensor was launched based on the principle of infrared optical tracking, which detects the positions of fine objects such as fingertips or pen tips in a Cartesian plane. Its interaction zone is an inverted cone of approximately 0.23 m³, and it has a motion detection range that fluctuates between 20 mm and 600 mm [23,24]. This sensor measures 76 mm × 30 mm × 13 mm and weighs 45 g. It has 3 infrared emitters and 2 infrared cameras that capture the movements generated within the interaction zone [25,26]. The manufacturer reports an accuracy of 0.01 mm for fingertip detection, although one independent study showed an accuracy of 0.7 mm [27]. Although the LMC is designed mainly to detect the motion of the hands, it can track objects such as pencils and laparoscopic surgical forceps [28,29].

The LMC has been used as a tool to manipulate medical images in the fields of interventional radiology and image-guided surgery or when there is a risk of contamination through contact (e.g., autopsy rooms). It has also been used for touchless control of operating lights and tables and simulation in MIS and robotic surgery using physical or VR simulators [14,28].

**Unity3D and Development of the Web-Based Virtual Environment Based on Minimally Invasive Surgery Training—Virtual Reality Tasks**

The 3D virtual environment with MIS tasks was created using a tool for developing games, Unity3D, which allows apps to be developed that are independent of the operating system or device [30].

The basis for the development of this environment was the MIST-VR, presented in 1997. This device is a low-cost, nonprocedural simulator that provides a large variety of metric data for analysis [31] and generates simple and abstract images that allow the training and learning of basic psychomotor maneuvers that cross many surgical disciplines [9,32,33]. The simple images allow novice learners to progress rapidly in the early phase of the basic psychomotor skills learning curve [34-36], although detailed performance analysis and feedback allow them to train alone, with no need for specialized instructors [37].

The basic psychomotor skills in MIS that can be learned using the MIST-VR are navigation-coordination, touching, grasping, stretching-traction, translocation, and electrocautery [38].

**Computer**

The computer displays the 3D virtual environment, records the metrics, stores them on a database, and provides feedback using graphs that show the score obtained after each exercise. The virtual environment developed runs on both PC and iOS operating systems.

**Hardware Devices**

The mechanical devices are represented by 2 MIS forceps that do not need to be functional, 2 support devices for the forceps with an entry trocar simulator, 1 support device for the LMC, and 1 pad for mounting the support devices.

During the development of the virtual environment, the types of specificity recommended by Bowman et al [39] were applied:

- **Application:** To design a web-based 3D virtual environment for basic psychomotor skills training in MIS
- **Domain:** Basic psychomotor skills in MIS
- **Tasks:** 6 tasks described in the MIST-VR were adopted
- **Device:** LMC, LEAP
- **Users:** Surgeons in training for learning basic psychomotor skills in MIS

**Phase 2: Evaluation of Fidelity to Criterion, Content-Related Validity Evidence**

**Subjects**

The study was performed over a period of 3 months at different locations: XXXIV Brazilian Congress of Paediatric Surgery (Campo Grande, Brazil); Hospital Vall d’Hebron (Barcelona, Spain); and Hospital Infantil de la Cruz Roja (Manizales, Colombia). A total of 22 experienced surgeons (performed more than 100 MIS procedures) and 8 pediatric and general surgery residents (referred group, performed less than 100 MIS procedures) assisted in an informative session on the characteristics of the project, watched a demonstration video of the different tasks supported by the simulator, and had 2 opportunities to perform each of the tasks on the simulator. The performance metrics were not taken into account during this study, as the emphasis was placed on the assessment of the tool by those surveyed.

**Content-Related Validity Evidence for a Previously Validated Tool**

The first source of content validity for the SIMISGEST-VR sought to identify the main sources of validity evidence for the MIST-VR, as well as the studies that have demonstrated such validity.

**Questionnaire**

First, a demographic survey was administered that included questions on the level of training as a surgeon and level of experience in MIS, as well as experience with video games. The different factors in the evaluation of fidelity to the criterion and content validity study were assessed using a Likert scale, where 1=strongly disagree, 2=disagree, 3=neither agree nor disagree, 4=agree, and 5=strongly agree [40].

The questionnaire to assess fidelity to the criterion evaluated 10 aspects, while the content validity rated the training capacity and the tasks. In terms of the training capacity, 6 aspects were evaluated, and each of the 6 tasks (Table 1) was assessed based on whether or not it represented a specific surgical maneuver (Multimedia Appendix 1).
Simulator, Hardware, and Software

This study used SIMISGEST-VR with 6 tasks and their respective metrics and feedback. The hardware and software components of the simulator are described in phase 1: Development of SIMISGEST-VR of this paper.

Statistics

Normality was tested using the Shapiro-Wilk test. The distribution of the variables was not normal. The Likert scale median and interquartile range differences between the levels of education and experience were compared using the Kruskal-Wallis test. A statistically significant level <0.05 was established. The analysis was performed using Stata version 15.0 (StataCorp).

Results

Phase 1: Development of Gesture-Mediated Simulator for Minimally Invasive Surgery—Virtual Reality

The Virtual Environment

The virtual environment consists of the following modules:

- **Registration:** Collects the user’s demographic information and stores it in the database
- **Tutorial:** Presents demonstration videos of the exercises
- **Test (tasks):** Supports 6 tasks, each of which corresponds to a surgical equivalent (Table 1) [9,41]
- **Performance graphs:** When an exercise is completed, the platform displays the results of the metrics in terms of the time taken to perform the exercise, precision of movement, and presence or absence of errors (immediate feedback; Figure 1). In this module, the student can look up the score obtained after each exercise and check whether or not their performance has improved (terminal feedback; Figure 2).

Except for Task 3, all tasks have the option of configuring the dominant hand during the exercise. Task 3 requires the simultaneous use of both hands and therefore both play a dominant function.

The web-based virtual environment runs on PC and iOS platforms.

These exercises are based on the instructional strategy known as *drill and practice*, which promotes the acquisition of knowledge or skill through repetitive practice [42].

<table>
<thead>
<tr>
<th>Task Description</th>
<th>Surgical equivalent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1: Grip and placement</td>
<td>Take the sphere with one hand and move it to a new location within the workspace</td>
</tr>
<tr>
<td>Task 2: Transfer and placement of an object</td>
<td>Take the sphere, transfer it to another instrument, and place it inside a hollow cylinder</td>
</tr>
<tr>
<td>Task 3: Cross</td>
<td>Instruments travel along a surface in a 3D cylinder</td>
</tr>
<tr>
<td>Task 4: Removal and reinsertion of instruments</td>
<td>Removal of the instruments from the operative site and reinsertion</td>
</tr>
<tr>
<td>Task 5: Diathermy</td>
<td>Cauterize a series of targets located in a fixed sphere</td>
</tr>
<tr>
<td>Task 6: Target manipulation and diathermy</td>
<td>Take the sphere with the instrument and place it inside a virtual space represented by a cube. Cauterize a series of targets with the other hand</td>
</tr>
</tbody>
</table>

*Adapted from [9].
Metrics
The metrics were established using 5 parameters:

1. **Time**: Time taken from starting the task until completion. The time is measured only for each individual task.

2. **Efficiency of movement for the right and left hand**: This is the time during which the tip of the forceps is outside the ideal path, that is, the difference between the actual and the ideal path length [10,43].

3. **Economy of diathermy**: If contact occurs with the target for more than 2 sec during the diathermy, it is considered excess burn time and is penalized as a specific error.

4. **Error**: The following were defined as errors [43,44]: contact of the target with a part of the forceps other than the tip: all exercises; contact of the instrument with the limits of the virtual working space: all exercises; number of contacts of the instrument with the target sphere: exercises 1 and 2; number of contacts of the instrument or the sphere with the container margins: exercises 1 and 2; number of times that the instruments made undue contact between them: exercises 3 and 4; number of times that the instruments exceeded the number of contacts permitted with the oval: exercise 4; time during which the tip of the instrument remained outside the ideal path for the exercise: exercises 1, 2, 4, and 6; diathermy of the sphere outside the stated objectives: exercises 5 and 6; excess burn time: exercises 5 and 6.

5. **Final score**: The final score is obtained from the sum of the results of the efficiency of movement for each hand plus the economy of diathermy and from the errors generated in each exercise. Each exercise generates different types of errors, and each error is assigned a value between 1 and 5, where 1 is the least important and 5 is the most important. For example, diathermy outside the assigned targets means an error with an assigned score of 5. The number of errors committed in each of the exercises is then counted, and this figure is multiplied by the value assigned to each error. Finally, all the figures obtained in each of the errors are added, and the final score results from subtracting the sum obtained from 100. This is expressed in the following formula: 100–Σ(error×value). Thus, a higher score indicates better performance.
Feedback
The haptic sensation and the concurrent feedback are simulated using sound signals, color changes in the objects, and movement of the object when an undue collision occurs between the different components of the environment or when an error occurs during the exercise. At the end of each task, the system provides information on the presence or absence of errors, the efficacy and efficiency, and the time required (immediate feedback). At the end of each training session, the system provides a series of graphs and tables that show the performance over time; this is the terminal feedback (Figures 1 and 2).

SQLite Database Engine
The data generated by the program were initially stored on an independent Structured Query Language database engine. However, during the development, this database was integrated into the virtual environment, which facilitated the acquisition of the users’ demographic data, registration of all the data provided by the metrics, and generation of reports of the users’ demographic and performance data. This information is stored on the computer on which the tests are performed.

Hardware
Two laparoscopic forceps were used. These MIS forceps did not need to be functional.

In the initial phase of development, the researchers used a prototype that did not have support devices (Figure 3), but it soon became evident that the fulcrum effect was not being reproduced. For this reason, they designed support devices for the forceps, which simulate the entry portal to the abdomen (Figure 4). These devices, while generating friction when inserting and removing the forceps, limit the moment of the arms, as occurs in real surgical procedures. During the process of designing these devices, principles were prioritized, such as noninterference with the forceps reading by the LMC, portability, and low cost. A pad for mounting the support devices and the LMC was also designed, which had a 45-degree tilt on a horizontal plane.

The final artifact with all its components assembled is shown in Figure 5. It shows the fixing pad (1) for the LMC and the mounting support devices (3) for the MIS laparoscopic forceps (2), which allow simulation of the fulcrum effect; the LMC (4), responsible for detecting the movements of the instruments; and the computer, which using the software programs administers the virtual environment and the metrics and provides feedback and the final performance score on the screen (5), where the 3D virtual environment is displayed.

In Figure 4, the LMC has a 45-degree tilt toward the screen with respect to the horizontal plane. This arrangement was the result of a process of trial and error, which showed that setting the LMC at this angle with respect to the horizontal plane ostensibly improved the detection of the forceps. Another significant change during the design was that the original black color of the shaft of the forceps did not facilitate reading by the LMC [45]; therefore, they were painted white in the final prototype (Figure 4).

Figures 6-8 show various stages in the development of the prototype for the 3D virtual environment. As in the development of the hardware elements, the 3D virtual environment design process was iterative, so that each new version of the 3D virtual environment became increasingly closer to the version considered good enough in terms of the design and function.

Figure 6 shows the initial attempt at the interaction between the forceps and the basic 3D virtual environment. At this stage of the design, the researchers achieved capture of the virtual objects by the tip of the instruments and their transfer to a virtual container (Figure 6). The second stage of development accomplished the development of the 5 tasks in a 3D virtual environment characterized by rectangular geometric shapes (Figure 7). Although the researchers did have concurrent feedback based on sounds, color changes, and a sensation of collision, at that time, the metrics had not been developed.

Figure 8 shows the final good enough result of the 3D virtual environment. On the basis of the feedback provided by the expert surgeons, the environment was redesigned without rectangular geometric shapes, although with abstract circular shapes that were closer to the view of the body cavities during the MIS procedure.

The changes shown in Table 2 reflect the steps in the process described by Manson [16,20], where during the development of the artifact, through iterative processes of deduction and circumscription, errors were recognized in the design or function of the prototype that required further versions to be developed until the study achieved one that was considered good enough [16,17] and functional.
Figure 3. Initial version of the prototype without support devices for the forceps.

Figure 4. The final version of the simulator once the nonelectronic hardware devices had been added: the pad and support devices for the forceps and the Leap Motion Controller.
**Figure 5.** Diagram of the artefact.

1. Support pad:
   - Length: 35 cm
   - Width: 25 cm
   - Height: 1.5 cm

2. Forceps of MIS:
   - Length of the stem: 33 cm

3. Forceps support device:
   - Height: 22.5 cm
   - Distance between the top of the devices: 16.5 cm

4. Leap Motion Controller:
   - Length: 8 cm
   - Width: 3 cm
   - Height: 12 mm

5. Virtual environment

**Figure 6.** Initial attempts at interaction between minimally invasive surgery forceps and Leap Motion Controller within a basic 3D virtual environment.
Figure 7. The first functional version of the virtual environment before the feedback given by surgeons with expertise in minimally invasive surgery.

Figure 8. Good enough prototype of the web-based 3D virtual environment: Task 1.
Table 2. Process of obtaining the good enough prototype.

<table>
<thead>
<tr>
<th>Element</th>
<th>Initial prototype</th>
<th>Problem</th>
<th>Functional prototype</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>MISa forceps</td>
<td>The shaft of the forceps is black</td>
<td>Difficulties in the detection of the forceps by the LMCb</td>
<td>The shaft of the forceps is white</td>
<td>Notable improvement in detection of the forceps by the LMC</td>
</tr>
<tr>
<td>Support devices</td>
<td>No support devices</td>
<td>Fulcrum effect not reproduced</td>
<td>Design of support devices</td>
<td>Reproduction of fulcrum effect</td>
</tr>
<tr>
<td>Mounting pad</td>
<td>No mounting pad</td>
<td>The hardware pieces (LMC and support devices) are independent, and there is no standard arrangement</td>
<td>Standardized integration of the pieces in the mounting pad</td>
<td>Physical stability of the model</td>
</tr>
<tr>
<td>Position of the LMC</td>
<td>Completely horizontal, 90 degree with regard to the screen</td>
<td>Difficulties in the detection of the forceps by the LMC</td>
<td>A forward 45-degree angle was applied with regard to the screen</td>
<td>Interference between the forceps when detected by the LMC was eliminated</td>
</tr>
<tr>
<td>First prototype of the 3D virtual environment (Figure 6)</td>
<td>Tests on the interaction between the forceps and the objects in the virtual environment</td>
<td>Difficulty for interaction between the forceps and the objects in the environment</td>
<td>Trial and error tests on interaction by modifying LMC and instrumental variables</td>
<td>Complete interaction achieved</td>
</tr>
<tr>
<td>Second prototype of the 3D virtual environment (Figure 7)</td>
<td>Functional environment in the 6 tasks</td>
<td>Quadrangular shapes in the environment</td>
<td>Circular shapes in the good enough environment (Figure 8)</td>
<td>An abstract 3D virtual environment with circular shapes</td>
</tr>
<tr>
<td>Good enough environment (Figure 8)</td>
<td>SQLc database engine not integrated into the simulation software</td>
<td>A software program should be installed in addition to the simulation program</td>
<td>Redesign of the model and data capture and storage</td>
<td>Feedback and metrics complete and integrated into the SQLite Integration of the SQL database engine into the simulation software</td>
</tr>
</tbody>
</table>

aMIS: minimally invasive surgery.
bLMC: Leap Motion Controller.
cSQL: Structured Query Language.

Phase 2: Evaluation of Fidelity to the Criterion and Subjective Validation of SIMISGEST-VR (Content Validity)

The next step in the process was the evaluation of fidelity to the criterion and the process of subjective content validity. The results are described below.

Demographics

A total of 30 people with an average age of 42 years (SD 2.2) participated in the study; 53% (n=16/30) were men. Those surveyed came from Colombia (n=14), Spain (n=8), Argentina (n=3), Brazil (n=2), Uruguay (n=2), and France (n=1).

Table 3 summarizes the participants’ profiles according to the level of training and experience. The residents belonged to training programs in general and pediatric surgery; one of the participants was a biomedical engineer with extensive experience in the design of devices and simulators in MIS. The vast majority (n=28/30, 93%) of participants were right-handed, 1 was left-handed (n=9/30, 3%), and the other, ambidextrous (n=9/30, 3%).

In terms of the use of video games, most (n=22/30, 73%) of those surveyed had no experience with these app; 62% (n=5/8) of those who used video games were women. Of those with experience in video games (n=8), only 1 played them weekly, while the rest played them once a month (n=3) or occasionally (n=4). The mean age of those with no experience in video games was 44 years (SD 2.7), compared with 37 years (SD 3.5) for those with experience (P=.16).

Only 33% (n=10/30) of the participants had experience with VR devices, and only one-third used them occasionally. Most of the surveyed participants had previous experience with simulators. In terms of the level of operating experience, 54% (n=14/26) of the respondents with experience with simulators had an intermediate or advanced operating level, followed by those with a basic operating level (n=10/26, 38%). Among participants who had experience with simulators [26], 62% (n=16/26) had used physical simulators, 23% (n=6/26) had used hybrid simulators, and only 15% (n=4/26) had used VR simulators. The average age of those who had no experience with simulators was 40 years (SD 6.7), compared with 42 years (SD 2.4) for those with previous experience (P=.83).

The demographic profile questionnaire can be found in Multimedia Appendix 1.
Table 3. Demographic profile according to the level of experience and training (N=30).

<table>
<thead>
<tr>
<th>Demographic variable</th>
<th>Level of training</th>
<th>Level of experience</th>
<th>Demographic variable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Basic manipulation</td>
<td>Basic operating level</td>
<td>Intermediate operating level</td>
</tr>
<tr>
<td></td>
<td>(n=3)</td>
<td>(n=11)</td>
<td>(n=8)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>26 (0.6)</td>
<td>40 (4.3)</td>
<td>43 (3.3)</td>
</tr>
<tr>
<td>Sex, n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Female</td>
<td>3</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>Do you have regular experience with video games?, n</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>Do you have previous experience with MIS® simulators?, n</td>
<td>2</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>What type of simulator?, n</td>
<td>2</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Physical</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hybrid and augmented reality</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Virtual reality</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>No experience</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

aBasic manipulation of the camera and/or retraction with forceps.
bBasic operating level (cholecystectomy and appendectomy).
cIntermediate operating level (fundoplication).
dAdvanced operating level.
eOther: an engineer highly experienced in the design of instruments and devices for minimally invasive surgery simulation.
fNot available because there was only one observation.
gMIS: minimally invasive surgery.

Evaluation of Fidelity to Criterion

Tables 4 and 5 show that there were no significant differences in the different ratings when the level of training (Table 4) or experience (Table 5) was considered.

In terms of the fidelity to the criterion, none of the respondents strongly disagreed with any of the items asked. The rating of disagree was given by one participant to the question about relevance, by another to the assessment of how the movements of the physical instruments were represented in the virtual environment, and 3 assigned this score when rating the fulcrum effect.

In terms of ease of use, 73% (n=22/30) and 27% (n=8/30) assigned a rating of 5 and 4, respectively. The same results were obtained when the navigation menu was assessed. With regard to the relevance of the tool as a simulator, 73% (n=22/30) assigned a score of 5 and 20% (n=6/30) assigned a score of 4.

When assessing the capacity of the physical devices to simulate the fulcrum effect, 73% (22/30) assigned a score between 4 and 5, 17% (n=5/30) assigned a score of 3, and 10% (n=3/30) assigned a score of 2. For this last rating, in terms of the level of training, 2 were practicing surgeons and 1 was a resident, whereas in terms of the level of experience, one corresponded to basic manipulation, one to intermediate operating level, and another to advanced level.

In terms of how the movements of the forceps were represented in the virtual environment, 73% (n=22/30) rated this as 4 or 5, 23% (n=7/30) assigned a score of 3, and only one of the participants (n=9/30, 3%) assigned a score of 2 (level of training=practicing surgeon and level of experience=intermediate).

When assessing how appropriately the tool simulates the movements of MIS, 83% (n=25/30) rated the question as 4 or 5. All respondents (n=30/30, 100%) rated the design as attractive, with scores of 4 or 5. Almost all surveyed respondents (n=29/30, 97%) assigned ratings of 4 or 5 to the innovation factor, the capacity to provide feedback, and to the question of whether the latter was adequate.

The fidelity to the criterion study questions can be found in Multimedia Appendix 1. The fidelity to the criterion study result tables can be found in Multimedia Appendix 2.
## Table 4. Fidelity to the criterion and content validity according to the level of training.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Resident (n=8)</th>
<th>Practicing surgeon (n=21)</th>
<th>Other&lt;sup&gt;a&lt;/sup&gt; (n=1)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median</td>
<td>IQR</td>
<td>Median</td>
<td>IQR</td>
</tr>
<tr>
<td><strong>Fidelity to the criterion</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ease of use</td>
<td>5</td>
<td>4.5-5</td>
<td>5</td>
<td>4-5</td>
</tr>
<tr>
<td>Navigation menu</td>
<td>5</td>
<td>5-5</td>
<td>5</td>
<td>4-5</td>
</tr>
<tr>
<td>Relevance as a learning tool</td>
<td>5</td>
<td>4-5</td>
<td>5</td>
<td>5-5</td>
</tr>
<tr>
<td>Fulcrum effect</td>
<td>3.5</td>
<td>3-4</td>
<td>5</td>
<td>4-5</td>
</tr>
<tr>
<td>Representation of the physical forceps in the virtual environment</td>
<td>4</td>
<td>3-5</td>
<td>4</td>
<td>4-5</td>
</tr>
<tr>
<td>Simulation of the movements in MIS&lt;sup&gt;c&lt;/sup&gt;</td>
<td>4</td>
<td>4-4</td>
<td>4</td>
<td>4-5</td>
</tr>
<tr>
<td>Innovation</td>
<td>5</td>
<td>4.5-5</td>
<td>5</td>
<td>5-5</td>
</tr>
<tr>
<td>Graphic design</td>
<td>4.5</td>
<td>4-5</td>
<td>5</td>
<td>4-5</td>
</tr>
<tr>
<td>Feedback</td>
<td>5</td>
<td>4-5</td>
<td>5</td>
<td>5-5</td>
</tr>
<tr>
<td>Relevance of the feedback</td>
<td>4</td>
<td>4-5</td>
<td>5</td>
<td>4-5</td>
</tr>
<tr>
<td><strong>Content validity</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hand-eye coordination</td>
<td>4.5</td>
<td>4-5</td>
<td>5</td>
<td>4-5</td>
</tr>
<tr>
<td>Depth perception</td>
<td>4</td>
<td>3.5-5</td>
<td>5</td>
<td>4-5</td>
</tr>
<tr>
<td>Basic psychomotor skills learning</td>
<td>4.5</td>
<td>4-5</td>
<td>5</td>
<td>5-5</td>
</tr>
<tr>
<td>Basic steps of MIS</td>
<td>4</td>
<td>4-5</td>
<td>5</td>
<td>4-5</td>
</tr>
<tr>
<td>Metrics</td>
<td>4</td>
<td>3-5</td>
<td>4</td>
<td>4-5</td>
</tr>
<tr>
<td>Ubiquitous learning</td>
<td>4</td>
<td>4-5</td>
<td>5</td>
<td>4-5</td>
</tr>
<tr>
<td><strong>Tasks</strong>&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task 1</td>
<td>3.5</td>
<td>3-4</td>
<td>4</td>
<td>4-5</td>
</tr>
<tr>
<td>Task 2</td>
<td>4</td>
<td>4-4.5</td>
<td>4</td>
<td>3-5</td>
</tr>
<tr>
<td>Task 3</td>
<td>4</td>
<td>3.5-4</td>
<td>4</td>
<td>3-5</td>
</tr>
<tr>
<td>Task 4</td>
<td>4</td>
<td>3-5</td>
<td>5</td>
<td>4-5</td>
</tr>
<tr>
<td>Task 5</td>
<td>4.5</td>
<td>4-5</td>
<td>5</td>
<td>4-5</td>
</tr>
<tr>
<td>Task 6</td>
<td>4</td>
<td>4-4</td>
<td>5</td>
<td>4-5</td>
</tr>
</tbody>
</table>

<sup>a</sup>Other: An engineer highly experienced in the design of instruments and devices for minimally invasive surgery simulation.

<sup>b</sup>For fidelity to the criterion questions, see Multimedia Appendix 1.

<sup>c</sup>MIS: minimally invasive surgery.

<sup>d</sup>For content validity questions, see Multimedia Appendix 1.

<sup>e</sup>For task descriptions, see Table 1.
Table 5. Fidelity to the criterion and content validity according to the level of experience.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Basic manipulation (n=3)</th>
<th>Basic operating level (n=11)</th>
<th>Intermediate operating level (n=8)</th>
<th>Advanced operating level (n=8)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median IQR</td>
<td>Median IQR</td>
<td>Median IQR</td>
<td>Median IQR</td>
<td></td>
</tr>
<tr>
<td>Fidelity to the criterion&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ease of use</td>
<td>5.0 4.5 5.0</td>
<td>4.5 5.0</td>
<td>4.5 4.5</td>
<td>4.5 4.5</td>
<td>.84</td>
</tr>
<tr>
<td>Navigation menu</td>
<td>5.0 4.5 5.0</td>
<td>5.0 5.0</td>
<td>4.5 5.0</td>
<td>4.5 4.5</td>
<td>.51</td>
</tr>
<tr>
<td>Relevance as a learning tool</td>
<td>2.5 2.5 5.0</td>
<td>4.5 5.0</td>
<td>5.0 5.0</td>
<td>4.5 4.5</td>
<td>.83</td>
</tr>
<tr>
<td>Fulcrum effect</td>
<td>4.0 2.5 4.0</td>
<td>3.5 5.0</td>
<td>4.5 4.5</td>
<td>4.0 4.5</td>
<td>.66</td>
</tr>
<tr>
<td>Representation of the physical forceps in the virtual environment</td>
<td>5.0 3.5 4.0</td>
<td>4.5 4.5</td>
<td>3.5 4.5</td>
<td>4.5 3.5</td>
<td>.96</td>
</tr>
<tr>
<td>simulation of the movements in MIS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>4.0 4.4 4.0</td>
<td>4.5 3.5</td>
<td>4.5 3.5</td>
<td>4.5 3.5</td>
<td>.70</td>
</tr>
<tr>
<td>Innovation</td>
<td>5.0 3.5 5.0</td>
<td>5.0 5.0</td>
<td>4.5 5.0</td>
<td>5.0 4.5</td>
<td>.95</td>
</tr>
<tr>
<td>Graphic design</td>
<td>4.0 4.5 5.0</td>
<td>4.5 5.0</td>
<td>4.5 5.0</td>
<td>4.5 4.5</td>
<td>.41</td>
</tr>
<tr>
<td>Feedback</td>
<td>5.0 4.5 5.0</td>
<td>5.0 5.0</td>
<td>4.5 5.0</td>
<td>4.5 4.5</td>
<td>.42</td>
</tr>
<tr>
<td>Relevance of the feedback</td>
<td>4.0 4.5 5.0</td>
<td>4.5 5.0</td>
<td>4.5 5.0</td>
<td>4.5 4.5</td>
<td>.66</td>
</tr>
<tr>
<td>Content validity&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hand-eye coordination</td>
<td>4.0 4.5 5.0</td>
<td>4.5 5.0</td>
<td>5.0 5.0</td>
<td>4.5 4.5</td>
<td>.77</td>
</tr>
<tr>
<td>Depth perception</td>
<td>5.0 4.5 5.0</td>
<td>5.0 4.5</td>
<td>4.5 5.0</td>
<td>5.0 4.5</td>
<td>.95</td>
</tr>
<tr>
<td>Basic psychomotor skills learning</td>
<td>4.0 3.5 5.0</td>
<td>4.5 5.0</td>
<td>4.5 5.0</td>
<td>5.0 4.5</td>
<td>.45</td>
</tr>
<tr>
<td>Basic steps of MIS</td>
<td>4.0 4.5 5.0</td>
<td>4.5 5.0</td>
<td>5.0 5.0</td>
<td>4.5 4.5</td>
<td>.33</td>
</tr>
<tr>
<td>Metrics</td>
<td>4.0 3.5 4.0</td>
<td>3.5 4.5</td>
<td>4.5 5.0</td>
<td>4.5 4.5</td>
<td>.75</td>
</tr>
<tr>
<td>Ubiquitous learning</td>
<td>4.0 4.5 5.0</td>
<td>5.0 5.0</td>
<td>7.0 5.0</td>
<td>4.5 4.5</td>
<td>.46</td>
</tr>
<tr>
<td>Tasks&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task 1</td>
<td>3.0 3.5 4.0</td>
<td>3.5 4.0</td>
<td>3.5 4.5</td>
<td>4.5 3.5</td>
<td>.88</td>
</tr>
<tr>
<td>Task 2</td>
<td>4.0 4.5 4.0</td>
<td>4.5 4.0</td>
<td>3.5 4.5</td>
<td>4.5 4.5</td>
<td>.76</td>
</tr>
<tr>
<td>Task 3</td>
<td>4.0 2.5 4.0</td>
<td>3.4 4.5</td>
<td>3.5 5.0</td>
<td>4.5 3.5</td>
<td>.76</td>
</tr>
<tr>
<td>Task 4</td>
<td>2.0 2.5 4.0</td>
<td>4.5 5.0</td>
<td>5.0 5.0</td>
<td>4.5 3.5</td>
<td>.18</td>
</tr>
<tr>
<td>Task 5</td>
<td>4.0 4.5 5.0</td>
<td>4.5 5.0</td>
<td>4.5 4.5</td>
<td>4.5 4.5</td>
<td>.70</td>
</tr>
<tr>
<td>Task 6</td>
<td>4.0 4.4 4.0</td>
<td>4.5 5.0</td>
<td>5.0 5.0</td>
<td>4.5 4.5</td>
<td>.12</td>
</tr>
</tbody>
</table>

<sup>a</sup>For fidelity to the criterion questions, see Multimedia Appendix 1.

<sup>b</sup>MIS: minimally invasive surgery.

<sup>c</sup>For content validity questions, see Multimedia Appendix 1.

<sup>d</sup>For task descriptions, see Table 1.

Content Validity

Table 6 summarizes the sources of validity evidence for the MIST-VR and the studies that have demonstrated such validity.

With regard to content validity, none of the items evaluated for the training capacity were rated as 1, although, in the case of hand-eye coordination by a practicing surgeon with an advanced operating level and the depth perception by a practicing surgeon with an intermediate operating level, the hand-eye coordination and depth perception were rated as 2. Almost all of those surveyed (n=28/30, 93%) rated the hand-eye coordination as 4 or 5, while 87% (n=26/30) gave this score for depth perception.

The highest-rated item was the one that considered that the prototype could be a solution for ubiquitous learning in MIS: 100% (n=30/30) of those surveyed rated it as 4 or 5. With regard to the evaluation of the metrics, 17% (n=5/30) of those surveyed rated them as 3, while the remaining participants (n=25/30) rated them as 4 or 5.

Almost all respondents (n=29/30, 97%) considered that the SIMISGEST-VR enables learning of basic psychomotor skills in MIS, with ratings of 4 and 5; whereas, 93% (n=28/30) agreed that the tasks reflect the basic steps of a minimally invasive procedure, with ratings of 4 and 5.
An analysis of the evaluation of the tasks, in general, showed that the following were rated between 4 and 5: Task 1 received this rating from 70% (n=21/30) of those interviewed; Task 2 from 77% (n=23/30); Task 3 from 73% (n=22/30); Task 4 from 77% (n=23/30); and Task 5 and Task 6 from 90% (n=27/30) of the participants.

For Task 6 (Table 4), a lower score was assigned by individuals with lower levels of training (P=.02).

The content validity study questions can be found in Multimedia Appendix 1. The tables of results of the content validity study can be found in Multimedia Appendix 3.

Table 6. Sources of validity evidence for the minimally invasive surgery training–virtual reality.

<table>
<thead>
<tr>
<th>Source of validity evidence</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content evidence</td>
<td>[9,10,43,46-51]</td>
</tr>
<tr>
<td>Internal structure</td>
<td>[41,43,48,52-62]</td>
</tr>
<tr>
<td>Relationship to other variables</td>
<td>[4,10,12,13,37,43,47,50-57,60,63-116]</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Simulation as a tool for learning psychomotor skills in MIS has become a new model for education in surgery. The use of human or animal cadavers is becoming increasingly controversial for learning surgical maneuvers [124,125], resulting in an immense growth of simulation using virtual environments as a tool for learning psychomotor skills in MIS and for the simulation of full surgical procedures [5,126]. Simulators for psychomotor skills learning in MIS are classified into mechanical, hybrid/augmented reality, or VR [6,7]. Devices for gesture-based human-computer interaction are a new way of interacting with virtual environments. This study’s simulator presents a new form of gesture-based simulation that is portable, low-cost, and enables ubiquitous learning and preoperative warm-up [14,127,128].

Development of Gesture-Mediated Simulator for Minimally Invasive Surgery—Virtual Reality

The development of SIMISGEST-VR was based on DBR principles. It was a pragmatic process because the researchers tried to resolve the problems of portability and the high cost of simulators for learning psychomotor skills in MIS. It was grounded in both theory and the real-world context, as we designed a functional simulator based on theories on simulation-based surgical skills training. It was interactive, in that during the simulator design stage, a good enough prototype was obtained through the participation of an interdisciplinary team (pediatric surgery, systems engineering, graphic design, and experts in education and psychology), as well as the comments and feedback provided by experts in MIS during the subjective validation study. Finally, the process was iterative, in that a process of analysis, design, evaluation, and redesign was applied (Table 1) until a good enough protocol was obtained that could be subjected to validation studies [129].

To develop this study’s 3D virtual environment, the researchers adopted the principle of low fidelity, given that the model is envisaged for basic psychomotor skills learning. The term fidelity refers to the extent to which a simulation mimics reality (in the case of surgical simulation, the anatomy) and is considered a critical variable in the design of simulators.

However, this statement is not necessarily completely true, as for novice learners, low-fidelity models that reproduce the essential constructs of a procedure allow a faster and more cost-effective learning curve to be achieved [35,130]. Thus, in the field of simulation in aviation, simple images reduce the learner’s confusion when learning basic skills [131], while experts benefit from higher fidelity simulations [33,132]. The tasks were adapted from the MIST-VR, which is the only laparoscopic VR trainer that can act as a standard because it is the sole surgical VR system that has been reasonably validated [4,11,65,133]. MIST-VR has been shown to allow the learning of basic skills that can be transferred to the surgical environment at a more reasonable cost [4,11,52,73,134].

Metrics

Performance evaluation is a fundamental part of the learning process and is essential for certification. To obtain an objective evaluation of performance, the simulator should define metrics that must be valid, accurate, and relevant in terms of the procedure that is being taught. Evaluation using metrics and effective feedback are the most important elements of effective learning in a simulation environment [7]. Metrics allow an objective measure of motor performance to be obtained and enable the learning progress to be compared and tracked [10,43,44]. Accordingly, if the metrics lack sensitivity and validity, training on simulators will not be optimal and the learning will be affected [135]. In SIMISGEST-VR, the metrics were determined by time, the efficiency of movement, economy of diathermy, and error. This was an iterative process involving several pilot studies and modifications to the tasks and their metrics based on feedback provided by surgeons and education experts.

Feedback

Feedback is essential [136,137]. Training on a simulator should have 3 purposes: (1) to improve performance; (2) to make the performance consistent; and (3) to reduce the number of errors [57]. The metrics and feedback are essential for achieving these objectives. On the SIMISGEST-VR, the study adopted 3 types of feedback: (1) concurrent, which is provided while the task is being performed; (2) immediate, when the exercise is finished; and (3) terminal, which shows the final score when all the tasks have been completed [136,138-140].

Sources of validity evidence for the minimally invasive surgery training–virtual reality.
Hardware
The design of the hardware components aimed to simulate the movements made by the surgeon during MIS. These movements are defined by the physical characteristics of the devices and, therefore, require the design of mechanical support devices that simulate the fulcrum effect (entry portals), add friction to the movements of the forceps, and limit arm movement during the performance of the tasks without interfering with the reading of the instrument movements by the LMC [141,142]. The portability and low cost were also taken into account.

Cost of Gesture-Mediated Simulator for Minimally Invasive Surgery-Virtual Reality
The VR or augmented VR simulators currently available in the market are not portable, and their cost ranges from US $2000 to US $100,000 (with annual maintenance costs of US $25,000) for a haptic VR simulator. The LMC costs approximately US $130, plus a further US $70 for the hardware elements, adding up to a total cost of approximately US $200 for the SIMISGEST-VR, software costs excluded.

Subjective Validation of Gesture-Mediated Simulator for Minimally Invasive Surgery–Virtual Reality
The second aim of this study was to evaluate fidelity to the criterion and a content validity study. Validity refers to the quality of the inferences, claims, or decisions taken from the scores given by an instrument, not the instrument itself. Validation for its part is a process through which the evidence that supports the quality, significance, and utility of the decisions and inferences that can be made from the scores provided by the instrument is drawn together and evaluated [143]. Validity is not an all-or-nothing statement, as it reflects a gradual appraisal that depends on the purpose of the measurement and the proper interpretation of the results. Validity is also not in itself a characteristic of the system, but the appropriate interpretation and use of the measurement results of the system. A single instrument may be used for many different purposes, and the resulting scores may be more valid for one purpose than for another [133].

Study of Fidelity to Criterion
Although it has been deemed that face validity should no longer be considered a type of validity or used as a term in validation studies [144,145], its assessment is extremely important during the design phase of any evaluation device [146,147]. Therefore, the use of an alternative term to denominate this type of evaluation has been suggested: fidelity to the criterion [148]. Despite such warnings, it is very striking to find that the term face validity is still being used in published literature on simulation in surgery [149,150].

Fidelity to the criterion evaluates to what point the test reflects the real-life situation, whether the simulator represents what it is supposed to represent (the realism of the simulator) or the extent to which a questionnaire or other measurement reflects the variable to be measured [125,151,152]. In the case of DBR, it is used in the initial phase of the construction of the test. The surveys that assess fidelity to the criterion feedback into the iterative design process, which allows the good enough prototype to be obtained [153]. Fidelity to the criterion is evaluated by experts and novices called referents [154,155].

In this study, the evaluation of fidelity to the criterion provided feedback on the initial design, and this was how the 3D virtual environment was redesigned until a good enough prototype was obtained. The quality of this evaluation is improved systematically when structured questionnaires and Likert scales are applied [154].

In all the items evaluated for fidelity to the criterion, most of those surveyed assigned scores of 4 or 5. There were no significant differences between the expert and referent groups (level of training) when rating fidelity to the criterion. The lowest scores were obtained for the item about the relevance (n=9/30, 3% of participants), the representation of the movements of the physical forceps in the virtual environment (n=9/30, 3%), and for the fulcrum effect (n=3/30, 10%).

Evidence Based on Test Content
The latest standards on validity and validation refer to sources of validity evidence, rather than distinct types of validity. Validity therefore refers to the degree to which the evidence and theory support the interpretations of test scores for the proposed uses of tests [156,157].

Evidence based on test content is an issue of representation and may be obtained from an analysis of the relationship between test content and the construct that is intended to be measured. In this study, the test content refers to the simulator’s 6 specific tasks. Evidence can be obtained from logical or empirical analyses of how test content represents domain content and of the relevance of domain content to the proposed interpretation of test scores. Evidence may also come from experts’ opinions on the relationship between the different test items and the construct when assessing whether the test contains the meaningful steps, skills, and materials used in the actual procedure [158] and determines whether the simulator can realistically teach what it is supposed to represent [159].

The question is, does the simulator realistically teach what it should teach? In other words, does the instrument represent all the ways in which it can be used to measure the content of a given construct? [160]. In summary, evidence based on test content judges the appropriateness of the simulator as a teaching modality or as a training tool within the domain that it seeks to measure [31,151,152].

This type of validation is highly recommended in the practice of DBR during the design phase of the good enough prototype. Content validity can be obtained from a literature review, an expert review, using content validity rates, and Q sorting [161].

The tasks within the surgical simulation should fulfill 3 criteria: objectivity, clarity, and completeness. To be objective, the definition of the task should refer to observable characteristics of the behavior; for it to be clear, the task should be unambiguous so that it can be read, understood, and reproduced equally by different observers; and finally, to meet the criterion of completeness, the definition of the task should delineate its start and end and make it clear when it was completed [162].
In this study, the 6 skill tasks were chosen for two main reasons: (1) these tasks are well-validated in many clinical studies [4,10,82,117] using the MIST-VR (Table 6); and (2) they contain laparoscopic skills and techniques that are usually present in many laparoscopic procedures (Table 1).

The vast majority of study participants considered that the SIMISGEST-VR was a useful tool for the development of hand-eye coordination and depth perception, with ratings of 4 and 5 on the Likert scale. Similarly, there was consensus about the capacity of the simulator to teach basic psychomotor skills and to reflect the basic steps in MIS. All the respondents considered the metrics to be adequate and envisaged that the simulator could become a solution to achieve ubiquitous learning of basic psychomotor skills in MIS.

In terms of the specific rating for each of the 6 tasks, this varied between 3.97 and 4.53. The participants considered all the items of the SIMISGEST-VR training system as good to excellent.

Finally, the study of fidelity to the criterion and content validity must be proven in the design stage of the artifact, before the criterion (concurrent and predictive) and construct validity (convergent and discriminative) can be confirmed. The evaluation of fidelity to the criterion, although somewhat subjective, is a necessary assessment during the initial phase of any high-stakes test construction and in this study, within the context of DBR, in the design phase of prototypes that will give a good enough prototype as a result [154,158,163]. In conclusion, the results of the study of fidelity to the criterion and content-related validity evidence showed overall positive scores.

**Threats to Validity**

The Hawthorne effect occurs when the opinion may be influenced by the attention paid to the respondent during his or her performance with the simulator, which may contribute to the occurrence of favorable responses or scores. This effect can be ameliorated by paying equal attention to each respondent. In addition, the Pygmalion effect occurs when the enthusiasm shown by the developers or because the novelty of the artifact affects the opinion of the respondent; the referent group is more prone to this latter effect [154,164]. In this study, the SIMISGEST-VR developer conducted the interviews and applied the Likert scale questionnaires; this may have influenced the ratings assigned by the participants (Hawthorne effect).

Regarding the representation of the construct, in this study there was an underrepresentation—when compared with the learning models based on training boxes—referring to the cut skill of the basic psychomotor skills construct, which was because of technical reasons associated with the LMC (construct context). There was no overrepresentation of the construct [165].

**Limitations**

There are, however, limitations to this study. The sample size of this study was one of availability and, for the simulator to be portable and allow ubiquitous learning, the researchers disregarded some ergonomic principles applied to MIS [166,167]. Further research will be conducted using new motion metrics, new skill tasks, and the development of the web-based virtual environment for download as an app. In addition, the researchers of this study are working on the development of different difficulty levels for each exercise.

**Future Work**

The researchers of this study are currently conducting another study to show validity evidence for the good enough prototype described in this paper, using the new framework for validation in education [168,169]. This new study is expected to verify the sources of validity evidence for the internal structure, relationships between variables, and test consequences.

Once the metrics and the results of the performance scores have been validated as a useful tool for learning basic psychomotor skills in MIS, a model will be obtained to enable ubiquitous learning in MIS and preoperative warm-up by using the 3D reconstruction of patient images [14]. Studies conducted in this area have demonstrated that, generally speaking, preoperative warm-up exercises performed for at least 15 min before the procedure improve the surgeon's handling of soft tissue during cholecystectomy [170], bimanual skill, efficiency and smoothness of movement, and depth perception, at the same time as mistakes and operating time are reduced [171-177].

The large size and elevated costs of VR simulators currently available in the market prohibit their use in the operating theater. A portable, low-cost simulation solution, such as the SIMISGEST-VR, would allow surgeons to perform preoperative warm-up exercises anytime, anywhere (ubiquitous learning). In addition, the researchers aim to enable a surgeon to perform warm-up exercises based on 3D reconstructions of preoperative images of a specific patient, thus, practicing the procedure before performing the actual surgery. This could take place the night before in the surgeon's home or the operating theater on the day of the surgery [178-183].

**Conclusions**

This study demonstrated the feasibility of a portable, low-cost, gesture-based, functional simulator (SIMISGEST-VR) for learning basic psychomotor skills in MIS.

The results of the evaluation of fidelity to the criterion and content validity showed overall positive scores, which indicates that the SIMISGEST-VR would be acceptable to both the expert group and referent group as a training and learning device (including at home) to achieve ubiquitous learning in MIS.

The participants in the study agreed that content validity was acceptable, accurate, and representative in the field of basic psychomotor skills learning in MIS.

http://www.jmir.org/2020/7/e17491/
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Abstract

Background: Over the course of a year, we developed and tested a 6-week massive open online course (MOOC) on multiple sclerosis (MS) in consultation with the MS community. The course targeted the MS community and interested laypeople and was titled Understanding MS. The primary purpose of the course was to improve MS knowledge, health literacy, and resilience among participants. The final version of the MOOC made available for open enrollment was ranked first among all MOOCs released in 2019 (n>2400) based on participant reviews.

Objective: The aim of this study was to present a detailed description and assessment of the development process of the Understanding MS MOOC.

Methods: The development process included a course development focus group; the creation of more than 50 content videos and related text, quizzes, activities, and discussion prompts; the creation of original images and animations; a pilot study; and collaborations with people living with MS, MS nurses, allied health care practitioners, and neurologists and researchers from 4 universities.

Results: Overall, the process was efficient and effective. With a few small changes, we recommend this approach to those seeking to develop a similar course. This process led to the development of a highly reviewed MOOC with excellent user satisfaction.

Conclusions: We identified 5 key lessons from this process: (1) community support is essential, (2) stakeholder involvement improves content quality, (3) plan for research from the beginning, (4) coordination between the academic lead and project manager team ensures a consistent voice, and (5) a network of collaborators is a key resource.

(J Med Internet Res 2020;22(7):e16687) doi:10.2196/16687
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Introduction

Background

Massive open online courses (MOOCs) have the potential to extend the classroom to people who cannot access traditional learning environments by capitalizing on the widespread availability of the internet [1]. The defining characteristics of MOOCs are that they are freely available and have virtually unlimited enrollment capacity. These features make MOOCs versatile; they can be used to present information on a range of topics to an array of different audience.

Over the past decade, there has been a rapid increase in the development of MOOCs. Class Central, the leading MOOC aggregator site, currently lists more than 13,000 MOOCs from more than 900 universities [2]. However, there are significant challenges in MOOC development and implementation,
including the cost and time involved [3,4], with universities spending US $200,000 or more per course [4]. These challenges suggest that it is worth evaluating the approaches used to create MOOCs to identify strategies that are cost-effective and result in successful courses.

Furthermore, little is known about the impact of MOOCs on learning outcomes. Addressing this knowledge gap requires meaningful comparisons of many courses [5]. These comparisons require an understanding of the similarities and differences in course development and content. However, little research has been done describing the process of developing an MOOC in detail [6,7]. Here, we present a detailed description and assessment of our work—developing an MOOC on multiple sclerosis (MS) for the MS community and interested laypeople—including all tools and materials that we used or produced, in the hope that it assists others in the creation of similar content and allows for more meaningful comparisons between courses.

MS is a disease of the central nervous system that affects approximately 2.3 million people worldwide [8]. People living with MS often experience mobility and fatigue-related symptoms that can interfere with their ability to access health care [9]. Consequently, several digital and remote communication disease management technologies have been developed for people living with MS [10]. MS symptoms may also impede the ability of people living with MS to access traditional educational offerings (eg, in-person courses), making it difficult for them to travel to a particular meeting place or maintain active participation over long sessions. Therefore, an MOOC may be a more appropriate vehicle for knowledge translation for people living with MS and other members of the MS community (eg, family and friends, caregivers, and health care providers), particularly for those who may feel isolated by living with a rare condition.

### Objectives

Here, we describe and assess our experience in developing a successful 6-week English-language MOOC about MS. The first enrollment ran from April to June 2019 and the second ran from September to November 2019, with more than 8000 people enrolling and an average completion rate of 47% (SB Claflin, unpublished data, 2019), far exceeding the average for MOOCs, which fluctuates between 5% and 15% [11,12]. On the basis of participant reviews from these 2 enrollments, the course was ranked first among more than 2400 MOOCs released in 2019 and third among all health and medicine MOOCs globally by participant reviews from these 2 enrollments, the course was ranked first among more than 2400 MOOCs released in 2019 and third among all health and medicine MOOCs globally by Class Central [13,14].

In this paper, we described the process we used to develop the Understanding MS MOOC in detail, highlighting the strengths and weaknesses of our approach and making recommendations for the development of similar interventions.

### Methods

#### Ethics

The work conducted for this project was approved by the Social Science Human Research Ethics Committee at the University of Tasmania (UTAS), including the focus group (H0017241) and a pilot study (H0017778).

### Funding and Costs

The Understanding MS MOOC was collaboratively developed by the MS Flagship at the Menzies Institute for Medical Research (Menzies) at UTAS and Multiple Sclerosis Limited, a service organization providing resources to the MS communities of New South Wales, Victoria, Tasmania, and the Australian Capital Territory. These organizations cofunded the project, resulting in a total budget of approximately AUD $200,000 (US $139,000). The majority of these funds were used to pay the salary of a full-time postdoctoral research fellow who served as the academic lead of the project (SC) and the secondment of a MOOC project manager (RG) from the Wicking Center for Dementia Research and Education (WDREC). A small amount of funding was used to develop some of the course animations and to pay for travel costs and video transcription.

The remainder of the costs related to course development were in-kind, provided in either time or materials. The area experts who presented the course videos did it for free. The UTAS employs a videographer who filmed all but a few of the videos. These videos were primarily shot in studios that were generously offered at no cost by the local Australian Broadcasting Corporation and the University of Melbourne. All video editing was performed by the UTAS staff. All images were reproduced for free with permission from the original source or developed by the UTAS staff. A few animations were also produced in-house. Finally, the course was hosted on a custom UTAS-built MOOC platform, which was originally constructed to host MOOCs produced by the WDREC [5].

#### Management Structure

The development of the MOOC was primarily overseen by 2 full-time employees: the academic lead and the project manager. The academic lead was responsible for the development of course content, including syllabus, video outlines, text, quizzes, discussion prompts, and activities. The academic lead was also responsible for video presentations, both presenting by herself and liaising with other area experts. In addition, she was responsible for developing the research projects surrounding the MOOC and leading the focus group, pilot study, and development of the MS Knowledge Assessment Scale. The project manager was responsible for coordinating and overseeing video production (including editing and transcription; scheduling filming; and liaising with external contractors, such as the video producer), establishing branding and style guidelines for the course, liaising on technical requirements for the web-based learning management system, coordinating digital marketing strategies for the course, coordinating and implementing communication processes for participant engagement and retention, and general project planning and administration tasks. The academic lead and project manager worked closely together, usually meeting for the project several times per week and sometimes as often as several times per day.

The project was also overseen by an advisory group that met fortnightly throughout the project. The group included a clinician-researcher who served as the academic lead’s direct supervisor (BT); Menzies MS Flagship project manager; Menzies MS Flagship communications officer; Menzies
manager; MS researchers, including an epidemiologist, a neuroscientist, and a health economist; a web-based learning and systems support manager; and a liaison from Multiple Sclerosis Limited (MM). The group contained a wide range of MS community expertise, from the lived experience of people living with MS to the clinical expertise of a neurologist and an MS nurse. This group provided feedback on course content and study design, contributed their expertise to course videos, and recruited other area experts. All the members of the advisory group were asked to provide their feedback in preparation for this assessment.

**Core Principles and Development Outline**

The advisory group developed 3 core principles that guided our work:

1. **Do no harm.** The course should not frighten participants and should be sensitive to participant anxiety.
2. **Keep it positive.** We used positive language in the course and course-related materials.
3. **Share the journey.** We wanted the course to be inclusive in design, content, and presentation and involve a diverse group of MS community members in all stages of development.

Course development included 4 distinct steps leading to the implementation of the course (initial syllabus development, focus group, content development, and pilot study) in the first open enrollment. Alongside this work, we carried out preparations for course-related research. The steps of the development process are illustrated in Figure 1.

**Figure 1.** Course development flowchart. MS: multiple sclerosis; WDREC: Wicking Center for Dementia Research and Education.

### Initial Course Syllabus Development

The initial course syllabus was modeled on the work of the WDREC. WDREC previously developed 2 extremely successful MOOCs, Understanding Dementia and Preventing Dementia [15]. The syllabuses for these courses were used as an initial template for the Understanding MS course syllabus. This template was then adapted to fit the MS context. This included adjusting the content to ensure its relevance to people living with MS, as the WDREC courses are primarily taken by caregivers rather than people living with dementia. The initial course syllabus is available in the supplementary materials (Multimedia Appendix 1).

### Focus Group

The main purpose of the focus group was to determine the content and modes of delivery that were most important and/or acceptable to the MS community, particularly people living with MS. The focus group participants were purposefully recruited through existing relationships with Multiple Sclerosis Limited to ensure that the focus group was broadly representative of the larger MS community (eg, representation of multiple MS phenotypes, male and female representation, and a variety of MS community roles). Before participation in the focus group, small group facilitators were given a 1.5-hour facilitator training by an experienced facilitator and a translational researcher. This training covered the protocol of the focus group and facilitation approaches and techniques.

The focus group followed a modified World Café [16] approach:

- **Introduction:** small group facilitators and MS MOOC team members greeted participants, and the academic lead gave a brief introduction presentation, including an agenda for the day, context and background for the discussion, rationale for developing an online course, and examples of the various modes of delivery available to the team (eg, video types, etc). This was followed by an introduction exercise and a large group discussion of ways of working to establish rules for the small group discussions. After this discussion, a catered morning tea was provided.
- **Small group discussions:** small group discussions followed the World Café format, except that, because of mobility issues, the participants remained at the same table throughout, and the facilitators moved between tables. Small groups discussed 4 questions, and each question was discussed for 15 to 20 min. Discussion questions are available in the supplementary materials (Multimedia Appendix 2). Discussions were followed by a catered lunch.
- **Large group discussion and dotocracy:** the small group facilitators summarized the main points of the discussions into bullet points, which were posted on a whiteboard and presented to the large group after lunch. Each participant was given a strip of 12 red dot stickers (3 per discussion question). They were told to place the stickers next to the summarized statements that they felt were most important for inclusion in the course. They were allowed to place more than one dot next to a given statement.
- **Wrap-up:** after voting, the participants were thanked and invited to participate in the course pilot study. The small group facilitators were asked to submit their feedback on the process within a week of the event.

The results of the focus group were analyzed quantitatively using summary statistics and qualitatively using textual analysis. Each group discussion was considered a data item (n=16). All discussion notes were transcribed and assessed using thematic...
analysis. Any topic mentioned at least twice throughout the data set was considered to be a theme. Any theme mentioned by all 4 groups was considered a key theme. The data collected from the focus group were used to amend the initial syllabus and create the initial course outline, which served as the blueprint for the core course content. The results also informed the style and mode of delivery decisions for course materials.

**Development of Course Materials**

The course materials were designed in accordance with our core principles and integrated with the feedback of the focus group participants and the advisory group. The academic lead wrote the first draft of the core course content by elaborating on the course outline, breaking down larger topics into their component pieces, and giving greater detail on each one. The course was structured into 6 modules, with each module comprising several sections. The course outline was adapted into video scripts, with nearly every section containing at least one video, and was distributed to the area expert presenting the information. The area experts were given the opportunity to refine the content of the video with the academic lead before and during filming. These academic videos formed the core content of the course and served as the basis for the rest of the course material.

The academic videos were filmed in 3 formats:

1. **Interview**: the academic lead sat off-camera interviewing the area expert who was on camera. In the final version, tiles with the interview questions appear between the responses of the expert.
2. **Conversational**: the area expert and the academic lead were on the camera together, side-by-side. The academic lead interviewed the area expert.
3. **Direct-to-camera**: the academic lead presented a short (<5 min) scripted lecture on a topic. These videos were later animated.

After the videos were shot, they were edited and transcribed so that a text version of all videos could be made available to the course participants. Some videos were animated to illustrate the concepts that they covered. **Figure 2** demonstrates the process used to develop video content.

**Figure 2.** Video production flowchart.

---

Text was written to reinforce the main messages of the videos and to add a greater context. The main messages were presented as headers, with more details given in the supporting text. The goal was to ensure that if a participant only read the headers, they would come away with the main points of the section. The text was pitched at a general audience and assumed participants...
had completed a secondary school science education. Figure 3 shows a screen capture of one of the course pages.

Figure 3. Screen capture showing the layout of a single page of the course.

Activities were developed to encourage participant resilience (eg, goal setting) and develop their disease management skillset (eg, symptom tracking). Discussion prompts aimed to inspire reflection about the course content and gather feedback about the activities. End-of-module quizzes aimed to cover the main content of each module, aligning with the module learning objectives. Each quiz was made up of 10 questions, and all questions were multiple choice. Participants had to achieve a score of 70% or higher to move on to the next module, but they could take each quiz as many times as they liked. The correct answers to the quizzes were presented at the beginning of the following module.

In addition, 2 other video series were included in the course: the community insights series and MS perspectives series.
MS perspective series included interviews with people living with MS recruited through pre-existing relationships with Multiple Sclerosis Limited and Menzies. Both were filmed in an interview format. They were each asked the same series of questions, which were related to the core content of the course. The interviews were then spliced together so that the final set of 5 videos showed the experience of multiple people living with MS on a particular subject. The community insights series included interviews with other members of the MS community, such as a caregiver and an MS nurse, about their experience working with and/or caring for people living with MS. These videos were placed in the course alongside the core content related to them.

Each module opened with a summary paragraph describing the content, a list of learning objectives, and a list of possible applications for the information presented in the module. The module sections usually began with a video under the section heading, followed by the supporting text. There were 1 to 2 discussion prompts and 1 activity in each module. The final section included a summary paragraph and downloadable summary PDF file, as well as a list of additional resources (mostly links to external websites) and the end-of-module quiz. An example quiz, a list of module activities and discussion prompts, and the finalized course outline are available in the supplementary materials (Multimedia Appendices 3-5). To minimize the burden on course participants, we aimed to keep the time required to complete each module under 2 hours. Due to this, the length of most of our videos was 7 min.

Pilot Study
The purpose of the pilot study was to gauge MS community members’ satisfaction with the course and to test its technical components. The pilot study was advertised to MS community members via Menzies and Multiple Sclerosis Limited newsletters. People interested in taking part could register their interest on the course’s landing webpage. People who indicated interest were contacted via email and invited to enroll in the pilot study, which began on January 21, 2019. Participants were given access to the course materials in the same fashion as course participants during regular enrollments, with 1 module opening each week accompanied by a reminder email.

Participants were given the option of providing feedback via a web survey at the end of each module and on the overall course. In these surveys, participants were asked to provide quantitative (eg, rating) and qualitative (eg, free text) feedback. Participants rated their satisfaction with each course component (videos, text, images and animations, discussions, quizzes, and technical aspects) on a 5-point Likert scale from very dissatisfied to very satisfied. They were also asked to provide their level of agreement with statements about each course component. The results were analyzed quantitatively using summary statistics (eg, percentage satisfied or in agreement with a given statement) and qualitatively using thematic analysis. An example evaluation survey is available in Multimedia Appendix 6. The results of this study were used to refine the course before the first public iteration, which opened on April 29, 2019.

Preparation for Course-Related Research
Along with providing community education, research is one of the primary purposes of the Understanding MS MOOC. To prepare for research projects around the first enrollment of the course, the academic lead prepared an implementation evaluation tool and an outcomes evaluation tool, led the development of the MS Knowledge Assessment Scale, and submitted ethics applications for course-related projects. These tools and related research will be described in more detail in future publications.

Results
In this section, we will assess the methodology we used to develop the Understanding MS MOOC by discussing the strengths and weaknesses of each step in the process.

Advisory Group and Massive Open Online Course Management Structure
The members of the advisory group reported that the group was effective. As the group contained a cross-section of expertise from all areas of the project (technical, academic, managerial, and clinical) and project stakeholders, as well as key decision makers, decisions were well informed and could be made swiftly. The group was inclusive and respectful of the members’ time. There was an action item list for each meeting, and meetings were not held if there was nothing to discuss. The regular meeting time and buy-in from all members contributed to the group’s success.

Group members reported one notable weakness: the function of the group could be improved by greater budget transparency, which would simplify decision making and purchase approvals.

Initial Course Syllabus Development
As discussed earlier, access to WDREC materials was a significant advantage when combined with our initial syllabus, as we were able to emulate the structure of successful MOOCs. The only substantial discussion around the initial syllabus was about the module order, particularly the placement of the biology and pathology module. This module is the most technical, and there was a concern that placing it first might discourage participants from completing the course. However, we concluded that placing it first made the most sense, as it provides information that underpins the following modules.

Focus Group
The small group facilitators agreed that the focus group was a success. They reported that the atmosphere was positive and that the participants enjoyed the process. The focus group had a 100% attendance rate; 21 people were invited and agreed to attend (the demographics of the attendees are provided in Table 1). This was the result of long-standing relationships with the MS flagship business manager, who acted as a community liaison. Furthermore, her initial contact with attendees set a casual and collegial tone for the focus group, which resulted in people arriving relaxed and open. This contributed significantly to the success of the event.
Table 1. Demographics of the focus group (n=21). Participants were able to select more than one multiple sclerosis (MS) community role and MS disease course.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>6 (29)</td>
</tr>
<tr>
<td>Female</td>
<td>15 (71)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
</tr>
<tr>
<td>Secondary school or less</td>
<td>5 (24)</td>
</tr>
<tr>
<td>Occupational certificate or diploma</td>
<td>8 (38)</td>
</tr>
<tr>
<td>Bachelor's degree</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>4 (19)</td>
</tr>
<tr>
<td>MS community roles, n (%)</td>
<td></td>
</tr>
<tr>
<td>Person with MS</td>
<td>13 (62)</td>
</tr>
<tr>
<td>Family or friend</td>
<td>6 (29)</td>
</tr>
<tr>
<td>Caregiver</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Allied health practitioner</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Advocate</td>
<td>6 (29)</td>
</tr>
<tr>
<td>UTAS(^b) staff member</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Multiple Sclerosis Limited employee</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Volunteer</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Disease course, n (%)</td>
<td></td>
</tr>
<tr>
<td>RRMS(^c)</td>
<td>9 (82)</td>
</tr>
<tr>
<td>SPMS(^d)</td>
<td>1 (9)</td>
</tr>
<tr>
<td>PPMS(^e)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>PRMS(^f)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>I am not sure</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>51.14 (11.33)</td>
</tr>
<tr>
<td>Disease duration, mean (SD)</td>
<td>13.18 (6.24)</td>
</tr>
<tr>
<td>Number of roles in the MS community, mean (SD)</td>
<td>1.62 (0.92)</td>
</tr>
</tbody>
</table>

\(^a\)MS: multiple sclerosis.
\(^b\)UTAS: University of Tasmania.
\(^c\)RRMS: relapsing remitting multiple sclerosis.
\(^d\)SPMS: secondary progressive multiple sclerosis.
\(^e\)PPMS: primary progressive multiple sclerosis.
\(^f\)PRMS: progressive relapsing multiple sclerosis.

Our method allowed us to identify the key themes from the small group discussions, such as accessibility, style, and exportable resources, and to compare these themes with the discussion summary statements that were most commonly voted as important by focus group participants (Table 2).

There were 2 main weaknesses in our focus group method. First, the small group facilitators reported some concern about fatigue. One facilitator suggested shortening the day by reducing the amount of time for questions at the end, whereas another suggested shortening the small group discussion periods from 15 to 10 min. Second, our selection of example videos was poor (ie, did not illustrate stylistic differences well), and we suggest that future projects choose videos more carefully to clearly show the differences in style. This might be accomplished by creating a few videos about the same subject in different styles, specifically for use in the focus group.
Table 2. The most important small group discussion summary statements (≥6 votes), as voted by focus group participants. The focus group participants were able to vote for the same statement multiple times.

<table>
<thead>
<tr>
<th>Question</th>
<th>Votes, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>What topics/subjects would you like to see covered in an online course about MS?</strong></td>
<td></td>
</tr>
<tr>
<td>Tips, management tools/activities to make living with MS easier, positive, and enhance quality of life</td>
<td>8</td>
</tr>
<tr>
<td>What to expect for certain scenarios (i.e., lesion location)</td>
<td>7</td>
</tr>
<tr>
<td>Support and where to find it</td>
<td>7</td>
</tr>
<tr>
<td>Guides for partners, children, public personnel, establishments, and health care providers (e.g., general practitioner and allied health)</td>
<td>6</td>
</tr>
<tr>
<td>Support services, events in local area</td>
<td>6</td>
</tr>
<tr>
<td>Guides for types, symptoms</td>
<td>6</td>
</tr>
<tr>
<td><strong>What modes of delivery do you prefer?</strong></td>
<td></td>
</tr>
<tr>
<td>Video lecture (facing the audience)</td>
<td>12</td>
</tr>
<tr>
<td>Keep it simple</td>
<td>11</td>
</tr>
<tr>
<td>Link to other resources</td>
<td>6</td>
</tr>
<tr>
<td><strong>What would make an online course about MS useful to you?</strong></td>
<td></td>
</tr>
<tr>
<td>Interview people with MS</td>
<td>13</td>
</tr>
<tr>
<td>Know more about MS</td>
<td>8</td>
</tr>
<tr>
<td>Cater for a variety of learning styles</td>
<td>6</td>
</tr>
<tr>
<td><strong>What would make the course engaging for you?</strong></td>
<td></td>
</tr>
<tr>
<td>Plain English, simple language</td>
<td>14</td>
</tr>
<tr>
<td>Consider different learning styles, for example, visual and reading—either options or a mix of presentation styles</td>
<td>10</td>
</tr>
<tr>
<td>Speakers—engaging, warmth, humor, lived experience</td>
<td>9</td>
</tr>
<tr>
<td>Speakers must be engaging. Academics in chairs speaking to each other=boring</td>
<td>7</td>
</tr>
</tbody>
</table>

aMS: multiple sclerosis.

**Development of Course Materials**

In total, we created 53 videos, including 6 MS perspectives videos and 4 community insights videos, totaling 5 hours, 40 min, and 32 seconds of film. Only 4 used green screen animations. There were a total of 62 pages from the introduction through the completion of modules. On average, participants in the pilot study took approximately 2 hours to complete each module (Table 3), equating to 12 hours of total course content.

Our content development process had 4 main strengths. First, our core principles effectively shaped the tone of the course. We translated them into course-related materials in a variety of ways, including the following examples:

1. **Do no harm.** This influenced both the tone and the structure of the course. For example, while the content about MS symptoms, in general, was mandatory, videos detailing specific MS symptoms were made optional. This allowed participants to avoid exposure to information that might increase their symptom-related anxiety.
2. **Keep it positive.** In the feedback survey, instead of asking what was wrong with the course, we asked what could be improved.
3. **Share the journey.** Throughout the course, we choose to use the pronoun we instead of you to emphasize a sense of community. In addition, we individually greeted each participant who posted on the introduction discussion board in the first week of the open enrollments, thanking them for their participation and welcoming them to the course.

Second, having a single academic lead who oversaw all course content development was a very effective strategy, and we would recommend this approach to others. We found that it reduced duplication and contradiction and increased the continuity between sections. As all the written material (e.g., text, quizzes, summaries, etc) had a single author, the course had a consistent style and pitch.

Third, we used a variety of different video styles. Not only is it more visually interesting but each video format also has particular advantages. The interview style is very flexible and allows for filming to be stopped between questions, which provides time for the academic lead and the presenter to workshop the upcoming question and response. Frequent pauses also mean that it is easy to reshoot the responses and only requires the presenter to remember their response to one question at a time. The conversational style allows for in-the-moment redirection of the presenter and follow-up questions by the academic lead. The conversational and interview styles require minimal upfront time investment by the presenters, which reduces the burden placed on them and may make them more likely to participate and enjoy participating. The direct-to-camera style allows for the concise delivery of information. However, it requires more upfront preparation.
including memorization of a script. For this reason, this style of video was only presented by the academic lead.

Fourth, strong selection of video presenters from across the MS community (eg, people living with MS, caregivers, researchers, neurologists, etc). We found that the area experts made the best presenters, as they were comfortable speaking about their area of expertise. Inviting the presenters to workshop the script ahead of shooting increased their involvement and preparation and made them more comfortable when filming. We found that filming was improved by keeping things casual. This made presenters more comfortable, which both improved their performance and made them more likely to enjoy themselves.

The largest weakness of our content development was our ambitious timetable, which allowed approximately 10 months leading up to the first open enrollment. Given the amount of content needed, this rushed the process. In addition, because of financial and logistical constraints, the course materials were only made available in English. This limited the accessibility of the course.

Table 3. Demographics of the pilot study participants who completed the feedback surveys.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Module 1 (n=51)</th>
<th>Module 2 (n=44)</th>
<th>Module 3 (n=41)</th>
<th>Module 4 (n=41)</th>
<th>Module 5 (n=36)</th>
<th>Module 6 (n=39)</th>
<th>Overall (n=29)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>47 (92)</td>
<td>41 (93)</td>
<td>38 (93)</td>
<td>38 (93)</td>
<td>33 (92)</td>
<td>37 (95)</td>
<td>26 (90)</td>
</tr>
<tr>
<td>Male</td>
<td>4 (8)</td>
<td>3 (7)</td>
<td>3 (7)</td>
<td>3 (7)</td>
<td>3 (8)</td>
<td>2 (5)</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary school</td>
<td>6 (12)</td>
<td>4 (9)</td>
<td>4 (10)</td>
<td>3 (7)</td>
<td>4 (11)</td>
<td>5 (13)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Occupational certificate or diploma</td>
<td>7 (14)</td>
<td>7 (16)</td>
<td>5 (12)</td>
<td>8 (20)</td>
<td>5 (14)</td>
<td>7 (18)</td>
<td>7 (24)</td>
</tr>
<tr>
<td>Undergraduate degree</td>
<td>16 (31)</td>
<td>14 (32)</td>
<td>14 (34)</td>
<td>13 (32)</td>
<td>10 (28)</td>
<td>12 (31)</td>
<td>8 (28)</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>22 (43)</td>
<td>19 (43)</td>
<td>18 (44)</td>
<td>17 (42)</td>
<td>17 (47)</td>
<td>15 (39)</td>
<td>12 (41)</td>
</tr>
<tr>
<td>MS community roles, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Person with MS</td>
<td>32 (63)</td>
<td>29 (66)</td>
<td>25 (61)</td>
<td>27 (66)</td>
<td>24 (67)</td>
<td>26 (68)</td>
<td>17 (59)</td>
</tr>
<tr>
<td>Family member or friend</td>
<td>12 (24)</td>
<td>10 (23)</td>
<td>10 (24)</td>
<td>9 (22)</td>
<td>10 (28)</td>
<td>8 (21)</td>
<td>7 (24)</td>
</tr>
<tr>
<td>Caregiver</td>
<td>3 (6)</td>
<td>2 (5)</td>
<td>2 (5)</td>
<td>3 (7)</td>
<td>3 (8)</td>
<td>2 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Allied health professional</td>
<td>4 (8)</td>
<td>5 (11)</td>
<td>3 (7)</td>
<td>4 (10)</td>
<td>2 (6)</td>
<td>4 (10)</td>
<td>4 (14)</td>
</tr>
<tr>
<td>MS nurse</td>
<td>2 (4)</td>
<td>2 (5)</td>
<td>2 (5)</td>
<td>2 (5)</td>
<td>2 (6)</td>
<td>2 (5)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>General practitioner</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Neurologist</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Advocate</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td>1 (3)</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Service provider</td>
<td>2 (4)</td>
<td>2 (5)</td>
<td>3 (7)</td>
<td>2 (5)</td>
<td>1 (3)</td>
<td>1 (3)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Researcher</td>
<td>4 (8)</td>
<td>2 (5)</td>
<td>2 (5)</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other</td>
<td>6 (12)</td>
<td>4 (9)</td>
<td>4 (10)</td>
<td>4 (10)</td>
<td>6 (17)</td>
<td>4 (10)</td>
<td>5 (17)</td>
</tr>
<tr>
<td>MS onset phenotype, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary progressive</td>
<td>1 (3)</td>
<td>2 (5)</td>
<td>1 (2)</td>
<td>2 (5)</td>
<td>2 (6)</td>
<td>2 (5)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Progressive relapsing</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Relapsing remitting</td>
<td>18 (56)</td>
<td>16 (36)</td>
<td>15 (37)</td>
<td>15 (37)</td>
<td>12 (33)</td>
<td>14 (36)</td>
<td>11 (38)</td>
</tr>
<tr>
<td>Secondary progressive</td>
<td>9 (28)</td>
<td>8 (18)</td>
<td>8 (20)</td>
<td>8 (20)</td>
<td>8 (22)</td>
<td>8 (21)</td>
<td>3 (10)</td>
</tr>
<tr>
<td>I am not sure</td>
<td>3 (9)</td>
<td>3 (7)</td>
<td>1 (2)</td>
<td>2 (5)</td>
<td>2 (6)</td>
<td>2 (5)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>52.1 (12.3)</td>
<td>51.9 (11.4)</td>
<td>52.8 (12.4)</td>
<td>53.2 (12.4)</td>
<td>55.3 (12.2)</td>
<td>52.8 (12.3)</td>
<td>51.9 (12.8)</td>
</tr>
<tr>
<td>MS disease duration, mean (SD)</td>
<td>10.7 (8.7)</td>
<td>11.7 (9.2)</td>
<td>11.4 (8.4)</td>
<td>10.2 (8.2)</td>
<td>11.5 (8.1)</td>
<td>11.0 (8.4)</td>
<td>7.8 (5.8)</td>
</tr>
<tr>
<td>Time to completion (hours), mean (SD)</td>
<td>1.9 (1.0)</td>
<td>2.1 (0.9)</td>
<td>1.9 (0.9)</td>
<td>1.6 (0.9)</td>
<td>2.1 (1.1)</td>
<td>1.7 (1.0)</td>
<td>2.2 (1.2)</td>
</tr>
</tbody>
</table>

aMS: multiple sclerosis.
Pilot Study

A total of 97 people enrolled in the course of the pilot study. Of those, 51 provided feedback on at least one section of the course. Across all surveys, a minimum of 90% (26/29) of the respondents were female, and a minimum of 59% (17/29) were people living with MS. The pilot study participant demographics are presented in Table 3.

The pilot study had 2 main strengths. First, the group was reasonably representative of the MS community, with a variety of MS community roles represented and a range of MS phenotypes. Second, we were able to pinpoint areas for improvement because we surveyed participants about each module and the overall course, which provided fine-grained data (shown in Multimedia Appendix 7). If we had simply asked about overall satisfaction, our ability to target underperforming areas would have been lost (compare part A of Multimedia Appendix 7 with part B of Multimedia Appendix 7).

The main weakness of the pilot study was the relative paucity of data. This was a fairly small study, and we did not make providing feedback a mandatory part of participating in the pilot. Therefore, we did not collect as much data as we could have. More data may have provided a more detailed or nuanced view of the course materials.

Discussion

Principal Findings

Overall, our process was effective and efficient. This resulted in the production of a successful health and medicine MOOC aimed at the MS community and interested laypeople with high participant satisfaction, retention, and recruitment and with no major technical errors. We believe that this project was a good value for money and that the funds were well spent. We estimate that without extensive in-kind support, the project costs would have exceeded AUD $500,000. The generosity of our project partners was essential to its success and to illustrate the community support for this work. We have identified 5 key lessons learned from our experience.

Community Support is Essential

The support that this project received from the community, UTAS, and Multiple Sclerosis Limited was critical. Without it, this project would not have been possible. UTAS’ institutional support was particularly extensive. We were able to leverage the expertise, experience, and resources (particularly the custom online course platform) of the WDREC to achieve high cost-effectiveness. This was a sizable advantage; without it, the project would have been significantly more expensive, challenging, and time-consuming. Community buy-in and support also performed several other essential functions for the project. This allowed us to integrate the community from the outset. This led to collaboration, co-design, and engagement and allowed us to identify, understand, and tailor course content for our audience early on.

Stakeholder Involvement Improves Content Quality

There are many reasons to engage with stakeholders, including social justice and utilitarian motivations [17]. From a social justice perspective, there are compelling ethical reasons to involve stakeholders in the process early and often. From a utilitarian perspective, we found that early stakeholder involvement allowed us to identify the preferences of our target audience at the beginning of the process and helped to ensure that the content we created was appropriate. For example, we were surprised by the importance placed by focus group participants on the tone of the course. They indicated that they wanted a warm, good-natured tone. We incorporated this into the course content. This was a significant benefit to our project.

Plan for Research From the Beginning

We found that the best time to integrate research into an MOOC is at the beginning, while design and development are underway. This makes it possible to incorporate research tools directly into the course. It also allows sufficient time to produce tools that may be missing and require development. Early preparation also allowed the pilot study to function as a test of the course evaluation survey, which is now available for all course completers to provide feedback.

The Academic Lead and Project Management Team Ensure a Consistent Voice

A dedicated academic lead and project management team ensured that there was a consistent voice and style throughout the course content, accelerated course development, and minimized discrepancies in the course material. As this was their primary project throughout the year, they ensured that our ambitious timeline was met. They worked together to establish the textual, visual, and tonal styles of the course.

A Network of Collaborators Is a Key Resource

Our network of collaborators provided area experts from across the MS community, provided input on the course material, and, in the case of the WDREC, allowed us the immense benefit of their experience. Their generosity with their time made this project possible within the time and budget constraints presented above. Furthermore, collaborating at every level of this project has ensured that the community is involved and that stakeholders are represented, including in the authorship of this manuscript.

Strengths and Limitations

The main strength of this research was the diverse group of MS community members involved in all aspects of course development. The main limitations of this work were that it primarily involved Australian participants and was limited to those fluent in English. The web-based components further required the ability to access and use digital platforms.

Conclusions

The process behind the development of the Understanding MS MOOC was extensive, but each component contributed to a successful outcome. However, although this process was successful for us, it is important to recognize that this is a single project. We hope that by providing our material here, we will encourage others to use them in future work, allowing for meaningful comparisons in course development methodology and outcomes.
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Abstract

Background: Although smartphone-based emergency care training is more affordable than traditional avenues of training, it is still in its infancy, remains poorly implemented, and its current implementation modes tend to be invariant to the evolving learning needs of the intended users. In resource-limited settings, the use of such platforms coupled with gamified approaches remains largely unexplored, despite the lack of traditional training opportunities, and high mortality rates in these settings.

Objective: The primary aim of this randomized experiment is to determine the effectiveness of offering adaptive versus standard feedback, on the learning gains of clinicians, through the use of a smartphone-based game that assessed their management of a simulated medical emergency. A secondary aim is to examine the effects of learner characteristics and learning spacing with repeated use of the game on the secondary outcome of individualized normalized learning gain.

Methods: The experiment is aimed at clinicians who provide bedside neonatal care in low-income settings. Data were captured through an Android app installed on the study participants’ personal phones. The intervention, which was based on successful attempts at a learning task, included adaptive feedback provided within the app to the experimental arm, whereas the control arm received standardized feedback. The primary end point was completion of the second learning session. Of the 572 participants enrolled between February 2019 and July 2019, 247 (43.2%) reached the primary end point. The primary outcome was standardized relative change in learning gains between the study arms as measured by the Morris G effect size. The secondary outcomes were the participants individualized normalized learning gains.

Results: The effect of adaptive feedback on care providers’ learning gain was found to be g=0.09 (95% CI −0.31 to 0.46; P=.47). In exploratory analysis, using normalized learning gains, when subject-treatment interaction and differential time effect was controlled for, this effect increased significantly to 0.644 (95% CI 0.35 to 0.94; P<.001) with immediate repetition, which is a moderate learning effect, but reduced significantly by 0.28 after a week. The overall learning change from the app use in both arms was large and may have obscured a direct effect of feedback.

Conclusions: There is a considerable learning gain between the first two rounds of learning with both forms of feedback and a small added benefit of adaptive feedback after controlling for learner differences. We suggest that linking the adaptive feedback provided to care providers to how they space their repeat learning session(s) may yield higher learning gains. Future work might...
explore in more depth the feedback content, in particular whether or not explanatory feedback (why answers were wrong) enhances learning more than reflective feedback (information about what the right answers are).

**Trial Registration:** Pan African Clinical Trial Registry (PACTR) 201901783811130; https://pactr.samrc.ac.za/TrialDisplay.aspx?TrialID=5836

**International Registered Report Identifier (IRRID):** RR2-10.2196/13034

*J Med Internet Res 2020;22(7):e17100* doi:10.2196/17100
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**Introduction**

**Background**

In low-income regions such as sub-Saharan Africa (SSA), the need for health workers to provide care by themselves is more frequent than in middle- and high-income settings, and it can be associated with negative neonatal outcomes [1]. Of the estimated 2.9 million neonatal deaths each year globally, SSA has the highest overall risk of death within the first 24 hours of life, accounting for 37% of global neonatal deaths [1]. Severe workforce shortages, coupled with the skill imbalance and maldistribution of the health workforce, and a lack of training opportunities [1,2] are likely to be key contributors to this high mortality rate. Additional training is needed to better prepare health care providers in these regions to provide effective emergency pediatric and neonatal care [3,4]. However, face-to-face training costs between US $80 and US $300 per person per day and is difficult to deliver at scale [5]. Only a small fraction of trained health providers with the basic requisite skills training for new-born resuscitation are usually found in these regions [6,7]. Therefore, new strategies are required to improve training access for over 1 million health providers across SSA. Any such approach needs to be updated efficiently in real-time as guidelines change in light of new evidence and (ideally) capture data on the number of health workers that are able to train within a certain time period [8,9].

There is little evidence about the implementation of digital learning interventions that are relevant to the context of low-income settings, that take into account health workers’ initial and continuing clinical training needs, and that adapt learning content in the light of skill mastery and performance as learners continue to develop knowledge [9-15]. In nonclinical, high-resource contexts, adaptive instructional support has been shown to significantly outperform trainer-led large-group instruction, nonadaptive computer-based instruction, and paper-based instruction in producing learning gains [4,10,16,17]. Within low-resource contexts, investigation of learner models (cognitive models that try to model observed student learning behaviors) needed to support such tailored instructional approaches in clinical training settings is justified [10,11].

Health care training apps that have been developed to date and the approaches used can broadly be divided into two categories: those that simply replicate existing teaching strategies “on a screen,” for example, by providing questions and answers for exam practice or displaying textbook graphics, that is, the “drill-and-practice” pedagogical approach, and others, that take advantage of features specific to digital devices, examples of which include the ability to respond with different pathways to user choices or the use of animations with which the user can interact, that is, a more learner-centered pedagogical approach [9]. Serious games, which are games with a specific, applied purpose (other than entertainment) that can be played on mobile phones, are one such way of providing training with the potential to affect health outcomes [18]. The rationale for using serious games is that, in a similar way to “first-person” computer games, emergency care training should enable health workers to follow highly structured pathways (such as clinical care algorithms) with pieces of information (cues) sought at each step that determine the correct actions to perform. With both clinical training and performance in computer games, executing cue-response sequences perfectly, rapidly, and automatically, with minimal help (eg, from corrective feedback and hints), demonstrates mastery. This type of mastery has been shown to support effective clinical care delivery, but the required frequency of rehearsal in this approach is difficult and expensive to maintain for face-to-face training [19]. By using a serious gaming approach, users may be more motivated to repeatedly play the serious game, using incentives such as rewards, increasing difficulty, and scores—techniques that have been successfully used to encourage repeated gameplay in nonserious computer games. There is a scarcity of evidence from the evaluation and assessment of serious gaming approaches in smartphones for health care training in low-income settings. Addressing this need was highlighted in the most recent systematic review in this area [15,20].

The Life-Saving Instruction for Emergencies (LIFE) project uses a smartphone-based serious game approach initially to provide training in the care of very sick newborns and children. The app extends the scenario-based Emergency Triage, Assessment, and Treatment Plus admission care training (ETAT+) training model [21,22] by incorporating more learner-centric intervention approaches. The aim of ETAT+ is to familiarize health care providers with clinical guidelines and the necessary knowledge and skills for triaging all sick children when they arrive at a health facility into those with emergency signs, with priority signs, or nonurgent cases and provide emergency treatment for those with life-threatening conditions [23]. The ETAT+ teaching model uses a face-to-face model to train health care workers in Africa and Southeast Asia and is explained in detail elsewhere [21-25].
Given the contextual challenges of enhancing health care providers’ learning settings, such as SSA, LIFE is designed to develop health care providers’ self-regulating learning (SRL) of ETAT+ content independent of any classroom or face-to-face tutoring facilitation. The potential for utilizing the digital and reusable nature of interventions such as LIFE to adapt the way health care professionals learn and receive feedback on their performance remains underexplored in SSA. Such personalization of learning could be used to maximize learning outcomes and to develop learners’ skills [14,15]. The ubiquitous nature of smartphones as experimental tools offers access to a wider pool of study participants [26] and can minimize the cost of implementing, evaluating, and scaling educational platforms such as LIFE in a resource-constrained context [9]. Smartphones have also been shown to raise learners’ interest in learning interventions [27].

SRL is a weakly recursively process that is facilitated by feedback at each stage [28-30] supporting learners’ metacognitive regulation of learning strategies to help them regulate resources and emotions while learning [29]. In addition to regulation, metacognition consists of declarative knowledge and deals with the interplay between knowledge of one’s abilities to perform tasks, the nature of the learning task, and the strategies one can employ to successfully perform the task [29]. It is theorized to have a limited capacity that renders the learners prone to making errors in complex or time-limited learning tasks (eg, delivery of emergency care in newborns) [31]. In the presence of such performance errors (eg, slipping or guessing) due to cognition’s limited capacity [32], to guide SRL a key objective is to infer the knowledge of the learning task being tutored. Feedback is posited to enhance learning when “...it provides further information to correct or modify action through the construction and activation of more appropriate [action sequences] ...” [33]. The information provided ought to move the learner to a deeper understanding of the learning task [34]. However, more feedback does not always equate to better learning: “...The amount of information given to the student must be what the student can use, rather than the amount the [tutor] may wish to give...,” especially in light of the limited capacity of cognition [32,34-36]. Feedback that is too elaborate is more likely to produce cognitive overload. On the other hand, if it has low specificity, it is more likely to be perceived by learners as useless [32,37]. Effective feedback is posited to be specific but not too elaborate and presented in manageable units [37,38]. Its timing, specificity, frequency, and type have varying effects in enhancing learning [36]. In the absence of flexibility in determining the instruction challenge level or stratifying learning pathways within the LIFE project (due to the efforts to standardize delivery of clinical guidelines training content), feedback remains the most promising intervenable theory-aligned concept for enhancing SRL using smartphones in settings such as SSA.

Objectives
The primary objective of this randomized experiment was to investigate whether adaptive individualized feedback is superior to standardized feedback in mobile smartphone-based emergency neonatal care training. We hypothesized that health care providers randomized to receive adaptive feedback would have significantly higher learning gains than those randomized to receive standardized feedback. The secondary objective was to investigate learning gain in general and how learning gains when using LIFE are modified by health care providers’ characteristics and how they space their learning.

Methods

Ethical Approval
The breakdown of the methods and analysis plan for this experiment are described in the published protocol for this study [39] and was approved by the Kenya Medical Research Institute’s (KEMRI) Scientific and Ethical Review Committee (#3444) and the Central University Research and Ethics Committee of Oxford University (#ED-CIA-18-106). It follows the Consolidated Standards of Reporting Trials guidelines for reporting randomized experiments [40].

Study Design
The study was a parallel-group, double-blinded, randomized experimental design with an allocation ratio of 1:1. The participants were randomized to receive the intervention or to be in the control group when they launched the training app for the first time on their individual smartphone devices.

Eligibility Criteria
The participants were health care providers from any professional cadre involved in providing bedside patient care, who were either undergoing training (eg, students), or actively providing nursing, clinical or medical care. Health care providers who had retired from clinical practice, who practiced in high-income settings, or participants who were not health care providers were excluded from the study.

Study Setting and Recruitment
This study was confined to participants from low-income countries who stand to benefit from training in the management of pediatric emergencies (Multimedia Appendix 1). The distribution of the LIFE smartphone app was through the Google Play Store, with initial efforts directed toward face-to-face recruitment of participants in Kenya (more details are provided in the study protocol [39]). The recruitment of study participants endeavored to promote voluntary self-enrolment and used snowballing and purposive sampling strategy [41], which have been explained in detail in the study protocol [39].

The Intervention
The intervention in this study was the adaptive differentiated immediate feedback provided while learning through a smartphone-based serious gaming app. The content to be learnt was based on a neonatal resuscitation guideline course that is already offered in nine low-income countries [21,22,24]. The smartphone-based app was publicly available on the Google Play Store, where it was downloadable and installable to compatible Android-based smartphones. All study participants received a link to the mobile app hosted on the Google Play Store. The LIFE app was designed to target Android’s SDK19 as the minimum version of Android supported as at February 2019 (which targets 100% of Android devices) [42]. The
smartphone app had already undergone alpha and beta testing on a pilot cohort of health care providers’ smartphones from Kenya since October 2017 to ensure stability and reliability of its functioning on different mobile phones. More details of the intervention are provided in the Multimedia Appendix 2 [43-45].

The number of standardized feedback levels was determined by global health academics and expert medical trainers involved in ETAT+ training in SSA in consultations with the relevant medical professional bodies accrediting continuous professional development. The adaptive immediate feedback provided to the experimental group participants was designed to arouse meaningful reflective learning from continuous interaction between the learners and the smartphone-based training [46,47].

As didactic-procedural form of feedback [48] aligned to our theoretical framing, it was designed to force the health care provider to contemplate over the incorrect care provision choices they provided in their failed attempt (eg, “Some of the selected actions are not appropriate at this stage” focuses on the number of wrong choices and their placement within the clinical care-giving pathway and is meant to force reflection as to which stage they are most appropriate). This feedback was provided to the experiment arm after each incorrect attempt at a learning task with three cascading detail levels based on the predicted probability that the learner’s next attempt was going to be correct. The modeling approach to support the data collected from 187 health care providers during the beta testing phase and is briefly described in the Multimedia Appendix 2 and explained in detail elsewhere [49]. The wording of the feedback provided was dependent on the number of incorrect choices the learner had selected and the actual incorrect choices themselves.

This is illustrated in Multimedia Appendices 3-6. The control group study participants received standardized nonadapted immediate feedback after each incorrect attempt at a learning task, with the feedback on the first incorrect attempt asking the learner to retry (level 0, Multimedia Appendix 6) and the feedback on the second attempt giving a detailed explanation of the correct choices to select (level 2, Multimedia Appendix 6). Using multidimensional model of personalization by Holmes et al [50], in this experiment, the adaptive mechanism targets the personalization of how feedback is to be presented and when it is to be introduced.

The LIFE app was both the learning and the measurement tool. The learning task is synonymous with the quiz as learning is designed to be embedded in the formative evaluation. At the end of a successful completion of a learning session, the platform provided a performance score based on whether each learner’s response to the learning tasks was correct on the first attempt. For this study, a learning session was conceptualized as every unique initiation (ie, iteration) of the neonatal resuscitation learning scenario training round on the LIFE smartphone app (illustrated in Scenario A in Multimedia Appendix 7).

**Outcomes**

The primary end point for both arms of the experiment was the completion of two learning sessions using LIFE, the first session being treated as pretest and the second session being treated as posttest. Both scores were converted into percentages. From the pre-post scores, the study’s main comparative outcome was the learning effect size (g) [51], with the formula for its calculation provided in this study’s protocol [39] and provided in the Multimedia Appendix 2. This effect size, also referred to as Morris G [51], represents the mean difference between the relative change within the study arms. From education literature [16,52,53], effect sizes of approximately 0.2, 0.5, and 0.8 are considered as small, moderate, and large effect sizes, respectively. These thresholds represent the magnitude of the effect and reflect our assumption that a statistically significant result is not necessarily important or meaningful. For example, for an effect size of approximately 0.2, the difference between the study groups is trivial even if it is statistically significant [52,54].

In addition to randomization, which eliminates or at least dramatically reduces biases influencing this study’s primary outcome, the calculation of this study’s primary outcome (1) is robust in managing preexisting knowledge differences among learners, (2) allows for the estimation of the intervention effect even when experimental and control groups are nonequivalent, and (3) considers the variances of both pretest and posttest scores. This contrasts with other forms of effect size calculation such as Hedges G and Becker D, which only use pretest or pooled variances [51]. In this model, the pretest and posttest variances were assumed to be homogeneous. The secondary outcome considered was the individualized learning gain of the study participants, defined as the relative change in performance score of health care providers divided by the maximum score they could have improved upon [55]. This was calculated from the performance scores from learning sessions following each other, with the performance from the first session treated as pretest score and the one from the last session treated as a posttest score. The formula for this calculation is provided in this study’s protocol [39].

**Participant Timeline**

Enrolment of study participants began on February 1, 2019, and continued up to July 31, 2019. This study’s rollout of LIFE’s intervention was based on implementation study principles and outcomes [56] and was informed by self-regulated, self-directed learning [28,31,57]. It sought to understand and work within real-world conditions, rather than trying to control for adoption, acceptability, coverage, and sustainability conditions or to remove their influence on the study outcome [56]. Subsequently, no training sessions were planned for the study participants. Although LIFE is designed for low-income contexts, there was no limit set by geographical coverage for health care providers who might be interested in undertaking this self-directed training; anyone could download the app. However, we only analyzed health care providers from low-income countries. Participants without any geographic location data (due to refusing to grant the LIFE app the required Android permissions) were assumed to be from developing countries, given that our recruitment efforts were directed toward professional groups in these countries.

**Sample Size Calculation**

Similar interventions in other subject domains have been found to have a mean effect size of between 0.22 (95% CI 0.16 to
0.27) to 0.70 (95% CI −0.08 to 1.49) [16,58]. Drawing from these studies, to detect an effect size of 0.22 with a two-sided 5% significance level and a power of 80%, a sample size of 83 participants per group who reach the primary end point of the study was necessary. A sample size calculation for a one-way analysis of variance, together with one-sample and paired-sample t test analysis using the same effect, power, and significance parameters produced the same required sample size of 166 participants. The sample size calculation formula is provided in this study’s protocol [39].

On the basis of the alpha tests of the LIFE smartphone app, we assumed a 50% dropout rate of study participants, with dropout defined as the incomplete or single use of the LIFE smartphone app, and planned to recruit at least 332 participants to account for this dropout rate. To encourage repeated usage of LIFE, all participants received email reminders from the time they were enrolled in the study once every 2 weeks, and this was suspended after they had received three reminders. From interviews of the study participants in the alpha and beta phases of the LIFE app development, those from lower clinical cadres tended to characterize the cost of phone data charge necessary for downloading the 231 MB smartphone app as too high. To mitigate the burden of saddling participants with this extra cost to their personal finances due to participating in the study, they could request for reimbursement of costs within a few weeks of using the LIFE smartphone app.

Demographic data was collected within the app in its initial use by study participants at the end of the first learning session if they consented. This was because demographic data were deemed more sensitive than trace play data and therefore required additional consent as per the ethical approval. This meant that for learners who dropped out before completing the first session, or chose not to fill-in those data, no demographic data were collected. From these data, statistical analyses were conducted to evaluate whether there was any systematic bias in the attrition of study participants. Study variables used in this analysis were study groups, exposure to previous neonatal training, clinical cadre, age, and level of experience. This was because given the differences in training pathways for clinical cadres and length of practice, level of expertise might produce differences in the effectiveness of the learning intervention [59]. In addition, age was included to evaluate whether it was associated with the pattern and effectiveness of smartphone-based learning given its novel nature requiring digital acuity [60]. We judged sex not to be theoretically influenced by the socio-cognitive framing of this experiment’s research questions.

Randomization

For allocation of the participants, an in-app algorithm randomly generated a value between 0 and 3 when the smartphone app was launched for the first time. If the value was either 0 or 1, it was recoded to 0, otherwise recoded as 1. This algorithm was implemented using a randomization routine provided by the game engine for development reasons, which we assumed to be reliable [61]. The algorithm determined whether a participant was allocated to the control (if the recoded value was 0) or the experimental group (if the recoded value was 1). It also blinded both the study participants and staff to the allocation of participants to groups during the experiment, but not at the analysis stage. Sequence generation for random allocation was a computerized procedure pegged on a single instance (ie, smartphone app installation instance) that mimicked a coin-tossing procedure. Therefore, using permuted blocks of random sizes to assign participants to either the control or experimental group was not possible and therefore not implemented.

Statistical Methods and Analyses

For the primary end point, we used the Morris G effect size to analyze the differences between study arms of relative change in scores within the arm, as described in detail in the study protocol [39]. This was assessed after the second round of completing the training scenario through the smartphone app, with each round’s performance score recorded. Secondary analysis was conducted using regression analysis, with the dependent variable being the normalized learning gain and the independent variables being health care providers’ demographic characteristics and the game play characteristics (eg, spacing of repeat learning session, amount of time spent on learning task, and previous exposure to neonatal training), to evaluate their effect on learning gains.

The primary learning outcome used in this study could not be computed for study participants whose dropout was characterized by a lack of at least two complete learning sessions. Without a postbaseline assessment, “intention-to-treat” analysis could not be performed unless we imputed outcomes, which tends to produce biased estimates [62]. Therefore, we did not conduct an intention-to-treat analysis. However, dropout numbers are reported in relation to those who reached the study’s primary end point, with their implications discussed considering self-regulated, self-directed learning [28,31,57]. Qualitative interviews were conducted in parallel to the experiment from a small sample (N=19) of the health care providers who participated in the study, regardless of whether they reached the primary end point or not. These interviews were used to explore health care providers perceptions of self-regulated learning that affected the contextual use of the smartphone-based learning platform. They provided a context for interpreting the observed learning outcomes from this study and will be reported separately.

Data Management

The primary data collected from the study participants’ Android smartphone app are held on their devices with a back-up copy synchronized to Google Firebase, a secure distributed cloud-based database server, after being transmitted in an encrypted format. Data collected after the experiment were stored on encrypted password-protected USB devices and transferred to secure password-protected servers in Kenya and Oxford. Deidentified data were shared with study staff based at the research institutions listed on the ethical approval forms.

Informed Consent

Individual participant consent was elicited from within the mobile app before collection of any demographic data, in
addition to using explicit Android permission requests for collecting trace anonymized learning data from the app. This approach of informed consent in an app is not uncommon in medical research; it has been described in detail in a systematic review [63] as well as specifically for mobile app–based research [64]. The informed consent process also included information on the credentials and affiliations of the researchers and developers of the LIFE platform. Participants had no way of knowing whether they were receiving the “intervention of interest.”

**Results**

**Study Sample**

At the end of the data collection period, 572 of the enrolled 897 participants were eligible for the study and 247 (43.2%) ended up reaching the study’s primary end point (Figure 1), as expected in our published protocol [39].

Figure 1. Experiment’s enrolment flowchart.

It was challenging to enforce the allocation ratio because the algorithm used for randomization was not centralized and therefore unable to implement a blocking mechanism in participant to group allocation. Randomization was happening on the individual health care provider’s personal smartphone independent of how other participants were allocated and is illustrated in detail in Multimedia Appendix 8. In addition to the lack of an enforceable blocking mechanism, the software library used for the random generator function (C++ rand function) is most likely to have caused an unequal allocation ratio because it has varied efficiency across multiple smartphone devices that remain largely unknown (Multimedia Appendix 9) [61,65]. It is highly likely that this was what contributed to the observed disparity in allocation ratio. However, this did not render the allocation of study participants to the study arms nonrandom, as detailed below.

A total of 30.6% (175/572) of the enrolled participants provided their background information, and of these, 135 reached the experiment’s primary end point (Figure 1). From the difference in means test and difference in proportions test, there was no significant difference between the experimental and control groups of both those who dropped out and those who reached the study’s end point by LIFE use characteristics (Multimedia Appendix 10) or demographic characteristics (Table 1). However, the dropout rate was significant in health care providers in clinical officer cadres and those who had specialized training (Multimedia Appendix 11).
Table 1. Baseline characteristics of study participants where demographic data are available.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>All health care providers who provided background information (n=175)</th>
<th>Health care providers who reached the study’s primary end point (n=135)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control (n=103)</td>
<td>Experiment (n=72)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>31.2 (8.26)</td>
<td>29.4 (6.99)</td>
</tr>
<tr>
<td>Experience (years), mean (SD)</td>
<td>7.21 (7.05)</td>
<td>6.44 (7.81)</td>
</tr>
<tr>
<td>Sessions started, mean (SD)</td>
<td>3.92 (3.02)</td>
<td>4.22 (3.37)</td>
</tr>
</tbody>
</table>

**Clinical cadre, n (%)**

<table>
<thead>
<tr>
<th></th>
<th>Doctor</th>
<th>Clinical officer</th>
<th>Nurse</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>37 (35.9)</td>
<td>17 (16.5)</td>
<td>40 (38.8)</td>
<td>9 (8.7)</td>
</tr>
<tr>
<td>Experiment</td>
<td>30 (42)</td>
<td>10 (14)</td>
<td>28 (39)</td>
<td>4 (5)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.33</td>
<td>.26</td>
<td>.82</td>
<td>.53</td>
</tr>
<tr>
<td></td>
<td>31 (37)</td>
<td>14 (17)</td>
<td>31 (37)</td>
<td>8 (9)</td>
</tr>
<tr>
<td></td>
<td>22 (43)</td>
<td>5 (10)</td>
<td>21 (41)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.24</td>
<td>.87</td>
<td>.31</td>
<td>.77</td>
</tr>
</tbody>
</table>

**Clinical training level (whether completed general/specialty training and professionally registered), n (%)**

<table>
<thead>
<tr>
<th></th>
<th>Specialized</th>
<th>General officer</th>
<th>Intern</th>
<th>Student</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>23 (22.3)</td>
<td>38 (36.9)</td>
<td>9 (8.7)</td>
<td>33 (32.0)</td>
</tr>
<tr>
<td>Experiment</td>
<td>11 (15)</td>
<td>29 (40)</td>
<td>7 (10)</td>
<td>25 (35)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.42</td>
<td>.72</td>
<td>.53</td>
<td>.32</td>
</tr>
<tr>
<td></td>
<td>19 (23)</td>
<td>29 (35)</td>
<td>8 (9)</td>
<td>28 (33)</td>
</tr>
<tr>
<td></td>
<td>6 (12)</td>
<td>21 (41)</td>
<td>6 (12)</td>
<td>18 (35)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.94</td>
<td>.22</td>
<td>.34</td>
<td>.41</td>
</tr>
</tbody>
</table>

| Done Emergency Triage, Assessment, and Treatment Plus admission care training?, n (%) | 60 (58.3) | 47 (65) | .28 | 49 (58) | 33 (65) | .23 |

$^a$ $P$ value from difference in means between study arms within progression category.

$^b$ $P$ value from a difference in proportions test between study arms within progression category.

The effects of attrition bias appear to be minimal, as reported in Table 1 and Multimedia Appendix 10. There is good reason to infer that the randomization generally achieved its purposes of balancing participants from different backgrounds between the intervention arms while also mitigating against selection bias despite the unexpected allocation ratio.

**Effect of Adaptive Feedback on Learning Gains Across Study Arms**

The performance of the learners showed a substantive improvement of about 30% above pretest scores in both the control and experimental arms (Table 2). As the overall learning change from LIFE use was large, this may obscure a direct effect from the adaptive feedback. From Levene’s test, the assumption that the variance of the performance scores was homogenous holds true [66].

Table 2. Performance of learners within study arms.

<table>
<thead>
<tr>
<th>Study group</th>
<th>N</th>
<th>Pretest (%), mean (SD)</th>
<th>Posttest (%), mean (SD)</th>
<th>Life-Saving Instructions for Emergencies smartphone app effect$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Correlation$^b$</td>
</tr>
<tr>
<td>Control group</td>
<td>148</td>
<td>56.1 (23.2)</td>
<td>85.8 (15.6)</td>
<td>0.226</td>
</tr>
<tr>
<td>Experiment group</td>
<td>99</td>
<td>50.4 (21.4)</td>
<td>81.8 (17.7)</td>
<td>0.335</td>
</tr>
</tbody>
</table>

$^a$ Effect size based on intra-individual changes in test scores accounting for correlation between the scores in a single-group pretest posttest design [51].

$^b$ Pearson $R$ correlation between the scores within the study arm.

The main outcome of interest, which was the effect of adaptive feedback on learning gain, was calculated after the second round of the completed learning scenario, and its calculation is explained in detail elsewhere [39]. Adaptive feedback had an intervention effect of 0.09 (95% CI $-0.31$ to $0.46$; $P=0.47$), which is both statistically and substantively insignificant. It is noteworthy that the calculation for the effect size computed here does not treat the scores as repeated measures but as independent data. It also assumes that pretest and posttest variances are homogeneous. To minimize this bias, a correction adjustment factor of 0.998 was applied to the effect size and is explained in the protocol [39,51]. This suggests that the degree of bias in the effect size calculation was minimal given that it is a very small adjustment. The number of feedback messages provided in the experiment over the learning sessions is illustrated in Table 3.
Table 3. Number of feedback messages provided.

<table>
<thead>
<tr>
<th>Study arm</th>
<th>Minimal, n (%)</th>
<th>Reflective, n (%)</th>
<th>Detailed, n (%)</th>
<th>All, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Feedback messages for the 572 learners who were enrolled into the study</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>2067 (27.96)</td>
<td>0 (0.00)</td>
<td>2348 (31.76)</td>
<td>4415 (59.71)</td>
</tr>
<tr>
<td>Experiment</td>
<td>269 (3.64)</td>
<td>1097 (14.84)</td>
<td>1613 (21.82)</td>
<td>2979 (40.29)</td>
</tr>
<tr>
<td>All</td>
<td>2336 (31.59)</td>
<td>1097 (14.84)</td>
<td>3961 (53.57)</td>
<td>7394 (100.00)</td>
</tr>
<tr>
<td><strong>Feedback messages(a) for the 247 learners who reached the study’s end point</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>899 (29.4)</td>
<td>0 (0.00)</td>
<td>955 (31.23)</td>
<td>1854 (60.63)</td>
</tr>
<tr>
<td>Experiment</td>
<td>48 (1.57)</td>
<td>543 (17.76)</td>
<td>613 (20.05)</td>
<td>1204 (39.37)</td>
</tr>
<tr>
<td>All</td>
<td>947 (30.97)</td>
<td>543 (17.76)</td>
<td>1568 (51.28)</td>
<td>3058 (100.00)</td>
</tr>
</tbody>
</table>

\(a\)Counts are only for the first two complete learning sessions.

Effect of Adaptive Feedback on Individual Learning Gains

The primary outcome analysis results are likely to suffer from two forms of detection bias: subject-treatment interaction bias and differential time-effect bias [67], as illustrated in Multimedia Appendix 12. To mitigate against these biases and explore how LIFE use and learner background characteristics might affect learning gains, we conducted a secondary analysis using normalized learning gain at the individual level. This was consistent with the published protocol [39]. Details of our calculation of the normalized gain are explained elsewhere [39,55].

When considering differences in LIFE use at the individual health care provider level, learners who had a space of more than a week between subsequent use of LIFE had significantly lower normalized gains by \(-0.395\) (95% CI \(-0.557\) to \(-0.232\); \(P<.001\)) than those who had spaced their learning to an hour or less. Any variation in spacing the self-directed use of LIFE, which was a week or less, did not produce significant changes to the normalized gains. The adaptive feedback mechanism had a significant effect on health care providers’ normalized learning gains of \(0.523\) (95% CI \(0.345-0.702\); \(P<.001\)). Longer time spent on learning tasks and ratio of feedback hints provided per attempt at a learning task were significantly associated with lower normalized student learning gains. Health care providers’ previous face-to-face training in ETAT+ content had no positive significant effect on their learning gain. This is illustrated in Table 4, model A.

When considering the demographic and background characteristics of the health care providers, their clinical cadre and level of practice/training had no significant effect on their learning gains, except for doctors whose learning gains were significantly higher by \(0.14\) (95% CI \(0.016-0.265\); \(P=.027\)). This is illustrated in model B of Table 4. Controlling for health care providers’ background characteristics significantly increased the effect of adaptive feedback on individualized normalized learning gains to \(0.644\) (95% CI \(0.347-0.941\); \(P<.001\)). It also improved the proportion of variance for average student normalized gain, which was explained by the independent variables in the regression model A by 18.3% (Table 4). Overall, independent variables had low multicollinearity in both variants of the regression model in Table 4, as illustrated in Multimedia Appendix 13. Both models explained 34.4%-40.7% of the variance in the normalized learning gains of the health care providers using the LIFE smartphone app to train on neonatal emergency care. However, only model B in Table 4 satisfied all the statistical modeling assumptions.

A fraction of the learners had more than two rounds of play, as illustrated in Multimedia Appendices 14-16. However, with each round of play, the numbers of health care providers dropped by around 40%-60%. This meant that fitting a longitudinal model was not feasible because the variances of more than one linear combination of time effects were close to zero (ie, singular), indicating that the model would be overfitting [68]. Furthermore, health care providers’ spacing of their learning was not standardized, and the learning iteration variable violated the sphericity assumption necessary for conducting a repeated measures analysis of variance test [69].
Table 4. Learning intervention effect on individual health care providers’ normalized learning gains.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Model A&lt;sup&gt;a&lt;/sup&gt;; all learners (n=247)</th>
<th>Model B&lt;sup&gt;b&lt;/sup&gt;; learners with demographic information (n=135)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β (SE)</td>
<td>P value</td>
</tr>
<tr>
<td>Intercept</td>
<td>.79 (0.042)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Reference: Spacing ≤ 1 hour**

- Spacing ≤1 day: .027 (0.054), .61, −0.078 to 0.133, −0.045 (0.072), .53, −0.188 to 0.098
- Spacing ≤1 week: −0.142 (0.078), .07, −0.294 to 0.011, −0.28 (0.097), .005, −0.472 to −0.088
- Spacing ≤1 month: −0.395 (0.082), <.001, −0.557 to −0.232, −0.445 (0.129), <.001, −0.7 to −0.19

**Reference: Group=control**

- Group=control: .523 (0.091), <.001, 0.345-0.702, .644 (0.15), <.001, 0.347-0.941
- Time spent on learning task: −0.09 (0.023), <.001, −0.135 to −0.046, −0.036 (0.038), .35, −0.11 to 0.039
- Help ratio<sup>c</sup>: −0.826 (0.133), <.001, −1.087 to −0.565, −1.116 (0.219), <.001, −1.549 to −0.683

**Reference: Done Emergency Triage, Assessment, and Treatment Plus admission care training before=no**

- Done Emergency Triage, Assessment, and Treatment Plus admission care training before=yes: −0.013 (0.04), .75, −0.092 to 0.066, −0.092 (0.056), .11, −0.204 to 0.02

**Reference: Cadre=nurse**

- Cadre=clinical officer: .01 (0.085), .90, −0.15 to 0.179
- Cadre=doctor: .14 (0.063), .03, 0.016-0.265
- Cadre=other: .124 (0.107), .25, −0.088 to 0.336

**Reference: Level=intern**

- Level=intern: .007 (0.096), .95, −0.184 to 0.197
- Level=general officer: −0.001 (0.07), .99, −0.139 to 0.137
- Level=specialized: −0.045 (0.085), .60, −0.213 to 0.123
- Age (years): .022 (0.027), .42, −0.031 to 0.075
- Experience (years): −0.033 (0.031), .30, −0.094 to 0.029

<sup>a</sup>Adjusted R<sup>2</sup> for model A was 0.344, and P value from the Breusch-Pagan test for homoscedasticity for model A was .02. Heteroskedasticity is indicated if P value is <.05.

<sup>b</sup>Adjusted R<sup>2</sup> for model B was 0.407, and P value from the Breusch-Pagan test for homoscedasticity for model B was .61. Heteroskedasticity is indicated if P value is <.05.

<sup>c</sup>The number of hints given as a ratio of number of tries a learner had in the second single learning session.

<sup>d</sup>They are estimates of indicators for the corresponding column heading.

### Discussion

#### Summary of Findings

This study was used to explore the effectiveness of adaptive feedback for smartphone-based training of health care workers in low-income settings, which is a largely unexplored topic of medical education in this context. We found that although there was considerable learning gain with both forms of feedback (Table 2), adaptive feedback had a weak effect of 0.09 (95% CI −0.31 to 0.46; P=.47), which was not statistically significant. However, when considering the background characteristics of health care providers and the various self-directed spaced learning options, and using learning gains analyzed at the individual level as opposed to the group level, adaptive feedback had an effect size of 0.644 (95% CI 0.347-0.941; P<.001) on student normalized learning gains with immediate repetition. Spaced learning of a week or more was associated with a significant reduction in normalized gains by 0.28. Differences in clinical cadre, level of practice/training, and previous exposure to neonatal emergency care training had no significant effect on the individual health care providers’ learning gains.

#### Relation to Other Studies

This experiment differs from previous similar studies in digital education for clinical practice in that it (1) used mobile devices for delivery of digital education interventions, (2) evaluated novel educational modalities enabling simulated learning such as adaptive feedback, (3) provided essential methodological information necessary for comparability purposes, (4) reported relative learning gains as done in this study except one (rather they tended to report differences of postintervention scores in...
the study arms), and (5) were from low-income settings such as SSA or South-East Asia [11]. In the three studies that dealt with resuscitation identified by the systematic review by Car et al [11], only one study reported relative mean change but found no significant effect of different formulations of online content on learning gain [70], which is similar to our findings, although our primary outcome is calculated differently from theirs. In that study, a variant of individual students’ normalized gain was used, such as the secondary outcome we used in this study where we found the effect on individual student learning gains was 0.644 (95% CI 0.347-0.941; \( P<.001 \)) when considering individual learner characteristics.

This study has addressed some of the recommendations from a recent evidence review into gamified education in health, which proposed future studies to employ the use of a rigorous experimental design to evaluate learning interventions, and include more studies from low- and middle-income countries, two underrepresented aspects of the current evidence base [15]. Even when considering interventions looking into adaptive feedback in digital education, none that we know of are in the health domain [71], making this study unique. Given that the implementation of the learning intervention was available to all clinical cadres involved with bedside care provision, who had varying levels of experience (from students to consultants), from multiple low-income countries, representing a varied mix of geographical and resource settings, the diverse population of the clinical taskforce in this experiment ensures that those who would most benefit from using the presented learning tool for training in emergency care delivery are well represented. Furthermore, as the overall learning gain from LIFE use in both study arms was large, given that the learning platform minimized elements that would not be typically available in routine app settings [56], this experiment’s findings are generalizable to emergency care training of the health care provider population from low-income countries using smartphone-based platforms.

Implications of Findings
At the group level, the effect of adaptive feedback on health care provider learning gains was not significant, but the opposite is true when evaluated at an individual level. This might imply that the intervention effect is strongly mediated by other factors (which were external to the smartphone app), chief among them being health care providers’ individualized spacing of learning repetition. Together, with the inclusion of demographic characteristics, this increased the explainable variance of adaptive feedback on individual learning gains by 18.31%. Linking the level of adaptive feedback provided to health care providers’ individualized learning repetitions conditioned on their level of experience and clinical role might explain the stronger intervention effect at the individual learner level.

This difference between the group and individual learning gain might also imply that the decision of when to collect postintervention or repeated measures is a significant factor in determining what is effective learning intervention. Considering spaced learning, intuitively, the intervention effect becomes more reflective of a mechanism that works on optimizing the recall rate as opposed to the level of internalizing/understanding content. Despite efforts to encourage the latter mechanism by using reflective cues (Multimedia Appendix 6), from early findings of an ongoing qualitative evaluation for this study, an alternative model using elaborative cues on why the choices of the health care providers were wrong would arguably enhance internalization of the learning content.

The high drop-off rate with each subsequent round of play despite a lack of maximization of the learning gains (Multimedia Appendices 14-16) was disconcerting and limited the assessment of learners’ skill mastery over time. The high drop-off rate might imply that (1) effort regulation and motivation for self-directed learning using LIFE is very low, (2) health care providers self-assessed learning needs lead them to believe that they have attained content mastery and thus are no longer in need of this training, or (3) other factors that are external to this experiment affect the use of the LIFE app (eg, uninstalling the LIFE app to make more space for other apps on the learner’s smartphone). Qualitative interviews will be used to explore whether any of these explanations are plausible and how they can be leveraged to encourage low drop-off rates.

From our findings, a gamified smartphone-based alternative to the low-dose-high-frequency clinical training approach commonly used in low-income settings that employs a self-regulated learning approach offers significant learning gains. This is useful where face-to-face training is not possible, costs of training are a concern, and learners prefer flexible learning schedules. In addition, the spaced repetition of such a learning approach can be encouraged after a week has passed, with the encouragement differentiated based on a knowledge tracing approach that is informed by the clinical role and experience in addition to learner progression. This can be explored in future research.

Study Limitations
In this randomized experiment, we used the standard Bayesian Knowledge Tracing (BKT) modeling approach, which is explained in detail in the Multimedia Appendix 2 and elsewhere [49], to determine the adaptive feedback threshold cutoffs. However, BKT has a set of problematic assumptions: it assumes that forgetting does not occur, the knowledge components (ie, quizzes in our case) are treated as being mutually independent, its typical implementation does not allow learners to have different learning rates, it assumes that all students have the same probability of knowing a particular skill at their first opportunity (Multimedia Appendix 4), and it suffers from the problem of multiple global maxima when trying to estimate model parameters [49,72]. In addition, we used learning data from 187 health care providers from the beta phase to train the model, which is a relatively small number. Together with the moderate predictive accuracy of the health care provider’s knowledge (Multimedia Appendix 2), it is highly probable that the prescription of the level of feedback might have been biased, thereby underestimating the effect of the intervention. However, this modeling approach was used because it is more easily embedded within the smartphone app and was able to function offline compared with other common alternatives [49,73].

From interviews of the physically accessible study participants, those who were from lower clinical cadres found the one-off phone data cost necessary for downloading the smartphone app...
as being too high. To mitigate against burdening participants with this extra personal cost due to participating in the study, they could request for reimbursement within a few weeks of using the smartphone app. This skewed the study participants numbers toward a specific country where the reimbursements were made available (Multimedia Appendix 1). Within these resource contexts, such costs play a role in generating study participants who might not be representative of those with the intention to participate, rather representing those with the “economic” ability to participate, which is difficult to mitigate against in a multicountry study. It is challenging to determine if the reimbursement favored any study arm because of the blinded participant allocation to the study arms coupled with a lack of linking participants (whose data were collected as anonymous at source) to reimbursement.

The risk of performance bias across arms was moderate given that allowing for the “real-world” use of the smartphone app in a self-directed manner would also make it difficult to comprehensively control for exposure to factors outside the intervention of interest. This is especially true where some of the participants were in the same peer groups, hospitals, or social circles and might have collaboratively used the smartphone app. Although randomization allocation did not result in an equal number of participants in the study arms, from our post-hoc analysis (Table 1; Multimedia Appendices 10 and 11), we do not believe that this biased this experiment’s findings.

Conclusions

This study set out to evaluate the effect of adaptive feedback within a smartphone-based serious game on the learning gains of health care providers from low-income countries. From 247 health care providers, the effect on learning gain was found to be \( g=0.09 \) (95% CI \(-0.31\) to 0.46; \( P=.47 \)). When subject-treatment interaction and differential time effect were controlled for, the effect of the adaptive feedback on learning gains increased significantly to 0.644 (95% CI 0.347 to 0.941; \( P<.001 \)). From our findings, we suggest that linking the level of adaptive feedback provided to health care providers to how they space their learning and their clinical level might yield a larger intervention effect at both the group and individual learner levels. For the feedback content itself, as an alternative to using reflective hints on what the right answers might be, elaborating why the health care providers’ responses were wrong might enhance understanding of the learning content.
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Abstract

Background: Recently, internet-based cognitive behavioral therapy (ICBT) and serious gaming interventions have been suggested to enhance accessibility to interventions and engagement in psychological interventions that aim to promote health outcomes. Few studies, however, have investigated their effectiveness in the context of simulated real-life challenges.

Objective: We aimed to examine the effectivity of a guided ICBT combined with a serious gaming intervention in improving self-reported psychophysiological and immunological health endpoints in response to psychophysiological and immune-related challenges.

Methods: Sixty-nine healthy men were randomly assigned to the intervention condition, receiving ICBT combined with serious gaming for 6 weeks, or the control condition, receiving no intervention. Self-reported vitality was the primary endpoint. Other self-reported psychophysiological and immunological endpoints were assessed following various challenges, including a bacillus Calmette-Guérin vaccination evoking pro-inflammatory responses, 1 and 4 weeks after the intervention period.

Results: Although the intervention did not affect vitality-associated parameters, self-reported sleep problems ($P=.027$) and bodily sensations ($P=.042$) were lower directly after the intervention compared with controls. Furthermore, wellbeing ($P=.024$) was higher in the intervention group after the psychophysiological challenges. Although no significant group differences were found for the psychophysiological and immunological endpoints, the data provided preliminary support for increased immunoglobulin antibody responses at the follow-up time points ($P<.05$). Differential chemokine endpoints between conditions were observed at the end of the test day.

Conclusions: The present study provides some support for improving health endpoints with an innovative ICBT intervention. Future research should replicate and further extend the present findings by consistently including challenges and a wide range of immune parameters into the study design.

Trial Registration: Nederlands Trial Register NTR5610; https://www.trialregister.nl/trial/5466

doi:10.2196/14861
Introduction

Psychological interventions have been shown to be effective in improving self-reported health outcomes [1,2] and immune status [3-5]. Two meta-analytic reviews found modest support for improved immune function after psychological interventions [6,7]. However, it is difficult to draw conclusive findings from these studies due to the large heterogeneity in the incorporated interventions (ie, various types of relaxation, conditioning, disclosure, and stress management interventions) and immunological outcomes (ie, quantitative and qualitative). Moreover, novel developments in psychological treatments may potentially further enhance the effectiveness of psychological interventions in improving self-reported and immunological health outcomes [7]. A rather novel development focuses on providing psychological interventions based on cognitive behavioral therapy (CBT) via the internet (ICBT). CBT focuses on enhancing coping and problem-solving skills and therefore can be applied to improve health management strategies [8]. Furthermore, cognitive behavioral strategies can adjust standards of health and in turn improve quality of life [8]. A meta-analysis showed that the effectiveness of guided ICBT interventions is comparable to face-to-face interventions in patients with chronic somatic conditions [9]. Advantages of ICBT over face-to-face interventions are the increased convenience in use and enhanced flexibility of the specific location and time for users regarding where the intervention sessions are completed [10]. However, adherence rates in ICBT are lower compared to face-to-face interventions; therefore, engagement should be taken into account [11,12].

Engagement can possibly be enhanced by applying persuasive internet-based technologies, such as serious gaming. Serious gaming aims to provide education in an entertaining manner and can therefore be intrinsically motivating [13,14]. A meta-analysis showed evidence for the effectiveness of serious gaming in promoting a healthy lifestyle [15]. Serious games are able to tap into multiple learning processes such as explicit behavior change strategies (eg, goal-setting and transferring knowledge [16]), but also imply more implicit behavior change strategies (eg, priming and evaluative conditioning). Serious gaming could therefore be an interesting technique to add to ICBT interventions to further optimize their effectiveness.

Most research has focused on basal health outcomes; however, health outcomes assessed in situations that challenge actual health status might better represent reactions to real-time stressors [17]. Few studies have incorporated immunological or psychophysiological challenges in their study design. Immunological challenges may comprise in vitro exposure to a chemical substance (eg, lipopolysaccharide or pokeweed mitogen [18,19]) to obtain insights into the cellular responses after a psychological intervention. Immunological challenges can also be applied in vivo to observe subsequent responses (eg, antibody responses after vaccination [20] or healing process of experimentally created wounds [21]). Psychophysiological challenges can provide insights into participants’ responses to stress after a psychological intervention (eg, exposure to a social evaluative stressor). The studies that incorporated challenges into their design often focused on incorporating one specific challenge and did not combine and compare effects on both in vitro and in vivo immunological as well as psychophysiological challenges [17]. For example, a recent systematic review of studies that specifically examined wound healing after a psychological intervention provided some support for the optimization of immunological markers after this challenge [22]. It is possible that incorporating multiple challenges will provide a more concise view on the effectiveness of a psychological intervention and therefore provide further insights into the link between psychological and immunological mechanisms.

The aim of this randomized controlled trial was therefore to investigate whether an ICBT intervention combined with serious gaming to optimize its effectiveness and engagement can effectively improve self-reported psychophysiological and immunological health endpoints in response to in vitro and in vivo immunological and psychophysiological challenges [17,23]. To gather more insights into the potential effectiveness of an ICBT intervention combined with serious gaming intervention in preventing adverse health endpoints and improving immune function, we included healthy participants in this study. Including healthy participants also provided us with the opportunity to incorporate multiple immunological and psychosocial challenges to gather more insights into the mechanisms underlying the effects of psychological interventions on health endpoints. It was hypothesized that participants in the intervention condition would show higher self-reported vitality and related health endpoints after the intervention compared with the control condition. In addition, improved self-reported psychophysiological and immune-related health endpoints after the in vitro and in vivo immunological and psychosocial challenges were expected in the intervention condition compared with the control condition.

Methods

Ethical Considerations

The study protocol was approved by the Medical Ethical Committee of Leiden University Medical Centre (registration number P15.099/NL52434.058.15) and preregistered at the Netherlands National Trial Register (NTR5610). The study was conducted in accordance with the Declaration of Helsinki and the International Conference on Harmonisation Guidelines on Good Clinical Practice. Details on the study protocol and design have been published previously [23].

Study Population

To gather more insights into the potential effectiveness of ICBT combined with serious gaming in preventing adverse health endpoints and improving immune function, we included healthy participants in this study. The inclusion and exclusion criteria are described in detail in a previously published article on the
study protocol and design [20]. Briefly, healthy male participants between 18 and 35 years of age without any somatic or psychological conditions interfering with the study protocol were eligible to participate in the study. We only included male participants as the menstrual cycle is known to affect immune function [23,24]. Participants were recruited through digital and printed flyers at various faculties of Dutch universities from February 2016 until April 2018.

Procedure
Participants were informed that the study was about the effectiveness of a psychological training program directed at optimizing immune function. After signing an informed consent form, participants completed the self-reported and psychophysiological endpoints, and venous blood was collected. Participants who met the inclusion criteria were randomly assigned to a 6-week intervention or control condition. In the week following the 6-week intervention or control period (ranging from 1 to 7 days after completion of the intervention period), all participants again completed the self-reported and psychophysiological endpoints, and blood was collected. Directly afterwards, participants were vaccinated with bacillus Calmette-Guérin (BCG). One day later, a test day followed, on which psychophysiological stress challenges (ie, Paced Auditory Serial Addition Task, Cold Pressor Test, and Trier Social Stress Test) were administered. At the start and end of the test day, self-reported and psychophysiological endpoints were assessed (see Table 1), and blood was again collected. After 4 weeks, a follow-up measurement was conducted, including self-reported endpoints as well as psychophysiological endpoints and collection of a blood sample. Total time investment for participating in the study was around 15-20 hours, depending on the group allocation. This also included 4 visits to the study center. Participants received €200 for their participation.

Table 1. Details of the endpoints at each measurement point.

<table>
<thead>
<tr>
<th>Endpoint</th>
<th>Baseline</th>
<th>After intervention /pre-vaccination</th>
<th>Start test day</th>
<th>End test day</th>
<th>Follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-reported endpoints</td>
<td>SVS, CIS-20, RAND-36, PILL, MOS Sleep, PANAS, and NRS</td>
<td>SVS, CIS-20, RAND-36, PILL, MOS Sleep, PANAS, and NRS</td>
<td>SVS, CIS-20, PANAS, NRS</td>
<td>PANAS and NRS</td>
<td>SVS, CIS-20, RAND-36, PILL, MOS Sleep, PANAS, and NRS</td>
</tr>
<tr>
<td>Psychophysiological endpoints</td>
<td>Heart rate variables, skin conductance, cortisol, and alpha amylase</td>
<td>N/A</td>
<td>Heart rate variables, skin conductance, cortisol, and alpha amylase</td>
<td>Heart rate variables, skin conductance, cortisol, and alpha amylase</td>
<td>Heart rate variables, skin conductance, cortisol, and alpha amylase</td>
</tr>
<tr>
<td>Immune endpoints</td>
<td>Unstimulated as well as LPS-stimulated serum samples</td>
<td>Unstimulated as well as LPS-stimulated serum samples</td>
<td>Unstimulated as well as LPS-stimulated serum samples</td>
<td>Unstimulated serum sample</td>
<td>Unstimulated serum sample</td>
</tr>
</tbody>
</table>

Randomization and Blinding
Participants were randomized to the intervention or control condition based on a 1:1 allocation ratio. A block randomization was performed by the first author with random.org (block size of 4) to control for seasonal influences [23]. The test leader on the test day was blinded for group allocation.

Intervention
See Table 2 for an overview of the intervention. Participants in the intervention group received a guided ICBT intervention for 6 weeks [23], which was based on an ICBT intervention for chronic somatic diseases developed in our research group [25,26]. The intervention was delivered on the internet platform and software hosted by Karify [27]. The intervention could be accessed individually by the participant. It was provided for free, and the website was password protected. Access was granted by providing participants with an email link in which participants were invited to set up a personal account. The intervention contained 6 modules (goal setting, healthy food and exercise, relaxation, sleep, cognition and worldview, and long-term goals). These modules were guided by a therapist (psychologist supervised by a CBT psychologist) from whom participants received homework assignments and asynchronously provided feedback messages. In addition, participants in the intervention condition played a serious game (ViaNova©) that incorporated comparable modules as the guided intervention (ie, healthy food and exercise, sleep, relaxation, and long-term goals) as part of the ICBT. A subset of these games that focused specifically on food-related health behavior was tested in a previous study that demonstrated preliminary support for the effectiveness of a single serious gaming session in optimizing virtual food choice and implicit food preference [28]. Two weeks after the intervention, participants received a booster session by telephone which lasted...
15-30 minutes and focused on relapse prevention by asking participants how they worked on their goals after the last online session and what strategies they used to keep up with their goals.

The control condition did not receive any training.

<table>
<thead>
<tr>
<th>Table 2. Overview of the intervention.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Week</strong></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
</tbody>
</table>

**Challenges**

**In Vitro and In Vivo Immunological Challenges**

As an in vitro immunological challenge, heparinized whole blood samples were stimulated in vitro with lipopolysaccharide (LPS) to stimulate cytokine production at baseline (before the intervention), at the start of the vaccination day, and one day later at the start of the test day [23]. The process consisted of stimulating 1 mL of sodium-heparinized blood in BD Vacutainer blood collection tubes (BD, Franklin Lakes, NJ) with LPS (Escherichia coli, ultra-pure, Invivogen, Toulouse, France) at a final concentration of 100 ng/mL or as a control without LPS, and samples were incubated at 37 °C for 6 hours. Tubes were spun at 3400 rpm for 10 minutes, and plasma was collected and stored until testing at −80 °C.

In addition, in the week following the intervention (or similar time frame for the control arm), all participants were vaccinated with Mycobacterium bovis BCG, a live-attenuated vaccine used against tuberculosis. This vaccine was incorporated as an in vivo challenge to the immune system. BCG (Intervax, via RIVM, Bilthoven, The Netherlands) was administered by intradermal injection (0.1 mL) in the upper arm.

**Psychophysiological Challenges**

On the day post-vaccination, participants were exposed to 3 psychophysiological challenges in the following order: a modified version of the Paced Auditory Serial Addition Task [29], a Cold Pressor Test [30], and the Trier Social Stress Test [31]. All challenges are known to reliably induce psychophysiological stress responses [30-33]. More information regarding these challenges has been published previously [23].

**Primary Endpoints**

**Self-Reported Vitality**

The Subjective Vitality Scale (SVS) [34] and Checklist Individual Strength (CIS-20) [35,36] were used to measure self-reported vitality. The composite score of the SVS and CIS-20 was used as a primary endpoint in this study, to gather a rather complete view on vitality. This composite score was determined by subtracting the standardized sum score of the CIS-20 from the standardized sum score of the SVS. Scores on the composite scale can be interpreted as higher scores representing higher self-reported vitality. The SVS and CIS-20 have been shown to be reliable and valid in previous research [37,38] and had good internal reliability in the present study (Cronbach α=.84 and .87, respectively).

**Secondary Endpoints**

**Self-Reported Quality of Life**

In addition, the RAND-36 was used to assess physical and mental health-related quality of life by determining sum scores of the subscales physical functioning and emotional wellbeing [39], which has been shown to be reliable and valid in previous literature [40]. Standardized T-scores were computed for both scales, with higher scores representing higher self-reported quality of life.

**Self-Reported Bodily Sensations**

Bodily sensations were measured with the Pennebaker Inventory of Limbic Languidness [41]. The Pennebaker Inventory of Limbic Languidness showed good internal reliability in the present study (Cronbach α=.89).

**Self-Reported Sleep Problems**

Sleep problems were assessed with 9 items of the Medical Outcomes Study Sleep Scale [42], which showed good internal reliability previously [42]. Higher scores on this scale represent lower levels of self-reported sleep problems. Although this questionnaire yielded sufficient internal reliability at follow-up (Cronbach α=.73), the internal reliability in the present study was low at baseline and after the intervention (Cronbach α=.45 and .36, respectively); therefore, the results of this scale in the present study should be interpreted with caution.

**Self-Reported Wellbeing**

Wellbeing was assessed using the 20-item Positive and Negative Affect Schedule [43] and a 7-item numeric rating scale (NRS) on wellbeing. The Positive and Negative Affect Schedule was subdivided into the positive affect scale and the negative affect...
scale, which both showed good reliability and validity in previous literature [44] as well as good reliability in the present study (Cronbach α = .88 and .70, respectively). On the NRS that was used to measure wellbeing, scores ranged from 0 (not at all) to 10 (very much). Higher scores on this questionnaire represent higher levels of self-reported wellbeing. The NRS showed good internal reliability in the present study (Cronbach α = .80).

**Psychophysiological Endpoints**

Heart rate (HR), heart rate variability (HRV), and skin conductance were assessed continuously with a BIOPAC MP150 system (BIOPAC Systems Inc, Goleta, CA) using AcqKnowledge software version 4.1.1. Furthermore, HR, HRV, and skin conductance were measured at a resting state for 5 minutes at specific time points (see Table 1). Recording of the electrocardiogram signal was performed with an ECG100C module set at 1000Hz. The high pass filter was set at 0.05 Hz and the low pass filter at 35Hz. For HR, electrodes were attached at the sternum and somewhat below the left lower rib. To measure skin conductance, Ag/AgCl electrodes were attached at the medial phalanges of two fingers of the non-dominant hand (ie, the middle and index fingers). A GSR100C module was used to measure skin conductance, set at 1000 Hz. Gain was set at 5 μV/μV and the low pass filter at 10 Hz. The Physio Data Toolbox Version 0.4 was used for visual inspection of the data as well as for calculating the mean HR, HRV, and skin conductance levels at each time point [45].

Saliva samples were collected to measure cortisol and alpha amylase. Samples were stored at –80 °C until analyzed. Cortisol was assayed in saliva with a competitive electrochemiluminescence immunoassay using a Modular Analytics E602 immunoanalyzer (Roche Diagnostics, Mannheim, Germany). Cortisol activities were measured and expressed in nmol/L. Determination of salivary alpha amylase was performed using a kinetic colorimetric assay for total amylase activity (Cat Nr. 03183742, Roche Diagnostics, Mannheim, Germany) on a routine clinical chemistry analyzer. Amylase activity was measured and expressed in U/L.

**Immune Endpoints**

Blood samples were collected in clot-activating tubes (BD Vacutainer) at baseline, after the intervention/pre-vaccination, post-vaccination, and at the 4-week follow-up. Samples were clotted for an hour at room temperature before centrifugation at 2500 rcf for 10 minutes, and serum was collected and aliquoted for storage at –80 °C.

The list of cytokines and chemokines that were analyzed is specified in Multimedia Appendix 1. Cytokine and chemokine levels were measured in serum as well as in stimulated or control plasma samples using the multiplex bead array (Bio-Plex Pro Human Chemokine Panel, 40-Plex #171AK99MR2, Bio-Rad laboratories, Veenendaal, The Netherlands [46]). C-reactive protein concentrations were determined in serum by ELISA according to the instructions of the manufacturer (Abnova, Heidelberg, Germany) at baseline, at the start of the vaccination day, at the start of the test day, and at follow-up. In addition, immunoglobulin G (IgG) antibody levels were evaluated at baseline and 4 weeks after vaccination. Purified protein derivative (5 μg/mL; Statens Serum Institute, Copenhagen, Denmark) was coated to 96 well Micronol plates (Greiner, Alphen aan den Rijn, The Netherlands). Sera were diluted 1 to 25 and incubated overnight. IgG antibody binding was detected using HRP-labelled polyclonal rabbit anti-human IgG (Dako, Glostrup, Denmark), staining with TMB substrate buffer (Sigma Aldrich, Zwijndrecht, The Netherlands), stopped with H2SO4 and OD450 reading [47].

**Statistical Analyses**

All analyses were performed using SPSS Statistics (version 25; IBM Corp, Armonk, NY). As described in our design paper [23], a total sample size of 60 participants was deemed sufficient to detect scientifically and clinically relevant differences in the incorporated primary endpoint. An analysis of covariance (ANCOVA) with condition (intervention vs control) as the between-subjects factor, vitality after the intervention as the dependent variable, and baseline vitality as the covariate was conducted to assess the primary hypothesis that participants in the intervention condition would show higher self-reported vitality after the intervention (pre-vaccination) compared with the control condition. In addition, when a significant effect was found in the ANCOVA, it was investigated whether the effects were also present at the other time points. This was done with repeated measures analysis of variance (ANOVA) with condition (intervention vs control) as the between-subjects factor and time (ie, baseline, after intervention/pre-vaccination, after vaccination, follow-up) as the within-subjects factor. For the repeated measures ANOVAs, we were specifically interested in the interaction effects between time and condition, as well as in the main effects of time, which are therefore specified in the Results section. To examine at which time point(s) groups differed on vitality, represented by a significant interaction effect between time and condition in the repeated measures ANOVA, Holm’s corrected ANOVAs were performed to compare the intervention condition with the control condition at specific time intervals by calculating difference scores between baseline and each of the other time points. Since we did not observe substantial missing data or deviations from the actual timeline within participants, we decided to test the secondary endpoints in a similar way (repeated measures ANOVA) as for the primary endpoint instead of the preplanned multilevel analyses for the secondary endpoints [23]. The results for bodily sensations, quality of life, and sleep problems were analyzed as described at 3 time points (ie, baseline, after intervention/pre-vaccination, follow-up). As the items on these questionnaires were based on the experiences of the last 4 weeks, these questionnaires were not completed post-vaccination.

To test any group differences for wellbeing and positive and negative affect in response to the test day, repeated measures ANOVAs were performed for wellbeing and positive and negative affect with condition (intervention vs control) as the between-subjects factor and the 4 time points (ie, baseline, start of the test day, end of the test day, follow-up) as the within-subjects factor. Data on cortisol, alpha amylase, HR, HRV, and skin conductance were analyzed in a similar way.
For both serum and LPS whole blood stimulation assay, principal component analysis was performed to identify and subsequently exclude extreme outliers. Interleukin (IL)-6 and IL-8 were excluded from the LPS whole blood stimulation analysis. For each time point comparison, two types of linear models were fitted. The first was a linear multiple regression model using Δ-cytokine concentrations at different time points (ie, pg/mL at start of the test day – pre-vaccination, pg/mL at the end of the test day – pre-vaccination, and pg/mL at follow-up – baseline) as dependent variables to estimate the effect of the intervention as an independent variable on changes in cytokine concentrations while correcting for age. The second was a linear mixed model with a random intercept per subject to estimate the effect of time on cytokine levels in either the control or intervention group while correcting for age. Resulting P values were false discovery rate (FDR)–corrected to obtain q values. Data were mean-centered and scaled to standard deviation units for the generation of volcano plots. Finally, principal component analysis, fitting of multiple linear regression models and linear mixed models, and plotting of analysis results were performed using R version 3.5.0 with the following packages: ‘mixOmics’ [48], ‘lme4’ [49], ‘lmerTest’ [50], and ‘ggplot2’ [51].

Results

Sample Characteristics

Of the 84 participants assessed for eligibility, 14 participants did not meet the inclusion criteria (7 due to somatic morbidity, 5 due to psychological morbidity, and 2 due to practical planning issues). One participant dropped out of the study directly after the screening. Therefore, 69 participants were randomized to one of the two conditions in the present study (see Figure 1). Then, 3 participants dropped out of the study, 1 in the control condition and 2 in the intervention condition. Additionally, 1 participant did not start in the intervention condition after group allocation, due to time constraints. Due to global production problems of the BCG vaccine, 2 participants in the intervention condition and 2 participants in the control condition dropped out of the study after completion of the primary endpoint. Furthermore, 1 participant in the intervention condition dropped out of the study after completion of the intervention due to time constraints. This resulted in 31 participants in the control condition and 29 participants in the intervention condition that completed all visits. Analyses were performed for available data. No significant differences were found in age or BMI between the participants in the control and intervention conditions (P>0.05). See Table 3 for an overview of the age, BMI, and baseline level of vitality of the participants.

Primary Endpoint

Vitality

No significant differences were found between the groups for self-reported vitality within 1 week after the intervention (pre-vaccination; P=.43). The descriptive results for vitality at all time points are displayed in Figure 2.
Table 3. Demographic characteristics for the control and intervention conditions.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control condition</th>
<th>Intervention condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>22.9 (4.1)</td>
<td>22.5 (2.3)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>23.0 (2.8)</td>
<td>22.5 (2.4)</td>
</tr>
<tr>
<td>Standardized vitality score, mean (SD)</td>
<td>0.05 (1.84)</td>
<td>−0.05 (1.66)</td>
</tr>
</tbody>
</table>

Figure 2. Mean and standard error of self-reported vitality at baseline, after intervention (pre-vaccination), after vaccination, and at follow-up, separately for the control condition and the intervention condition.

Secondary Endpoints

Self-Reported Quality of Life, Bodily Sensations, Sleep, Positive and Negative Affect, and Wellbeing

In Multimedia Appendix 2, the results for quality of life for the physical (A) and mental (B) quality of life subscales are shown. Both ANCOVAs did not yield any significant group differences ($P=.92$, $P=.24$, respectively).

Figure 3 depicts the results for bodily sensations. The ANCOVA yielded a significant main effect for condition ($F_{1,62}=4.30$, $P=.042$, $n^2=.56$), indicating fewer bodily sensations for the intervention condition compared with the control condition directly after the intervention (pre-vaccination). The repeated measures ANOVA yielded a significant main effect of time ($F_{1.65,79.03}=7.30$, $P=.002$). Irrespective of condition, Holms corrected pairwise comparisons showed a significant decrease from baseline to after the intervention (pre-vaccination; $t_{64}=3.16$, adjusted $P=.004$, $n^2=.07$), as well as from baseline to follow-up ($F_{1.65}=6.23$, adjusted $P=.030$, $n^2=.09$), indicating fewer sleep problems directly after the intervention (pre-vaccination) and also at follow-up for the intervention condition compared with the control condition.

The results for positive and negative affect are shown in Multimedia Appendix 3A and Multimedia Appendix 3B, respectively. For positive affect, no significant interaction effect between time and condition was found, $P=.69$. Negative affect also yielded no significant interaction between time and condition, $P=.15$.

For wellbeing, the results are shown in Figure 5. The repeated measures ANOVA yielded a significant main effect of time ($F_{2.38,138.04}=18.97$, $P<.001$) and a significant interaction effect between time and intervention ($F_{2.38,138.04}=3.27$, $P=.033$, $n^2=.14$). Holms corrected pairwise comparisons showed a significant difference between the intervention condition and control condition from baseline to after the intervention (pre-vaccination; $F_{1.63}=4.60$, adjusted $P=.036$, $n^2=.07$), as well as from baseline to follow-up ($F_{1.63}=6.23$, adjusted $P=.030$, $n^2=.09$), indicating fewer sleep problems directly after the intervention (pre-vaccination) and also at follow-up for the intervention condition compared with the control condition.
**Figure 3.** Mean and standard error of the mean of self-reported bodily sensations at baseline, after intervention (pre-vaccination), and at follow-up, separately for the control condition and intervention condition.

**Figure 4.** Mean and standard error of the mean of sleep problems at baseline, after intervention (pre-vaccination), and at follow-up, separately for the control condition and the intervention condition.
Psychophysiological Endpoints

Multimedia Appendix 4 shows the descriptive statistics for HR, skin conductance, HRV, cortisol, and alpha amylase for the control and intervention groups. For cortisol, the repeated measures ANOVA yielded no significant interaction between time and condition ($P=\cdot11$). Similar results were found for alpha amylase, as no significant interaction effect between time and condition was found ($P=\cdot90$).

For HR, a significant main effect of time was found ($F_{2,40,132.24}=11.37, P<\cdot001$). Irrespective of the conditions, Holms corrected pairwise comparisons showed a significant decrease from baseline to the end of the test day ($t_{56}=-3.78, \text{adjusted } P<\cdot001$). A trend was found for an interaction effect between time and condition ($F_{2,40,132.24}=2.44, P=\cdot081$), indicating a lower HR at follow-up in the intervention condition compared with the control condition. For HRV, a significant main effect of time was found ($F_{1,49,80.29}=4.74, P=\cdot019$), which varied over time. Holms corrected pairwise comparisons indicated no significant differences over time. No significant interaction effect was found between time and condition ($P=\cdot15$). For skin conductance, no significant main effect of time ($P=\cdot46$) nor an interaction effect between time and condition was found ($P=\cdot26$).

Immune Endpoints

Figure 6 shows the volcano plots of significantly upregulated and downregulated serum analytes between pre-vaccination to the end of the test day. Negative values indicate analytes that are downregulated at the end of the test day compared with pre-vaccination, and positive values indicate upregulated analytes at the end of the test day compared to pre-vaccination. Analytes with an estimated effect <0.1 were not considered, since those estimates frequently represent very small changes in cytokine levels below the detection limits of variation in technical duplicates.

The multivariate linear regressions yielded no significant differences between the intervention and control groups at any time point. We therefore exploratively investigated the kinetic changes of the control and intervention conditions individually. Within the control or intervention group, significant changes over time were identified for unique sets of analytes. For the control condition, significant increases for various cytokines and chemokines (ie, IL-2, IL-10, chemokine [C-C motif] ligand [CCL]1, CCL17, CCL19, CCL23, CCL25, CCL26, chemokine [C-X-C motif] ligand [CXCL]2, CXCL6, CXCL13, CX3CL1,
granulocyte-macrophage colony-stimulating factor) as well as significant decreases in other chemokines (ie, CCL2, CCL15, CCL21, CCL27; all FDR-corrected \( P < .05 \)) between pre-vaccination and end of the test day were found. For the intervention condition, significant increases were also found for various cytokines and chemokines from pre-vaccination to end of the test day (ie, IL-1\( \beta \), IL-2, IL-8, IL-10, IL-16, CCL1, CCL8, CCL11, CCL17, CCL19, CCL22, CCL23, CCL25, CCL26, CXCL1, CXCL2, CXCL5, CXCL6, CXCL9, CXCL11, CXCL13, macrophage migration inhibitory factor, tumor necrosis factor [TNF]-\( \alpha \) and a significant decrease in CCL15 (all FDR-corrected \( P < .05 \)). The results for upregulated IL-8, CXCL5, and TNF-\( \alpha \) as well as for downregulated CCL15 are shown in Multimedia Appendix 5, as these analytes showed the most prominent group differences. Similar results were found from the start of the test day to the end of the test day. No significant differences were found from baseline to follow-up in the control condition, although the intervention condition showed significant increases in serum IL-10, CCL19, and CXCL9 concentrations as well as a significant decrease in CCL15 (all FDR-corrected \( P < .05 \)).

The results for the IgG antibody levels are displayed in Multimedia Appendix 6. The multivariate linear regressions yielded no significant differences between the intervention and control groups at any time point for IgG antibody levels. When looking at the within-group changes over time separately for the intervention and control conditions, no significant differences were found from baseline to follow-up in the control condition, whereas the intervention condition showed significant increases in purified protein derivative–specific IgG levels (FDR-corrected \( P < .05 \)).

Serum C-reactive protein levels were not significantly different between groups (data not shown).

LPS stimulation of whole blood samples did not induce significant differences between the intervention and control groups (all FDR-corrected \( P > .05 \)). In an explorative analysis, we investigated the intervention condition and control condition separately for the different time ranges. For the control condition from baseline to the test day, we found significant increases in IL-1\( \beta \) and TNF-\( \alpha \) (both FDR-corrected \( P < .05 \)), whereas no significant differences were found for the intervention condition.

**Discussion**

**Overview**

The aim of the present study was to investigate the effects of an ICBT combined with a serious gaming intervention on optimizing self-reported psychophysiological and immunological endpoints in response to in vitro and in vivo immunological and psychophysiological challenges. No significant differences between the intervention and control conditions were found for self-reported vitality. The intervention group did show fewer bodily sensations and fewer sleep problems after the intervention. Furthermore, the intervention group had higher self-reported wellbeing after different psychophysiological stressors compared with the control group. No significant group differences were found for the psychophysiological and immunological endpoints, although some preliminary support was found for improved outcomes on HR variables as well as increased IgG antibody responses at follow-up and differential chemokine endpoints at the end of the test day in the intervention compared with the control condition. The present study thus provides a first step towards unraveling the effectiveness of an electronic health psychological intervention combined with serious gaming elements on optimizing various self-reported psychophysiological and immunological health endpoints.

**Primary Findings**

Although the intervention condition showed improved self-reported vitality and the control condition did not, no significant group differences were found. Also, no significant group differences were found for quality of life; however, these scores were already rather high at baseline for both groups. We included a healthy population, which presumably already possessed a good quality of life that could not be maximized further by our psychological intervention. In contrast, bodily
sensations, including headache, itch, and other negative sensations, and sleep problems were significantly decreased after the intervention, compared with the control condition. This is in line with previous studies that showed that ICBT can decrease sleep problems and headache symptoms in patients with insomnia or chronic headache [52-55]. As bodily sensations and sleep problems affect general health outcomes [56,57], the intervention was effective in optimizing precursors of health. Due to the variations in the findings for bodily sensations, sleep problems, quality of life, and vitality, however, no conclusive view on the effectiveness of the intervention in improving self-reported health endpoints can be formulated. Furthermore, as the internal reliability of the Medical Outcomes Study Sleep Scale was insufficient in the present study, the outcomes on sleep should be interpreted with caution. However, possible health benefits may become especially clear when the system is challenged. The present study therefore also investigated the results of self-reported endpoints in response to in vitro and in vivo immunological as well as psychophysiological challenges. Although no significant differences were found between conditions in positive and negative affect, a higher self-reported wellbeing was found at the end of the test day for the intervention condition compared with the control condition. It is possible that the healthy population included here already possessed sufficient resilience and skills to handle the immunological and psychophysiological challenges. Future studies should therefore also include participants at risk for health problems, including participants with chronic somatic conditions or with (sub)clinical levels of anxiety or depression to see whether they may benefit from such a psychological intervention [58].

Secondary Findings

When specifically assessing the psychophysiological health endpoints (ie, HR, HRV, skin conductance, cortisol, and alpha amylase), preliminary evidence for improved endpoints after the intervention was found. Particularly, the intervention condition had a lower HR at follow-up as compared with the control condition. Although not significant, the results for HRV showed a similar pattern. As lower HR and higher HRV can be seen as biomarkers for better stress-related health outcomes [59-61], these data cautiously support the effectiveness of the intervention in improving precursors of health. However, no significant effects were found for skin conductance, cortisol, and alpha amylase. The results therefore provide limited support for optimizing the response of the sympathetic-adrenal-medullar axis, but no support for influencing the hypothalamic-pituitary-adrenal axis, whereas the sympathetic-adrenal-medullar axis and hypothalamic-pituitary-adrenal axis are known to interact with each other in order to keep allostasis [62]. In addition, as no group differences were found on the test day for HR, HRV, cortisol, and alpha amylase, more research is needed on the external validity and clinical relevance of the present findings on psychophysiological health endpoints.

For the immune endpoints, the between-group analyses yielded no significant findings. The explorative analyses showed significant alterations in several cytokines and chemokines from baseline to follow-up in the intervention condition, whereas no significant alterations were found in the control condition between these time points, providing some cautious support for higher responses for most analytes at the follow-up in the intervention condition. Previous literature on the effectiveness of psychological interventions on optimizing immune function have not yet focused specifically on cytokines and chemokines [6]. Cytokines and chemokines are known to have a significant influence on inflammatory processes, as they provide directional cues for the movement and tissue homing of leukocytes [63,64]. To make more conclusive statements on the effectiveness of psychological interventions in optimizing chemokine functioning, future research should incorporate a wide range of analytes with varying immunological characteristics into the study design, in order to replicate the present findings and to gather more insights in the mechanisms underlying differential immune responses after a psychological intervention.

Concerning the in vivo challenge (ie, the BCG vaccination), we found increased IgG antibody levels from baseline to follow-up for the intervention condition, whereas no such significant differences were observed in the control condition. This finding provides some preliminary support for an altered host response to the BCG vaccine after the intervention. This preliminary finding is in line with a previous study from Petrie et al [20] who found higher antibody levels in response to a hepatitis B vaccine in the intervention condition receiving an emotional disclosure intervention compared to a control condition receiving no intervention. In contrast to a hepatitis B vaccine, the BCG vaccine, being a live vaccine, actually is a human challenge model and as such approximates immune responses that are observed after natural infections [23]. Since antibody titers in the present study were not different in the between-group analyses, the findings need to be interpreted with caution. The present study was the first to incorporate BCG vaccination, and future studies incorporating BCG into the study design should provide further insights into the effects of training towards this infectious challenge.

When looking at the in vitro immunological challenge, the between-group analyses on LPS-stimulated cytokines and chemokines yielded no significant differences. In exploratory analyses, we found that IL-1β, IL-8, CXCL5, and TNF-α were significantly increased from pre-vaccination to the start of the test day in the intervention but not in the control group. Furthermore, CCL2, CCL21, and CCL27 were significantly decreased from pre-vaccination to end of the test day only in the control group but not in the intervention group. Those findings suggest differential immune activation between the groups. However, the data do not support altered immune function following a psychological intervention in response to LPS as an in vitro immunological challenge. Moreover, LPS is a rather strong immune activator, possibly having masked subtle immunologic differences between the intervention and control groups.

Limitations

Despite the innovative features of the present study (ie, the combination of innovative intervention components directed at both automatic and conscious information processing and behavior change, multiple in vitro and in vivo immunological
and psychophysiological challenges, as well as the inclusion of a wide range of self-reported and psychophysiological endpoints), it has some limitations that should be mentioned. First, the present study population consisted of healthy men between 18 and 35 years of age. This represents a homogeneous healthy sample; however, future research should investigate whether the intervention might be (more) effective in other (at-risk) populations. Second, the present study design does not allow us to unravel the effectiveness of separate intervention components or separate challenges. Previously, preliminary support for the effectiveness of serious games on virtual food choice and implicit food preference was found [65]. Future research could further investigate the add-on effectiveness of serious games in optimizing engagement with the intervention and subsequent health endpoints by comparing ICBT with serious games versus ICBT alone. Moreover, future studies may investigate the effectiveness of serious games for adherence to the ICBT treatment. Third, although we tried to keep track of the time participants spent on the serious game by saving log files of the gaming activity, those log files were saved offline by participants themselves, and we did not receive log files from each participant, meaning that we could not verify whether they actually played the game 5 days a week. Although the therapist that guided the intervention tried to keep track of the gaming frequency by asking participants to report on their gaming activities in the online electronic health intervention, future studies should attempt to receive live tracking via online electronic records. Fourth, although we blinded the test leader to group allocation on the test day, the test leaders for the other measurement points were not blinded to group allocation. Although we do not have any indications that this has influenced our results, this cannot be excluded. Finally, although we asked participants not to use drugs and alcohol 48 hours before each measurement and we checked this by verbally asking them whether they used alcohol or drugs, we cannot be entirely sure that participants did not violate these rules. As consumption of alcohol and drugs can alter cytokine responses [66], future research should include quantification of alcohol and drug consumption with objective tests.

**Conclusion**

In conclusion, although the present study did not find support for the optimization of vitality, it did find some support for the effectiveness of an ICBT combined with a serious gaming intervention in decreasing bodily sensations and sleep problems. Also, the present study showed that the intervention participants had higher levels of self-reported wellbeing in response to the psychophysiological challenges than control participants. Additionally, specific IgG antibody levels were increased at 4 weeks after BCG vaccination in the intervention condition. As this is one of the first studies incorporating multiple challenges to evaluate the effects of a psychological intervention on health endpoints, the present study provides a first step towards improving health endpoints with a psychological intervention, although clearly more research is needed on this topic. Future research should further investigate whether tailoring the intervention to specific populations, including patients with chronic somatic conditions or participants with (sub)clinical levels of stress or anxiety issues, enhances efficacy and impacts relevant disease-related parameters and biomarkers. Given the innovative study design, combining multiple new elements, future studies should consistently incorporate challenges and a wide range of immune parameters into the study design in order to get a more complete view on the effects of innovative psychological interventions.
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**Multimedia Appendix 1**

Overview of chemokines and other cytokines that were analyzed in the 40-plex assay.
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**Multimedia Appendix 2**

Mean and standard error of the mean of self-reported physical quality of life (A) and mental quality of life (B) T-scores at baseline, after intervention (pre-vaccination), and at follow-up, separately for the control condition and the intervention condition. A higher score on the y-axis represents a higher quality of life.
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Multimedia Appendix 3
Mean and standard error of the mean of the standardized scores for self-reported positive affect (A) and negative affect (B) at baseline, the start of the test day, the end of the test day, and at follow-up, separately for the control condition and the intervention condition. A higher score on the y-axis represents a higher level of self-reported positive affect and negative affect, respectively.

Multimedia Appendix 4
Means and standard deviations for heart rate, skin conductance, heart rate variability, as well as cortisol and alpha amylase, separately for the control condition and the intervention condition.

Multimedia Appendix 5
Boxplots for the upregulated IL-8 (A), CXCL5 (B) and TNF-α (C), as well as for the downregulated CCL15 (D) for the control condition (left graph) and intervention condition (right graph) separately at baseline, pre-vaccination, start test day, end test day and follow-up. A higher level in pg/ml on the y-axis represents a higher cytokine/chemokine level.

Multimedia Appendix 6
Boxplots with the OD450 readings for the control condition (left graph) and intervention condition (right graph) separately with the PPD specific IgG antibody levels at baseline and follow-up. A higher OD450 reading on the y-axis represents a higher IgG antibody level.

Multimedia Appendix 7
CONSORT – eHEALTH checklist (V 1.6.1).
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Abstract

Background: Diabetes and Alzheimer disease and related dementias (ADRD) are the seventh and sixth leading causes of death in the United States, respectively, and they coexist in many older adults. Caring for a loved one with both ADRD and diabetes is challenging and burdensome.

Objective: This study aims to explore diabetes-related topics in the Alzheimer’s Association ALZConnected caregiver forum by family caregivers of persons living with ADRD.

Methods: User posts on the Alzheimer’s Association ALZConnected caregiver forum were extracted. A total of 528 posts related to diabetes were included in the analysis. Of the users who generated the 528 posts, approximately 96.1% (275/286) were relatives of the care recipient with ADRD (eg, child, grandchild, spouse, sibling, or unspecified relative). Two researchers analyzed the data independently using thematic analysis. Any divergence was discussed among the research team, and an agreement was reached with a senior researcher’s input as deemed necessary.

Results: Thematic analysis revealed 7 key themes. The results showed that comorbidities of ADRD were common topics of discussions among family caregivers. Diabetes management in ADRD challenged family caregivers. Family caregivers might neglect their own health care because of the caring burden, and they reported poor health outcomes and reduced quality of life. The online forum provided a platform for family caregivers to seek support in their attempts to learn more about how to manage the ADRD of their care recipients and seek support for managing their own lives as caregivers.

Conclusions: The ALZConnected forum provided a platform for caregivers to seek informational and emotional support for caring for persons living with ADRD and diabetes. The overwhelming burdens with these two health conditions were apparent for both caregivers and care recipients based on discussions from the online forum. Studies are urgently needed to provide practical guidelines and interventions for diabetes management in individuals with diabetes and ADRD. Future studies to explore delivering diabetes management interventions through online communities in caregivers and their care recipients with ADRD and diabetes are warranted.

(J Med Internet Res 2020;22(7):e17851) doi:10.2196/17851
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Introduction

Background

Diabetes and Alzheimer disease and related dementias (ADRD) are the seventh and sixth leading causes of death in the United States, respectively, and they coexist in many older adults [1,2]. Both diseases are major public health concerns in today’s aging world, and the combination of the two has further burdened individuals with the two diseases, their caregivers, and the society at large. As of 2019, 5.8 million Americans are estimated to live with Alzheimer dementia, and the population of people living with the disease is expected to triple by 2060 [3]. The total annual cost of managing and treating ADRD alone is estimated to be upward of US $215 billion and is expected to increase to US $500 billion by 2040 [3]. Likewise, diabetes affects roughly 30 million people in the United States as of 2015 and is expected to grow to affect approximately 55 million people between 2015 and 2030. Costs associated with the care and management of diabetes rose from US $245 billion in 2012 to US $327 billion in 2017 [2]. Together, the cost to care for persons with ADRD and diabetes comorbidity is higher than the cost to care for either disease alone. For example, the mean cost of diabetes care in persons with ADRD is approximately 3 times higher than the cost of diabetes care in those without ADRD [4].

A significant number of individuals living with ADRD have comorbid conditions, and diabetes is one of the most common comorbidities [5]. Increasing studies have documented that there is an association between ADRD and diabetes, and researchers have proposed that Alzheimer disease is type 3 diabetes because of the shared pathological mechanisms [6,7]. Moreover, the onset of diabetes may affect cognitive performance. For instance, higher levels of glycosylated hemoglobin and higher average blood glucose levels are correlated with poorer cognitive performance [8,9]. According to a longitudinal study, those who had type 2 diabetes at baseline demonstrated accelerated cognitive decline at 12-year follow-up [10]. Possible underlying mechanisms for this cognitive decline have been linked to insulin resistance, insulin-degrading enzyme, and so forth. Meanwhile, some studies suggest that there is a bidirectionality between the two diseases [11,12]. Previous studies have indicated that Alzheimer disease may affect the diabetic phenotype through behavioral changes, such as binge eating, or pathological changes, such as amyloid-beta deposition and tau protein phosphorylation [12].

Caring for Individuals With ADRD and Diabetes

Although the mechanisms connecting these two diseases are still largely unknown, the implications are important as ADRD can affect the self-management of diabetes and vice versa. Both ADRD and diabetes require a unique and sometimes extensive amount of care. The management of diabetes alone involves constant blood glucose monitoring, the discipline to adhere to dietary restrictions and physical activity guidelines, and proper antidiabetic medication use [13]. Poor glycemic control can result in neuronal damage, increased ADRD incidence, and exaggerated cognitive function decline [12]. For those living with ADRD, the complexity of these regimens is often exacerbated by disease progression. Increased forgetfulness and confusion associated with the mid to late stages of dementia can result in improper meal choices or medication mismanagement [14]. This inability to participate in diabetes management as clinically instructed can result in harmful effects on the renal, cardiovascular, and peripheral nervous systems. As a result, people with ADRD may require assistance with the management of instrumental activities of daily living, such as diabetes management, from a caregiver.

Caring for persons with ADRD is often assumed by family members and close friends, with 83% of help to older adults in the United States being provided by these unpaid caregivers (referred to as family caregivers in this study) [1,15]. Recent estimates show that about 16 million family members and friends provided over 18 billion hours of unpaid care to people with ADRD at an average of 21.9 hours of care per week per caregiver [1]. This time spent caring for a loved one often comes at the expense of a caregiver’s own needs, with some sacrificing vacations, hobbies, and quality time with other family members [16]. In addition, the burden of caregiving is shown to be higher in caregivers of people with ADRD as compared with caregivers of older adults without ADRD, and the impact of this can be both physical and emotional [1,17]. For example, 40% of these family ADRD caregivers suffer from depression, and 1 in 3 family caregivers reported worsening health since assuming caregiving responsibilities [1]. Moreover, it has been shown that ADRD caregiving is associated with elevated biomarkers correlating to cardiovascular disease risk and that hormones associated with stress can have negative effects on glucose metabolism [18,19]. However, a recent study that reviewed 89 papers concluded that despite personalized, continuity, and family-centered care being urgently needed when caring for people living with ADRD and diabetes, current health care systems cannot meet the caring needs [20]. Individuals with ADRD and their caregivers constantly struggle with managing diabetes and ADRD.

To mitigate the burden associated with caring for a loved one with ADRD, some caregivers turn to social media to discuss patient care and their personal struggles as they adjust to their everchanging responsibilities as caregivers. For those living with diabetes, social media allows for additional communication and discussion outside of the limited time allotted with their physicians while encouraging participation and engagement [21]. Whether being used for the discussion of personal health or to discuss the care of a loved one, social media connects caregivers not only to like-minded individuals but also to health information and tools that may have otherwise been unavailable to them [22]. ALZConnected [23], a free online forum run by the Alzheimer’s Association in the United States, offers a range of forums for people with ADRD and their caregivers or friends and family members. For some, visiting this website means not...
having to explain what living with Alzheimer means, and for others, it means no longer feeling alone [23].

Social Media Data
In this digital era, social media has provided platforms for users to seek health information, receive health interventions, and anonymously share thoughts and experiences that they may not feel confident or comfortable expressing in a real-world setting [24-27]. The increasing amount of user-generated information has become a valuable resource to guide health interventions and advance our knowledge of a variety of health conditions [28]. The data can be analyzed and built upon, allowing researchers to better understand user characteristics, social and information needs, and communication ecosystems as well as to serve the demographics being studied [29-32]. Such applications include, but are not limited to, the identification of individuals at risk for depression [33], the detection of drug-drug interactions or adverse side effects [34], the examination of health behaviors in various types of cancer survivors [35,36], and the investigation of the impact of social media on decision making and recovery in prostate cancer patients [37,38]. Whether the information gathered comes from well-known social media sites such as Facebook and Twitter or from more specific online support groups such as ALZConnected, the resulting analysis may provide much-needed insight to improve health outcomes in diverse groups [39-42]. However, despite the potential of media data to complement data from regulatory, clinical, administrative, and claims data sources, the utility and effectiveness of such data remain understudied in a variety of health conditions [43].

Study Objective
This study aimed to explore diabetes-related topics in the ALZConnected caregiver forums by family caregivers of persons living with ADRD.

Methods
Setting/Study Population
In this qualitative study, we collected and analyzed posts from users of the Alzheimer’s Association ALZConnected caregiver’s forum in the United States [41]. The forum is designed to provide a community for ADRD caregivers and people with dementia alike. Caregivers, both professional and family, make up the majority of users in the forum and are often the spouse or child of the care recipient. Users must be registered in the ALZConnected community before they can post new threads or post in another user’s thread. Users must also be registered to view a member user’s profile. However, all posts can be viewed publicly without registering an account. The study was approved by the institutional review board of the University of Texas Health Science Center at San Antonio.

Data Collection
The earliest post in the forum was published on December 1, 2011. Posts were extracted from the forum backward in time via web scraping in January 2019. A total of 5469 user posts, posted from January 22, 2012, to January 3, 2019, were extracted using the keyword “diabetes.” All extracted posts were imported into an Excel (Microsoft) file for analysis, with password protection. Due to the nature of the data and the study focus of diabetes in individuals living with ADRD in an ADRD forum, further selection of posts and preliminary data analysis were conducted simultaneously. Two trained research assistants independently reviewed posts from the beginning of the list. Codes, notes, and comments were made during this process. Saturation was reached, meaning no new ideas were presented [44], after reviewing 3131 posts. Of the 3131 posts reviewed, 2598 were excluded for not directly discussing diabetes, leaving 533 posts. An additional 5 duplicate posts were removed, leaving 528 posts for analysis. Upon further analysis and the application of codes, an additional 109 were deemed not applicable because of the use of diabetes for comparative purposes or without reference to a care recipient or caregiver. Posts coded as not applicable were excluded, leaving 419 posts included in generating themes. Figure 1 illustrates the selection scheme of the posts.

The study also obtained publicly available data on the relationship between the post generator and individuals living with ADRD, aggregately. When registering for an account in the forum, users are requested to identify their relationship with a person living with dementia (eg, the user is a person living with dementia, a type of relative, or a professional caregiver).
Data Analysis
“Thematic analysis is a method of identifying, analyzing, and reporting patterns (themes, topics, ideas) within a data” [45,46]. It has been widely used to identify themes or topics for web-based data (e.g., blogs, web-based discussion boards, and tweets) [47-50] and data studying individuals living with ADRD [47,48,51]. Three trained research assistants analyzed the data using thematic analysis with the following steps [45,49,52]. First, data reduction and open coding were conducted during the preliminary analysis, and 2 coders developed a list of possible codes and definitions independently. The coding team and a senior qualitative scientist met to discuss and finalize the initial codes based on the feedback of all team members. Second, code validation was conducted by applying the initial codes to each of the 528 posts by 2 independent coders. Coders were instructed to code at the level of the post and were allowed to apply multiple codes to each post. Researchers coding overlapping sections of the dataset then came together in meetings to reconcile code differences in their respective analyses. They could discuss their reasoning for code applications. If in agreement, the 2 coders would combine code applications that served as the final analysis of the respective post being discussed. If the 2 coders were unable to reconcile code differences, the third coder provided insight allowing for a finalized analysis of the post. The initial codes from the first step were refined during the second step, and 26 distinct codes were generated. During this process, 109 were deemed not applicable, leaving 419 posts for the next step. Third, following coding reconciliation, the coding team displayed all various codes in a table and categorized them according to similarities and differences. Consideration was given to the coding processes, categorization, and noting patterns, and they came to a consensus of the key themes identified from the forum.

The coding team used descriptive statistics to obtain basic counts regarding the use of each code as well as to compare the number of instances in which 2 codes appeared together within the same thread. In addition, publicly accessible data of a user’s relationship with the individual living with ADRD were assessed aggregately using descriptive statistics.

Results
Caregiver-Patient Relationship
A total of 528 posts were generated by 286 unique users posting within 399 threads. Approximately 70% (200/286) of these users were the child of an individual with ADRD for whom they were caring for or concerned, whereas only 17.1% (49/286) of the users were spouses who were caring for a loved one with ADRD. Overall, the vast majority of these users (275/286, 96.1%) were related to the care recipient with ADRD in some way.
way, that is, a child, grandchild, spouse, sibling, or unspecified relative. In contrast, very few users were professional caregivers (6/286, 2.1%) or someone living with ADRD (3/286, 1.0%).

**Themes**

Thematic analysis revealed 7 key themes: (1) disease linkages and comorbidities, (2) ADRD or diabetes symptoms without diagnosis, (3) diabetes management, (4) ADRD and diabetes complications and progress, (5) management strategies for ADRD and other comorbidities, (6) caregiver social support, and (7) caregiver health and self-care. Of these, the first 5 are predominantly focused on the individual living with ADRD and the last 2 focus on the caregiver. Table 1 shows the themes, codes, and code frequency.

**Table 1.** Themes, codes, and code frequency.

<table>
<thead>
<tr>
<th>Themes and codes</th>
<th>Code frequency, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disease linkages and comorbidities</td>
<td></td>
</tr>
<tr>
<td>ADRD® and diabetes comorbidity</td>
<td>267</td>
</tr>
<tr>
<td>ADRD and other comorbidities</td>
<td>123</td>
</tr>
<tr>
<td>ADRD and diabetes link</td>
<td>107</td>
</tr>
<tr>
<td>ADRD or diabetes symptoms without diagnosis</td>
<td></td>
</tr>
<tr>
<td>Unconfirmed diagnosis of ADRD</td>
<td>46</td>
</tr>
<tr>
<td>Diabetes differential diagnosis</td>
<td>35</td>
</tr>
<tr>
<td>Diabetes management</td>
<td></td>
</tr>
<tr>
<td>Diabetes medication management</td>
<td>124</td>
</tr>
<tr>
<td>General diabetes management</td>
<td>109</td>
</tr>
<tr>
<td>Diet and nutrition in diabetes management</td>
<td>107</td>
</tr>
<tr>
<td>Physical activity and exercise</td>
<td>17</td>
</tr>
<tr>
<td>ADRD and diabetes complications and progress</td>
<td></td>
</tr>
<tr>
<td>Changes in ability and capacity</td>
<td>135</td>
</tr>
<tr>
<td>Resistance</td>
<td>73</td>
</tr>
<tr>
<td>Diabetes complications</td>
<td>55</td>
</tr>
<tr>
<td>Forgetfulness</td>
<td>49</td>
</tr>
<tr>
<td>Management strategies for ADRD and other comorbidities</td>
<td></td>
</tr>
<tr>
<td>Obstacles to patient care coordination</td>
<td>200</td>
</tr>
<tr>
<td>Pharmacotherapy</td>
<td>196</td>
</tr>
<tr>
<td>Fiblets</td>
<td>31</td>
</tr>
<tr>
<td>Diet (general)</td>
<td>28</td>
</tr>
<tr>
<td>Alternative medicine</td>
<td>5</td>
</tr>
<tr>
<td>Caregiver social support</td>
<td></td>
</tr>
<tr>
<td>Informational support</td>
<td>233</td>
</tr>
<tr>
<td>Caregiver burden</td>
<td>185</td>
</tr>
<tr>
<td>Emotional support</td>
<td>156</td>
</tr>
<tr>
<td>Caregiver health and self-care</td>
<td></td>
</tr>
<tr>
<td>Caregiver self-care struggles</td>
<td>57</td>
</tr>
<tr>
<td>Caregivers with diabetes</td>
<td>40</td>
</tr>
<tr>
<td>Caregiver health outcomes</td>
<td>38</td>
</tr>
<tr>
<td>Caregiver positive self-care</td>
<td>37</td>
</tr>
</tbody>
</table>

aADRD: Alzheimer disease and related dementias.

**Disease Linkages and Comorbidities**

This theme encompasses discussions on 2 or more diseases suffered by their care recipient. Within posts in this sample, it was common for caregiver to provide context for their care recipient’s situation by describing the health conditions of the care recipient. Posts falling under this theme either discussed...
ADRD and diabetes, ADRD and another comorbidity, or the proposed link between ADRD and diabetes. Forum participants would often describe the kind of ADRD experienced by the care recipient. Given that this sample was focused on diabetes, many individuals with ADRD also had diabetes. If other comorbidities were discussed (eg, heart disease and stroke), it was extremely likely that individuals with ADRD also had diabetes in addition to other comorbidities:

My dad has congestive heart failure, has had 2 heart attacks, multiple TIAs, a stroke, stage 4 kidney disease, COPD, high blood pressure, diabetes, and after we moved them in with us four years ago was diagnosed with mild vascular dementia.

To a lesser degree but still important to the discussion of diseases related to ADRD and diabetes was the link between the 2 diseases. Frequently, this was discussed in terms of disease pathology and the common link of insulin resistance to both diseases. Users would speculate as to how strong the connection was between the 2 diseases and if one might lead to the other. Some users would also share links to articles to support their claims:

I myself find most compelling the connection between the top three listed and Alzheimer’s type dementia: These include: insulin resistance, diabetes, and obesity; These three are very related anyway.

Here is a high level overview of the diabetes/Alzheimer’s connection...Bottom line watch that sugar closely! This is a decades long thing, https://tinyurl.com/y842evt8.

### ADRD or Diabetes Symptoms Without Diagnosis

Forum use was not limited to individuals with dementia and their caregivers. This theme encompasses discussions on a care recipient who had some symptoms of ADRD or diabetes but had not been formally diagnosed. Individuals questioning symptoms that a loved one was experiencing utilized the forum to ask users if the symptoms or behaviors could be a sign of ADRD. In some cases, a caregiver of an individual with a diagnosis of ADRD also questioned whether pre-existing conditions (eg, diabetes) might be the root cause of cognitive changes being displayed by a care recipient, rather than a diagnosis of ADRD. It was common for these forum participants to seek information about the process of diagnosis and how to work with their loved one to receive medical care:

Can anyone suggest a way to find a specialist who sincerely look at my mom’s situation and make sure she is being correctly diagnosed with dementia. No one has really done the proper testing to rule out possible mimics and I have not gotten an exact diagnoses of the type. I have been to 2 neurologist and I feel they just do the verbal test and say she has dementia. What about b12 deficiencies or the fact that she is on blood pressure medicine.

Respondents to these forum participants, at times, provided a differential diagnosis based on the symptoms a user describes. Given the similar pathology of ADRD and diabetes (as well as other diseases), it is possible that the symptoms a user described as possible dementia were diabetes:

With someone your dad's age, it is important to complete the testing because there are over 50 other illnesses that look like Alz; but are not and most importantly of all, many of these illnesses can be reversed. Certainly mismanagement of diabetes can cause cognitive changes, even in young people.

### Diabetes Management

Within this theme, caregivers discussed the challenges they face (eg, balancing diabetes management and quality of life) and shared some practical strategies they use when helping an individual living with ADRD to manage his or her diabetes. Overall, there were frequent discussions of diet and medications used to manage diabetes. Although some of these posts focused on individuals who had good management of diabetes, it was common for caregivers to question whether adherence to diabetes management practices was necessary for those with advanced ADRD. Caregivers expressed feelings that the overall quality of life was more important than strict adherence; however, they still maintained that diabetes management was important. Thus, caregivers commonly discussed how best to maintain a good quality of life for the care recipient, first and foremost, with a more relaxed approach to managing diabetes:

Mom, a type 2 diabetic, loves sweets...At some point in the last few months I decided that if having access to colas would give mom a 5 star day instead of a 3 star day and she should have the cola...I want to balance between having a good quality of life and a (somewhat) healthy life.

It was also frequent for forum respondents to discuss the lack of diabetes management and high or variable blood sugar readings, which an individual with ADRD might experience:

His blood sugar was over 1000! The hospital got it under control and recommended that he have his blood sugars checked four times a day and given oral medicine and injected insulin to control it. The problem is that he doesn't want to get up in the morning or the afternoon and he is refusing to eat frequently which he must do to take the insulin.

In contrast, very few caregivers discussed physical activity or exercise as a part of diabetes management for their care recipient. When they did, the discussion often centered around a concern for a lack of physical activity on the part of the care recipient:

I would like to ask for some advice on managing my father's repetitive behaviors. For example, he will sit idle for HOURS, sometimes ENTIRE days just staring off into space in the dark...My concern is the sitting idle for hours. He has diabetes, is in 3rd stage kidney failure, has poor circulation, and muscles that are getting VERY weak from being sedentary.

Given the complexity of managing diabetes in an ADRD care recipient, caregivers frequently discussed management strategies for their care recipients as well. For example, some caregivers...
helped care recipients to manage their diabetes through a diet with inventive approaches such as halving juice with water, providing Meals on Wheels subscriptions, or slowly exchanging poor food choices with more healthy alternatives. Caregivers often noted that these changes had to be made slowly, as abrupt changes often resulted in resistance from their care recipients:

My mom would report cereal with OJ for breakfast...When I got over there, it turned out that was true, so I started a Meals on Wheels subscription for her and dad. One meal was diabetes health labelled with her name and one was heart healthy labeled with his name...With orange juice, what we did was save one of the empty containers of orange juice and then pour half into the empty container and dilute the OJ by half: Mom never noticed the difference.

However, some caregivers felt that a more direct approach better served their care recipients and, instead, opted to obtain the medical power of attorney or hire a home health professional to manage the care recipient’s diabetes themselves. Whether their strategies were direct or indirect, caregivers frequently discussed practical ways to encourage or enforce adherence to diabetes management regimens through medication or diet:

Auditory memory is poor, she’s repetitious and we are concerned about her continuing to live alone because she is an insulin dependent diabetic... I fill her pillbox and monitor it as much as possible, but I know that there are days when she doesn’t take some of her pills...I have POA for healthcare and other POA is in the works.

ADRD and Diabetes Complications and Progress

This theme encompasses discussions on how an ADRD care recipient’s resistance or forgetfulness complicates care management. Many caregivers came to the forum to discuss disease progress and disease complications in their care recipients. Often forum users discussed the changes in abilities or capacities that an individual living with ADRD experienced and how this complicated overall care. Many of these posts expressed a worsening of disease state, which ultimately led to a change in the caregiver’s caregiving experience:

My mother has been having real issues with her memory for well over a year now. It has gotten progressively worse...We have been lengthening her visits over the past year to help her adjust to the idea of living with us.

When discussing complications and progress, some caregivers spoke about how resistance to diagnosis and forgetfulness affected the ability of the caregiver to provide appropriate care to care recipients for diabetes and ADRD, as it complicated how they provided care or how a care recipient responded to care:

I think my biggest concern about my mom continuing alone is the impact that her short term and auditory memory issues have on her medication management, more than anything else. My mom doesn’t chart her blood sugars, never has. That’s just who she is. If I ask her if she ate or took insulin, she doesn’t remember.

He has declined rapidly by his own choices not to follow the doctors orders from the very beginning. He won’t monitor his blood sugars properly and rarely administers his insulin because he doesn’t like the pricking of his finger or the pain of the shot. He eats whatever he wants and it consists entirely of carbs, high fats and sugar.

Although less frequent, some of the users described complications of diabetes as one of the many concerns that their care recipient was experiencing:

The consequences of untreated diabetes are not fun; things like blindness and amputations of toes, then feet, then below the knee...I am sure your LO [loved one] does not want those, and yet with dementia they cannot make rational choices based on future risk.

Management Strategies for ADRD and Other Comorbidities

Although this sample focused on diabetes, caregivers came to this forum, most importantly, to discuss ADRD. Within this theme, caregivers discussed how they helped an individual living with ADRD and with the management of comorbidities other than diabetes. As a result of the complexities caregivers experienced in caring for an individual with ADRD, caregivers frequently had questions or provided advice about how to navigate the housing, medical, legal, and day-to-day needs of their loved one:

After much discussion with my grandmother we have decided that my grandfather should be put in a nursing home. I unfortunately don’t know a lick of anything related to senior care. I have been doing nonstop research and am so confused...I know some nursing homes take medicare but I am extremely weary.

It is time for you to step in and take control of the situation. You must protect her. I am hoping that you are already your mother’s financial and medical POA. If not, you need to contact your family attorney. If your family doesn’t have an attorney, then look for an eldercare attorney in your area.

A common management technique was using medication to help manage ADRD or other comorbidities that the individual with ADRD might be experiencing:

My mother was on Namenda 10mg once a day for two and a half years. I made the decision to stop the meds last June after many discussions (over time) with her PCP...My mom is currently taking Risperidone to manage anger and agitation and has been for two years. She also takes oral meds to manage Type II Diabetes and high blood pressure.

However, caregivers also had unconventional techniques to help them manage the complexities of multiple conditions for an individual living with ADRD. For example, some caregivers...
would use a fiblet or a therapeutic lie to help a patient to adhere to a medical regimen, a diet change, or new living arrangements:

In the beginning we did tell mom and she was always shocked: “I have Alzheimer’s?!” Now I just say her blood sugars levels are too high (she’s diabetic) and once we can get control on them, she’ll feel better. It’s a lie, I know, but I don’t see the point in continually telling her.

Occasionally, caregivers discussed the use of special diets, such as the Mediterranean diet, to prevent the worsening of ADRD. This was distinct from the use of diet to manage diabetes and blood glucose levels:

...The “grain brain” as a cause of dementia may be somewhat off because many grains also contain polyphenols that help protect against Alzheimer’s disease such as ferulic acid in rice bran or flaxseed in some breads. That is why a Mediterranean diet relatively high in carbohydrates is partially protective against Alzheimer’s disease.

**Caregiver Social Support**

A prominent theme within the forum was social support. Individuals frequently used the forum to seek support related to providing care or to provide support to other individuals in need of information or encouragement. Many users discussed the burden of taking care of a patient with ADRD and would use the forum to discuss frustrations or stress associated with caregiving as well as to seek support:

I struggle with the what if’s even though everything says AD. Being her daughter, I want to throw her in the vehicle, drive her to the doctor and have them check her from head to toe everyday. But at what expense? Her dignity? Her comfort? I do everything I know to do and well...I just wish I guess...I feel like I’m rambling out of exhaustion.

Some users also provided emotional support to help encourage a user who was struggling:

I’m sorry to hear about what you are going through with your family. For myself, as someone on the outside looking in, the solutions seem easy, but it isn’t.

In addition, users posed questions and gave advice that was strictly informational in nature. Some users provided guidance and suggestions derived from their personal experiences, and others provided links, articles, and phone numbers for resources that they believed would be valuable to the individual with the question:

To answer your main question - how do we convince our LO to do certain things that will help them? Well, that usually doesn’t work because even if they are agreeable to the idea, their brains don’t retain new information or learn new habits very well if at all. As far as my mom, for a long time we went back and forth with the idea of her living with me...mom had POA in order but had “capacity” (a psychiatrist evaluated her and found her able to make her own decisions) so I couldn’t force anything.

I would like to invite you to contact the Helpline at the Alzheimer's Assn. which can be reached at: (800) 272-3900...Consultants are highly educated Social Workers who specialize in dementia and they can be wonderful support, provide education materials, have contact numbers for helpful community entities and who can assist with problem solving and more.

**Caregiver Health and Self-Care**

In contrast to social support, this theme was focused on discussions on caregivers’ own physical and mental health and self-care. However, some caregivers did discuss having their own diagnosis of diabetes or another health concern:

Anxiety has now joined it, and Dad is now in the nh [nursing home]. But caring for Dad here at home for 12 years triggered it - along with hypertension and prediabetes. These are all stress related health issues.

In discussions of their own health outcomes, some caregivers discussed their inability to participate in self-care activities. This struggle to maintain a healthy lifestyle, whether physically or mentally, was often attributed to a lack of free time because of the sheer amount of time spent caregiving:

There are times, I am so exhausted that I just want to “drop dead”. I am too tired of being tired...too tired to rest. But I keep moving forward.

I have no life at all, haven’t seen friends in years, can’t establish any new friends, can’t set up any type of routine for my own enjoyment or benefit (school, hobbies, gym, martial arts) or work on my own life that I walked away from to take care of her and I am always exhausted these days.

In contrast, others were concerned about developing chronic diseases, such as dementia and diabetes, and participated in and promoted positive self-care behaviors to reduce their risk of developing diseases:

I say this as a caregiver who also has trouble taking care of myself sometimes, but life is forcing me to learn. In fact, right now, I need to get off the computer and get outside for some exercise, which is my daily medicine against encroaching diabetes, heart disease, and mental illness from all the stress.

My next health challenge is to NOT get dx with diabetes, so over the past few months I’ve stopped stress-eating chocolate foods, and have finally started exercising daily after the Mom-details, which took many months to sort out, are sorted.

**Discussion**

**Principal Findings**

This is, to the best of our knowledge, the first study to examine diabetes-related topics in individuals with ADRD from the perspectives of family caregivers participating in an online support community. Our findings advance knowledge regarding the role of social media in health management. The findings are consistent with previous findings that health forums provide support to forum users (eg, informational and emotional support)
recommendations into daily care regimens has rarely been individualized and patient-centered [60]. The glycemic target people living with ADRD and their family caregivers [14,60]. Symptoms make diabetes management extremely difficult for memory loss, impaired problem-solving, and other ADRD necessities high-level cognitive capabilities for patients to regardless of type 1 or type 2 diabetes. For example, many diabetes management in their loved ones living with ADRD, caregivers commonly discussed challenges associated with diet, exercise, and management in individuals with both ADRD and diabetes, which might not be captured by traditional data collection; and (3) how constant caregiver burden and daily struggles affect their self-care and result in poorer physical and mental health in family caregivers.

Forum participants extensively discussed information related to the care recipients’ health conditions with comorbidities, links between ADRD and comorbidities, and uncertainty of the root causes of some symptoms and behaviors. This may reflect the complex interactions of ADRD and its comorbidities [57] and the underlying causes of family caregivers’ struggles. Older adults without dementia have 2 comorbidities on average, whereas those living with dementia have an average of 4 comorbidities, and almost 9 out of 10 individuals living with dementia have at least one comorbidity [58]. A scoping review found that little is known about the care of comorbidities for people living with dementia and comorbidities, especially from the perspectives of those with dementia and their family caregivers [59]. Our study further echoes and reinforces the importance of understanding the management of ADRD comorbidities, especially diabetes, from the experience of family caregivers. This line of discussion in the forum could serve as an outlet for forum users to relieve their frustrations and anxiety about the uncertainty of the disease progression in their care recipients living with multiple chronic comorbidities and how they can better care for their loved ones. Moreover, the information obtained from the forums by caregivers might also prove useful in supporting communication with their health providers, both for themselves and their care recipients.

Given the focus on diabetes in this study, we found that family caregivers commonly discussed challenges associated with diabetes management in their loved ones living with ADRD, regardless of type 1 or type 2 diabetes. For example, many challenges faced by caregivers centered on diet, exercise, and medication management in their care recipients. This is unsurprising, as diabetes is largely a self-managed disease that necessitates high-level cognitive capabilities for patients to properly adhere to medication and lifestyle regimens. However, memory loss, impaired problem-solving, and other ADRD symptoms make diabetes management extremely difficult for people living with ADRD and their family caregivers [14,60]. Previous recommendations and studies have suggested that for people with cognitive impairment, diabetes care should be individualized and patient-centered [60]. The glycemic target (e.g., hemoglobin A1c, fasting glucose, and postprandial glucose) should also be relaxed [14]. However, the incorporation of these recommendations into daily care regimens has rarely been studied in individuals living with ADRD and diabetes. In fact, studies examining diabetes self-management often exclude individuals with cognitive impairment. In addition, despite the well-recognized importance of including family caregivers in the development of self-management plans for ADRD, few studies have evaluated structured interventions to provide education and support for family caregivers of ADRD [60], and even less studies have focused on diabetes management. Studies involving people living with ADRD and their family caregivers are urgently needed to address diabetes self-management in home settings for this population living with both ADRD and diabetes.

For challenges of diabetes management, the findings also highlight the difficulties caregivers face when trying to balance quality of life and diabetes control in their ADRD care recipients. Much of this is associated with the responsibility of providing proper health care to their loved ones that caregivers feel while still making sure their loved one’s overall quality of life is high. Regardless of a caregiver’s best efforts, uncontrolled blood glucose levels and subsequent hospital admission were often discussed by family caregivers. Balancing glycemic control and quality of life in ADRD care recipients warrants further exploration. Despite how challenges were frequently discussed, in the forum, some personal practical strategies for diabetes management were also shared. For example, some caregivers helped care recipients manage their diabetes through gradual diet changes or with the use of inventive approaches, such as halving juice with water. Whether the shared strategies were direct or indirect, caregivers frequently discussed practical ways by which they encouraged and enforced adherence to diabetes management regimens, whether through medication or diet. The various strategies shared may serve as examples for forum users looking to tailor the approaches to their own loved ones and situations. In addition, these suggestions might provide helpful information and examples for developing diabetes management guidelines for people living with ADRD and their family caregivers. This further reinforces the importance of involving caregivers and their loved ones in studies of developing diabetes management guides.

Our study revealed that forum users, who take care of individuals with ADRD and diabetes, frequently reported increased distress and neglect of self-care, both of which may contribute to a decrease in health status and quality of life for both the care recipient and family caregivers [61]. Previous studies reported that the time spent on daily activities and supervision by caregivers was higher when caring for individuals with ADRD and diabetes compared with caring for those with ADRD without diabetes [62]. Consequently, the level of the caregiver’s perceived burden increases [63-66]. ALZConnected has provided a platform for family caregivers to seek information and emotional support in their attempts to learn more about how to manage ADRD of their care recipients and seek support for how to manage their own health and well-being as a caregiver. The study findings of challenges and struggles that caregivers constantly face have implications not just on their care recipients but also on their own health and well-being. We call for more practical diabetes management guidelines for individuals living with ADRD and their caregivers to ease the
burden of caregivers and improve the health and quality of life for both.

Limitations
This study has several limitations. First, the study used publicly available forum data, and as a result, the data collection process was out of the control of the study team. However, this could also be considered a strength as there was no interference with participants’ opinions, meaning the posts reviewed truly reflect the caregivers’ struggles and concerns. Second, the posts extracted for this study only represent a portion of posts made in the forum and may not be applicable to all discussions regarding diabetes. However, our analysis did reach saturation, which might minimize this limitation. Third, we attempted to explore discussion topics related to diabetes in this forum and used thematic analysis to analyze the data [67]. Thus, there is no theoretical framework to support this study. Fourth, this study only used data from one social media platform, and the discussions in the forum are largely user-driven. In the future, using multiple social media data sources may further extend our knowledge of the study topic. Finally, a majority of the posts included in this study were from adult children of ADRD care recipients, which might reflect their proportion of family care or that younger persons are more likely to use social media/online forums. As a result, the generalizability of the results to all family caregivers might be limited.

Conclusions
In summary, the overwhelming burdens of diabetes management in individuals living with ADRD and diabetes were apparent for both caregivers and care recipients based on discussions from the ALZConnected forum. Research involving both care recipients and their caregivers in developing diabetes management guidelines and interventions for family caregivers of individuals with diabetes and ADRD would be important. In addition, the ALZConnected forum provided a platform for caregivers to seek informational and emotional support for caring for persons living with ADRD and diabetes. Studies are urgently needed to provide practical guidelines or tools available in online support communities as new ways to support daily diabetes management for individuals living with ADRD coexisting with diabetes and their caregivers. Future studies to explore delivering diabetes management interventions through online communities in caregivers and their care recipients with ADRD and diabetes are warranted.
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Abstract

\textbf{Background:} With the pervasiveness of social media, online health communities (OHCs) are an important tool for facilitating information sharing and support among people with chronic health conditions. Importantly, OHCs offer insight into conversations about the lived experiences of people with particular health conditions. Little is known about the aspects of OHCs that are important to maintain safe and productive conversations that support health.

\textbf{Objective:} This study aimed to assess the provision of social support and the role of active moderation in OHCs developed in accordance with and managed by an adaptive engagement model. This study also aimed to identify key elements of the model that are central to the development, maintenance, and adaptation of OHCs for people with chronic health conditions.

\textbf{Methods:} This study used combined content analysis, a mixed methods approach, to analyze sampled Facebook post comments from 6 OHCs to understand how key aspects of the adaptive engagement model facilitate different types of social support. OHCs included in this study are for people living with multiple sclerosis, migraine, irritable bowel syndrome, rheumatoid arthritis, lung cancer, and prostate cancer. An exploratory approach was used in the analysis, and initial codes were grouped into thematic categories and then confirmed through thematic network analysis using the Dedoose qualitative analysis software tool. Thematic categories were compared for similarities and differences for each of the 6 OHCs and by topic discussed.

\textbf{Results:} Data on the reach and engagement of the Facebook posts and the analysis of the sample of 5881 comments demonstrate that people with chronic health conditions want to engage on the web and find value in supporting and sharing their experiences with others. Most comments made in these Facebook posts were expressions of social support for others living with the same health condition (3405/5881, 57.89%). Among the comments with an element of support, those where community members validated the knowledge or experiences of others were most frequent (1587/3405, 46.61%), followed by the expression of empathy and understanding (1089/3405, 31.98%). Even among posts with more factual content, such as insurance coverage issues, user comments still had frequent expressions of support for others (80/213, 37.5%).

\textbf{Conclusions:} The analysis of this OHC adaptive engagement model in action shows that the foundational elements—social support, engagement, and moderation—can effectively be used to provide a rich and dynamic community experience for individuals with chronic health conditions. Social support is demonstrated in a variety of ways, including sharing information or validating information shared by others, expressions of empathy, and sharing encouraging statements with others.

(J Med Internet Res 2020;22(7):e17338) doi:10.2196/17338
KEYWORDS
social media; social support; health education; qualitative research; patient empowerment

Introduction

Overview of the Role of Social Support in Health

Social relationships and social support are purported to promote good physical and mental health for people living with a variety of chronic medical conditions [1-3]. Social support can be defined as “verbal and nonverbal communication between recipients and providers that reduces uncertainty about the situation, the self, the other, or the relationship, and functions to enhance a perception of personal control in one’s experience” [4].

Social relationships and social support can be beneficial to health in many ways. Numerous studies have examined the connection between an individual’s social relationships or networks and their physical health. Research demonstrates that, compared with individuals who are isolated, those who have a social network live longer, experience fewer physical symptoms of illness, and specifically have lower blood pressure [2,5,6]. Poor-quality or low-quality social ties have been associated with the development and progression of certain conditions, including high blood pressure, cancer, cardiovascular disease, autonomic dysregulation, and mortality [2,5,6].

Previous research has also shown an increased likelihood of survival in people who have stronger social ties or social relationships compared with those who have weaker ties or relationships [7]. A review of 81 studies revealed that social support was reliably related to beneficial effects on cardiovascular, endocrine, and immune health [8]. Additionally, social support is associated with increased health-promoting behaviors such as medication adherence [9,10], smoking cessation [11], and weight loss [12,13]. One study in particular showed that providing support was also related to lower measures of systolic and diastolic blood pressure among those who gave support [14].

Use of the Internet and Social Media for Social Support for Health

The use of the internet has changed how patients, caregivers, friends, family members, and interested citizen-scientists learn about and seek support for specific health conditions. In the United States, 61% of adults search on the web and 39% use social media to find health information [15]. Additionally, 1 in 4 internet users with a chronic illness has gone on the web to find others with similar health problems [16]. It is clear that patients rely on web-based resources, particularly when encountering specific situations, and being diagnosed with a chronic health condition is one such situation.

In a web-based Health Information Experiences survey of >2200 patients across 7 health conditions, the authors found that people used web-based resources at some points along their health care journey [17]. For example, 67% of the people used web-based resources when starting a new medication or treatment, 67% when experiencing a new side effect or symptom, 61% when making a medication treatment decision or change, and 57% when needing emotional support [17]. In the same survey, patients were asked about the web-based resources they used; 71% used condition-specific websites and 65% used Facebook for health information and support [17].

Diverse population groups across different races, ethnicities, and education levels access health-related information using social media [18,19]. Social media platforms, such as Facebook, can facilitate dialogue between patients as well as between patients and providers [18].

Using a definition similar to that found in other recent research, online communities are defined in this study as the use of an internet-based platform with the purpose of bringing together a group of individuals with a shared interest or goal [20]. As online communities are hosted on the internet, the geographic location of the member is not a vital component of membership in the community or how the community functions. Online support groups and communities have been in existence since the 1990s in various forms. The more recent development of online communities focused on health has been especially beneficial for those living with or caring for someone with a chronic health condition [20,21].

Online health communities (OHCs) are internet-based platforms that allow people to connect over shared experiences and communicate about health [20-22]. OHCs are disrupting traditional hierarchies in the health care industry by offering what traditional health care cannot offer—conversations about the lived experiences of people with particular health conditions. Individuals living with specific health conditions and their caregivers or care partners can browse and search on the web. They can also control the content and flow of information available to them, and, in the case of social media, produce content, rather than just receiving information directly from a health professional in a face-to-face encounter [23]. Although there is criticism surrounding the role of technology in increasing rates of loneliness and social isolation in adults, many view social media as a means to connect with others [24,25].

There are different types of OHCs, both open and closed, with the early versions offering bulletin board–style forums where individuals could ask questions and receive responses from other participants. In a closed OHC, a prospective member must opt in to join and be accepted by the site administrators to access site resources and engage with other members, whereas open communities are accessible to all people without having to sign in or provide contact information [20]. Over time, OHCs have evolved to allow for more robust offerings in the ways in which community members can engage through the platform as well as with other community members. OHCs are now more complex ecosystems, capable of being programmed to be better able to adapt and respond to changes in health care and patient experience.
The Value of Online Communities for Health Promotion

A vital aspect of using OHCs and social media as avenues for health communication is that they can provide valuable peer, social, and emotional support [18-26]. In studies on online communities, 4 types of social support are demonstrated: informational support [27], emotional support [28], instrumental support [29], and appraisal support [28].

An additional type of support that can be garnered by participation in an online community is network support, which is the feeling of being part of a group that shares common interests, which in turn can widen an individual’s social network [29].

Web-based communication and interaction have been shown to provide meaningful support to people seeking health information. This is the case, whether that support is more transactional and provides information support that may help an individual obtain a desired service or make a decision or emotional support where the individual receives validation of their feelings or experiences [30]. Previous research has demonstrated that social support is important for an array of health outcomes and can be provided in various ways. There is evidence that social support can flourish when provided specifically through a web-based environment and can even empower individuals [27,31,32].

Social media offers additional space for dialogue around health information and experiences. Although many individuals find comfort in openly sharing aspects of their health experiences on the web, other people are more passive in how they participate in online communities. Research has identified 2 main types of participation in online communities: active participation, which includes posting and sharing, and passive participation, defined as browsing and reading [33]. Whether participants in an online community are more active or passive, both groups can find the level of support they are seeking [34].

Social support through a web-based medium can offer similar depth, breadth, and level of intimacy that occurs in private offline conversations [21,35]. Face-to-face social support may not always be available or may be difficult for people who have a chronic health condition or are disabled; therefore, OHCs can provide the vehicle through which ongoing and regular interaction is available [29].

However, the effects of web-based social support on chronic disease management are less clear from the available literature [26]. Research examining online cancer support groups found that participants in these groups had decreased levels of depression as well as decreased reactions to pain [36]. Previous research has also examined perceived empathy as a key factor in patient health outcomes [37]. Recent research has shown that users of an online diabetes management community have higher levels of diabetes self-care and health-related quality of life [38]. Despite the value of online communities for engaging people in a variety of health issues, research on the use of social media platforms, such as Facebook, to help people manage chronic health conditions is in its relative infancy [39].

Purpose of This Study

This study aimed to assess the provision of social support and the role of moderation in OHCs developed in accordance with and managed by the adaptive engagement model described herein and created by Health Union. Health Union cultivates OHCs that are designed to have a positive impact on the lives of people living with chronic conditions by providing the information and support they are seeking. Health Union currently has 27 active condition-specific OHCs and corresponding Facebook pages that serve to extend the reach of the adaptive engagement model.

In this study, the authors, who also serve as OHC community managers, first demonstrate how the adaptive engagement model works to maintain safe web-based spaces for the provision of social support for people with chronic health conditions. In the study model, moderation includes responding to comments; thanking and welcoming comments; providing validation; linking to resources; and maintaining a respectful, inclusive tone. In this paper, the authors elucidate key elements of the model that are central to the development, maintenance, and adaptation of OHCs for people with chronic health conditions. For this study, the model was adapted using the principles of sharing content and supporting engagement on dedicated public Facebook pages to demonstrate the utility of the OHC model.

The Health Union OHC model encourages people to take an active role in their health by providing content that aligns with their needs and interests and by cultivating a safe environment where communication, understanding, and meaningful relationships can thrive. This original content can be accessed on condition-specific websites and their corresponding social media pages. In this study, we refer to this model as the “Health Union Online Health Community Adaptive Engagement Model,” and in previous publications have referred to this as the “meeting people where they are at” model [40].

The OHC adaptive engagement model is developed with the belief that OHCs can be defined and have discernible features. First, similar to in-person communities, OHCs are situational, contextual, and involve a community of choice. There are 3 structural elements of the OHC adaptive engagement model: social support, adaptive engagement, and active moderation. Some features of OHCs can be categorized into more than one of the structural elements as there is often an overlap. These features include the following:

1. Social identity: OHCs, by definition, are for people with a health condition, caregivers, or others who have an interest in the health condition. People who live with a given chronic health condition may choose to identify as a person living with the condition or not, but regardless, being part of an OHC confers a social identity.

2. Social relationships: Relationships with others in OHCs are social relationships. This means they are imbued with a range of characteristics, including reciprocity, mutual support, and emotional connection, with the potential for shared meaning and conflict [41].

3. Interdependence: Being part of a social group means that there is a connection or relationship with others. A relationship entails interdependence in terms of...
communication, expectations, behaviors, and other aspects of the relationship [41].

4. Experience of societal stigma: Chronic health conditions, because of their very definition as a state of ill health and the fear of contagion that underlies notions of illness in our society, bear a level of social stigma. Some health conditions bear more stigma than others, and individuals living with these health conditions may feel highly stigmatized if there are visible markers of their health condition or when their diagnosis is known to others [42,43]. The experience of stigma and people sharing how they confront or cope with it is an important aspect of community bonding.

5. Boundary marking: The community is defined by the diagnosis or experience of a health condition. Although there are usually clear definitions and an understanding of who is “living with the health condition,” these are based on self-disclosure. In addition, these boundaries are porous and let in new members [44].

6. Social norms: Norms that define interactions of the larger society are represented within OHCs. Often, these social norms are communicated in the form of “community rules,” and OHC participants may need reminders of the rules from time to time. There may be formal (warning and banning from the group) and informal (encouragement to use respectful language) sanctions for those who violate these community rules.

Methods

Overview of Methods

The Health Union OHC adaptive engagement model was developed to connect people with information that meets their health needs and as a means of providing social support [32,45]. This model includes a paid community management team encompassing dedicated community leads as well as peer moderators and content contributors who are living with a chronic health condition, caregivers, or health care professionals. Community managers also serve as moderators and may contribute to content [46].

OHCs included in this study are Health Union online communities created for people living with multiple sclerosis, migraine, irritable bowel syndrome, rheumatoid arthritis, lung cancer, and prostate cancer. Each OHC has a website with a dedicated URL and corresponding linked social media channels, including a condition-specific public Facebook page. These OHCs were launched in the following order: Migraine, December 2010 [47]; Multiple Sclerosis, March 2013 [48]; Rheumatoid Arthritis, July 2013 [49]; Irritable Bowel Syndrome, June 2016 [50]; Lung Cancer, January 2017 [51]; and Prostate Cancer, December 2017 [52].

Original content is published on each of the community websites daily and is shared via the corresponding social media pages, including Facebook. All Facebook posts include a link to the original article that was first published on the corresponding community website. These Facebook posts include a customized clickable image with a short engaging message (approximately 80 characters, hereafter referred to as Facebook post copy) that links to an article published on the condition-specific community website. For this study, comments on Facebook posts were the primary unit of analysis. Any comments that were made directly on the condition-specific websites were excluded from this analysis.

Facebook analytics data were used to determine the reach and engagement of the 6 OHCs. The mixed methods combined content analysis (CCA) [53] was used to analyze the comments on 39 sampled Facebook posts from the 6 OHCs identified above to identify themes that aided the authors in illustrating how key aspects of the adaptive engagement model facilitate the different types of social support and other constructs of the model. Additionally, this analysis examined how the adaptive nature of this model can be used to support people regardless of their chronic health condition.

Facebook Reach and Engagement Data

Reach and engagement data were calculated using Facebook’s analytic tool, Facebook Insights. In this study, the authors used the Facebook definition of engagement as users reacting to (ie, clicking a reaction button such as “like”), sharing, commenting, or clicking on any posted content; in this case, a link to an original article on the corresponding community website. Reach refers to the number of people who saw the Facebook post, image, and short copy either in their newsfeed or by directly visiting the Facebook page. The reported gender and age cohort of those who reached and engaged were also collected. Weekly averages of reach and engagement were calculated for posts spanning the period from January 1 to June 30, 2018 (Table 1).
A purposeful sampling of the original articles and corresponding Facebook posts was drawn based on the following criteria: a Facebook post about PC on a specific date/time and all comments associated with that post. A total sample of 5881 comments were distributed as follows: PC, 1576; RA, 1417; MSA, 10613; MS, 701; and IBS, 576. Comments were extracted into a spreadsheet and imported into a qualitative and mixed method research data web application, Dedoose (Version 8.0.35; SocioCultural Research Consultants, LLC) [93]. Comment transcripts were labeled by community website and Facebook post ID (eg, PC 6 is used to label a specific Facebook post about PC on a specific date/time and all comments associated with that post). A total sample of 5881 comments were distributed as follows: PC, 1576; RA, 1417; MSA, 10613; MS, 701; and IBS, 576.

**Sampling and Data Collection**

A diverse range of Facebook posts linking to original content from the 6 OHCs was purposefully sampled, resulting in a sample of 39 Facebook posts and their respective comment threads for a total sample of 5881 comments. Each selected post received comments from community members on Facebook. The content of the posts and comments included a broad range of topics, including impact on relationships, coping, quality of life, and treatment experience, all of which comprise the patient journey for people with a chronic health condition.

Using the principles of CCA, it is important to distinguish between the sampling unit, contextual unit, and coding unit as part of the methodology and the resultant analysis [53]. In this study, the Facebook posts with their corresponding extracted comments are the sampling units; the Facebook post copy along with the linked article, comments, and/or comment threads are the contextual units; and a sentence or phrase within an individual comment (as comments can range from a single word or phrase to a paragraph) are the coding units.

A purposeful sampling of the original articles and corresponding Facebook posts was drawn based on the following criteria: a range of content reflecting shared experience and sense of belonging of community members, stigma, and other challenges of living with a chronic health condition. An additional selection criterion for purposeful sampling was that the post needed to have a minimum of 20 comments to be included in the sample.

The Facebook posts that were analyzed for this study (Multimedia Appendix 1) [54-92] were originally posted on one of the OHCs’ Facebook pages between February 11, 2017, and June 5, 2018. The comments from these Facebook posts were extracted into a spreadsheet and imported into a qualitative and mixed method research data web application, Dedoose (Version 8.0.35; SocioCultural Research Consultants, LLC) [93]. Comment transcripts were labeled by community website and Facebook post ID (eg, PC 6 is used to label a specific Facebook post about PC on a specific date/time and all comments associated with that post). A total sample of 5881 comments were distributed as follows: PC, 1576; RA, 1417; MSA, 10613; MS, 701; and IBS, 576.

**Combined Content Analysis of Facebook Comments**

CCA is a mixed methods approach used to analyze data from social media platforms [53]. This approach allows for the combination of qualitative and quantitative methods, inductive and deductive coding procedures, and manual and automated analytic modes [53]. As stated above, the authors used CCA as a methodological approach for deriving and analyzing a sample of Facebook post comments.

Virtual ethnography methods were used to develop a coding schema using an iterative deductive process [94]. As the authors serve as community managers and moderators, they are immersed in these communities on a day-to-day basis and have the ability to understand and tease apart some nuances in these conversations.

The analysis was carried out in 3 stages. In the first stage, the authors used a randomly selected subset of the sampled comments to identify initial thematic codes using content analysis. Using a concept-mapping process aided by Dedoose, the authors developed a conceptual framework to organize and further analyze the data to achieve theoretical saturation of themes rather than generalizability.
These initial coding samples were each tested by pairing the authors to confirm the interrater reliability (IRR) of the coding schema. The IRR of initial coding was calculated using Pearson correlation coefficient, and coding testing was repeated until the IRR achieved 90% agreement.

The second stage consisted of an in-depth review of these codes by the team, combining and collapsing codes when appropriate and developing the final coding schema with examples to generate the full codebook (Multimedia Appendix 2).

In the final round of coding, the full sample of Facebook post comments was coded by the authors, and an analytical set of thematic categories was identified throughout the full data set using Dedoose. As stated above, comments can be of variable length, from a phrase to several sentences. Code applications to a comment were not mutually exclusive (eg, a given comment could have multiple codes applied). The final set of codes was then juxtaposed against the thematic categories in the analysis to determine their relationship with the structural elements of the OHC model.

The qualitative analysis of the coded comments and patterns of code distributions were used to identify thematic categories that were further compared for similarity and differences across each of the 6 OHCs and by content descriptive category (eg, a comment about symptoms or treatment).

**Results**

**Facebook Reach and Engagement**

Facebook Insights data, which show the average organic reach (unique users) and engaged users per week for each of these OHCs, is presented in Table 1. Overall, the 6 OHCs reached an average of 455,375 people per week and engaged approximately 6% to 9% of them, which is considered a high level of engagement on a Facebook post [95]. Individual OHCs reached a range of users: from 6617 people in the PC OHC to 161,958 in the migraine OHC. The gender and age cohort of engaged users, as self-reported in individual user Facebook profiles, is presented to show the demographics of the participants. Except for the PC OHC, females made up a large majority of OHC users.

**Facebook Post Comments and Model Elements**

Qualitative thematic network analysis of comments from the OHCs corresponds to the structural elements of the Health Union OHC adaptive engagement model—social support, adaptive engagement, and active moderation. Examples of comments that typify each of the structural elements of the model as well as the frequency with which each theme occurred in the comments are presented in Table 2. Overall, the majority (3405/5881, 57.89%) of the comments included one or more codes that represent an element of social support. In addition, almost one-third (1758/5881, 29.89%) of the comments included codes that represent adaptive engagement, and 12.21% (718/5881) reflected an element of active moderation.

Social support was demonstrated in a variety of ways, including giving advice, providing encouragement, and expressing empathy. Sharing knowledge and experience is one such manner of conveying support, with one commenter stating, “There’s many days when these posts remind me I’m not the only one having to deal with these same issues.” This is especially important as people suffering from chronic illness often feel that there are few people who truly understand what they are going through. For example, the previous commenter went on to post:

```
I constantly get looks and attitudes of ‘you look too young to be so sick, you don’t look sick.’ Even from naïve Dr’s [sic] on occasion and often have people attempt to tell me such. It’s infuriating.
```

Having a shared experience helps community members to feel understood and less alone, with another commenter stating:

```
Unfortunately, what I have learned is that unless you are someone who struggles with it, the rest of the world (including some family and health professionals) just doesn’t care. There will be no support nor empathy. Hence why I am thankful for this site.
```

Community participants share encouragement and express their willingness to be there for each other through hard times. The simple existence of the community, the daily content posted, and the experiences and support shared by users can help those who suffer from chronic illnesses feel less alone. This is shown by comments such as this one:

```
Your articles seem to come out at the perfect time and speak right to me. It’s as if I unknowingly wrote them myself. Thank you for being the biggest support system I have outside of my family.
```

Effective moderation by community managers helps to keep the discussion respectful and can help ameliorate some of the harmful effects that are often encountered on the internet, such as misleading medical advice, conspiracy theories, and the like.
Table 2. Exemplary quotes demonstrating qualitative themes and their frequency distribution.

<table>
<thead>
<tr>
<th>Thematic primary code</th>
<th>Subcode</th>
<th>Exemplary quote</th>
<th>Frequency distribution, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Social support (n=3405)</strong></td>
<td>Empathy and understanding</td>
<td>“I’m glad this post came up. Most people who have never had a Migraine cannot understand the degree of pain and the strange feeling.”</td>
<td>1089 (31.98)</td>
</tr>
<tr>
<td></td>
<td>Knowledge and shared experience from community</td>
<td>“Sometimes I see some of your posts and I think YAY it’s not just me…and your column makes me feel like it is not only just me, but it’s me and 5 million of my closes [sic] friends.”</td>
<td>1587 (46.61)</td>
</tr>
<tr>
<td></td>
<td>Express stigma</td>
<td>“A lot of people don’t think I have a “real” illness, and that includes healthcare professionals. It is probably the most frustrating part of this illness…sometimes I am treated like a drug-seeker, and sometimes I am treated like a nutcase…The only battle worse that getting healthcare professionals to accept my illness and treat it, is getting my family members to accept and understand it as real, and not blame me for it.”</td>
<td>381 (11.19)</td>
</tr>
<tr>
<td></td>
<td>Giving advice</td>
<td>“The monster is never very far away. Write a journal, buy a dog, start doing your bucket list. The busier you stay the better.”</td>
<td>283 (8.31)</td>
</tr>
<tr>
<td></td>
<td>Advocacy and awareness</td>
<td>“It has helped me research, it has ‘pushed out’ things that I need to learn, it has provided a community that I can engage with and be a part of. It has saved me from feeling so alone.”</td>
<td>133 (3.91)</td>
</tr>
<tr>
<td></td>
<td>Sense of belonging/group membership</td>
<td>“I do get much comfort coming here knowing I am not alone in this world.”</td>
<td>378 (11.10)</td>
</tr>
<tr>
<td></td>
<td>Encouragement and motivation</td>
<td>“I applaud your courage and determination to have stayed the course…I plan to stay the course as well.”</td>
<td>579 (17.00)</td>
</tr>
<tr>
<td></td>
<td>Caregiver perspective</td>
<td>“I am caregiver for my husband who is in advance stages. It is becoming more apparent that he will lose the battle due to respiratory issues…Reading your entries remind me that others have gone before me as caregivers for this disease that sucks.”</td>
<td>180 (5.28)</td>
</tr>
<tr>
<td><strong>Adaptive engagement (n=1758)</strong></td>
<td>General (tag person, agreement, and emoji)</td>
<td>“[tagged person] I’m glad this post came up…When you have the time, please read some of what people say in this post.”</td>
<td>432 (24.57)</td>
</tr>
<tr>
<td></td>
<td>Information seeking</td>
<td>“My question is with 15-16 migraines a month, if not more, how [do] you work through them… Any tips would be greatly appreciated!”</td>
<td>332 (18.88)</td>
</tr>
<tr>
<td></td>
<td>Information giving</td>
<td>“I have learned there’s new technology they do in FL and NY called Sperling Prostate Cancer Treatment Laser…”</td>
<td>272 (15.47)</td>
</tr>
<tr>
<td></td>
<td>Conflicts/difference of opinion</td>
<td>“I’m sorry, but I think your outlook is incorrect. You should not avoid asking an important question in order to spare someone’s feelings. The goal should be to remove the negativity toward people that do/did smoke, instead of simply not asking the question.”</td>
<td>51 (2.90)</td>
</tr>
<tr>
<td></td>
<td>Community norms and rules</td>
<td>“Thank you for voicing your concern…I did want to take a moment to clarify that migraine.com is not owned by a pharmaceutical company. You can visit the site for further information about who we are and what we do: <a href="https://health-union.com/.%E2%80%9D">https://health-union.com/.”</a></td>
<td>49 (2.79)</td>
</tr>
<tr>
<td></td>
<td>Boundary marking</td>
<td>“Hopefully you’ll be able to enjoy some support and kinship here, with lots of folks who have similar experiences and can relate to what you’ve said.”</td>
<td>51 (2.90)</td>
</tr>
<tr>
<td><strong>Active moderation (n=718)</strong></td>
<td>Empathy and understanding</td>
<td>“I value you and am grateful to have you as part of our community…we can all relate to one another…and it is comforting to hear a kind response from you and others.”</td>
<td>432 (60.2)</td>
</tr>
<tr>
<td></td>
<td>Share knowledge and resources</td>
<td>“When you have the time, please read some of what people say in this post. I hope the stories help to make those people without migraines understand that it is different for all people and…try to understand odd behavior and debilitating pain.”</td>
<td>298 (41.5)</td>
</tr>
<tr>
<td></td>
<td>Share patient/caregiver experiences</td>
<td>“I am so sorry to hear about the mental health struggles you have alongside your migraine. As we speak, I am 1-2 hours into a sudden and dramatic downturn in mood, and it has me worried about a potential bad migraine.”</td>
<td>207 (28.8)</td>
</tr>
<tr>
<td></td>
<td>Resolve conflicts</td>
<td>“It’s never our intention to make anyone feel that they are difficult to love- I believe the article was trying to address how difficult chronic pain can be in the relationship dynamic, but I hear you, and apologize that was the message that came across. Thanks for your feedback and for being part of our community.”</td>
<td>25 (3.5)</td>
</tr>
</tbody>
</table>
As shown in Table 2, social support is most frequently demonstrated by sharing knowledge of their health condition and experience among community members (1587/3405, 46.61%) and expressing empathy and understanding (1089/3405, 31.98%). Conversely, very rarely do members provide social support by giving advice (283/3405, 8.31%). Most likely, this is because the OHC community rules explicitly state that we do not provide medical advice [96]. Community managers mirror the behavior of discouraging giving advice and reminding participants that people may use a range of treatment options and have different treatment experiences.

As seen in Table 3, the original Facebook post content topic is often associated with different levels of engagement, with some content topics requiring more moderation than others. In addition, the social support provided or solicited within the context of content topics can differ greatly. For example, 72.4% (332/458) of comments where the life impact of the health condition is discussed also include asking or giving social support, whereas only 48.02% (570/1187) of comments where treatment is discussed include a social support message. However, it is notable that regardless of the content topic, there are still high levels of social support for others expressed. Even for a dry topic like insurance coverage, 37.5% (80/213) of the comments were an expression of some type of support.

Content topics that have the highest proportion of comments that needed moderation of some sort, not surprisingly, are topics that are the most medical and/or technically scientific (Table 3). These are comment topics that also include insurance coverage and disability issues 22.0% (47/213), laboratory and other tests 23.0% (75/326), health care provider experiences 15.3% (45/295), and treatment discussions 12.21% (145/1187). These are also content topics with the corresponding lowest percentages of social support codes. These comment topics are more factual and may not elicit the same needs to provide

As shown in Table 2, social support is most frequently demonstrated by sharing knowledge of their health condition and experience among community members (1587/3405, 46.61%) and expressing empathy and understanding (1089/3405, 31.98%). Conversely, very rarely do members provide social support by giving advice (283/3405, 8.31%). Most likely, this is because the OHC community rules explicitly state that we do not provide medical advice [96]. Community managers mirror the behavior of discouraging giving advice and reminding participants that people may use a range of treatment options and have different treatment experiences.

As seen in Table 3, the original Facebook post content topic is often associated with different levels of engagement, with some content topics requiring more moderation than others. In addition, the social support provided or solicited within the context of content topics can differ greatly. For example, 72.4% (332/458) of comments where the life impact of the health condition is discussed also include asking or giving social support, whereas only 48.02% (570/1187) of comments where treatment is discussed include a social support message. However, it is notable that regardless of the content topic, there are still high levels of social support for others expressed. Even

From the perspective of the content featured in the Facebook posts and their respective linked articles, the topics discussed in the comments were a broad range. They included caregiver experiences, complications and comorbidities, complementary therapies, coping with the health condition, diagnosis, emotional impact, experiences with health care provider(s), insurance coverage or disability issues, laboratory and other tests, life impact of chronic illness, lifestyle measures, mental health, patient journey, relationship issues, sexual performance and sexual health, and treatment or specific medication discussions (Table 3).

As seen in Table 3, the original Facebook post content topic is often associated with different levels of engagement, with some content topics requiring more moderation than others. In addition, the social support provided or solicited within the context of content topics can differ greatly. For example, 72.4% (332/458) of comments where the life impact of the health condition is discussed also include asking or giving social support, whereas only 48.02% (570/1187) of comments where treatment is discussed include a social support message. However, it is notable that regardless of the content topic, there are still high levels of social support for others expressed. Even for a dry topic like insurance coverage, 37.5% (80/213) of the comments were an expression of some type of support. Content topics that have the highest proportion of comments that needed moderation of some sort, not surprisingly, are topics that are the most medical and/or technically scientific (Table 3). These are comment topics that also include insurance coverage and disability issues 22.0% (47/213), laboratory and other tests 23.0% (75/326), health care provider experiences 15.3% (45/295), and treatment discussions 12.21% (145/1187). These are also content topics with the corresponding lowest percentages of social support codes. These comment topics are more factual and may not elicit the same needs to provide.
validation or seek empathy and understanding compared with other topics. This may reflect the perception that these topics are more centered on individual experiences, and other community members may perceive that they require less social support than other content topics.

In addition to differing across content topics, the distribution of codes falling into each of the model’s thematic categories also differs depending on the OHC from which the comments arose. As shown in Table 4, social support was highest in the RA and migraine communities and lowest in the PC and IBS communities, although it should be noted that in these groups as well, social support was reflected in 49.49% (780/1576) and 40.3% (232/576) of the comments, respectively.

Table 4. Comment counts and frequency distribution of model elements by community Facebook page.

<table>
<thead>
<tr>
<th>Facebook page</th>
<th>Comment count, N</th>
<th>Social support comments, n (%)</th>
<th>Adaptive engagement comments, n (%)</th>
<th>Active moderation comments, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All community FB² pages</td>
<td>5881</td>
<td>3405 (57.89)</td>
<td>1758 (29.89)</td>
<td>718 (12.21)</td>
</tr>
<tr>
<td>RheumatoidArthritis.net (FB)</td>
<td>1417</td>
<td>860 (60.69)</td>
<td>517 (36.48)</td>
<td>40 (2.82)</td>
</tr>
<tr>
<td>ProstateCancer.net (FB)</td>
<td>1576</td>
<td>780 (49.49)</td>
<td>440 (27.92)</td>
<td>356 (22.60)</td>
</tr>
<tr>
<td>MultipleSclerosis.net (FB)</td>
<td>701</td>
<td>377 (53.8)</td>
<td>296 (42.2)</td>
<td>28 (3.9)</td>
</tr>
<tr>
<td>Migraine.com (FB)</td>
<td>876</td>
<td>479 (54.7)</td>
<td>309 (35.3)</td>
<td>88 (10.0)</td>
</tr>
<tr>
<td>IrritableBowelSyndrome.net (FB)</td>
<td>735</td>
<td>397 (54.0)</td>
<td>255 (34.7)</td>
<td>83 (11.3)</td>
</tr>
<tr>
<td>LungCancer.net (FB)</td>
<td>576</td>
<td>232 (40.3)</td>
<td>199 (34.5)</td>
<td>145 (25.2)</td>
</tr>
</tbody>
</table>

²FB: Facebook.

Discussion

Principal Findings

Results from the reach and engagement data on Facebook demonstrate that people with chronic health conditions want to engage on the web, particularly using social media. Overall, the 6 OHCs reached an average of 455,375 people per week and engaged approximately 6% to 9%, which is considered a high level of engagement on a Facebook post [95]. In addition to the benefits for those who actively engage with the content, previous research has shown that Facebook support groups provide group members who are less active with an important support network in the form of emotional support, informational support, and special companionship [34].

This highlights the importance of creating web-based spaces for the dissemination of information and facilitation of discussion regarding chronic disease. For some health conditions, people may suffer in silence because of social isolation, and the stigma of the condition may mean that online communities provide the only outlet for people to find others that are like them. In addition, people with more severe symptoms, such as those with severe MS, may look to share their experiences with others and provide support to those at earlier stages in their disease journey.

Social support is demonstrated in a variety of ways, including through information sharing, expressions of empathy, and sharing encouraging statements with others [21]. The most common manner of providing social support through Facebook comments was through the sharing of knowledge and experiences unique to people living with the chronic condition (47% of comments had this code). This shared lived experience helps members of the community, or people who visit the Facebook page, feel a bond with others living with the same health condition. This type of online community can then provide an open space for sharing things that are not necessarily understood by users’ in-person confidantes.

Previous research has shown that information seeking from people with similar experiences leads to greater perceived empathy among members of OHCs [37]. Allowing space for the expression of feelings and experiences that are not well understood by people without the condition likely helps to combat the stigma faced by people with chronic health conditions in their everyday lives. Importantly, as described above, it was much less common for these OHC members to give explicit advice to others (only 8% of comments had this code). This is important to mention as one of the common criticisms or concerns about social and peer support for health conditions is the possibility of posters sharing misinformation or pushing one’s own treatment experience on others [18]. Community guidelines that discourage giving explicit medical advice, as well as active moderation that reminds people of this rule and provides for fair balance in information sharing, are important features of this model. These OHC moderation features allow for the sharing of knowledge and experience without the downside of inaccurate and potentially misleading or dangerous unqualified medical advice.

Knowing when to let community members engage in an exchange of comments without intervening as a moderator is as important as knowing when to apply specific moderation principles. Moderation sometimes involves enforcing community rules or removing comments that violate these rules. Maintaining a safe community environment that presents balanced and medically accurate information is essential to OHCs. When needed, moderators intervene to guide the conversation away from explicit giving of advice and emphasizing that all are welcome to share their experiences, but to be mindful that everyone has different experiences with certain treatments or procedures and there is most often no one right approach or answer.
Previous research has shown that moderators can serve several functions in OHCs: provide clinical expertise, suggest users talk to their physician about their specific question, point users to outside resources, provide community expertise, build rapport, and provide technical help [97]. These results add to the finding that moderation is needed more frequently when discussing scientific and technical subjects, such as labs, diagnostic tests, insurance, and disability, than when the focus is on sharing experiences such as those related to coping or relationship issues.

The skillful use of moderation helps these OHCs function smoothly and deal with any concerning issues as they arise, ensuring that the community is not endorsing misinformation or one specific treatment approach. Additionally, moderation needs may change over time as OHCs gain maturity. The frequency of codes that reflect the need for active moderation were lowest in the migraine, MS, and RA communities. These were launched by Health Union several years before the others and represent more mature communities from the perspective of community management. Several factors, including the length of time a community has been active, the number of active community members, and the frequency of member engagement are associated with more mature OHCs.

Analysis of the Health Union OHC adaptive engagement model in action demonstrates that the foundational elements (social support, adaptive engagement, and active moderation) are skillfully used to provide a rich and dynamic community experience for individuals with chronic health conditions. In addition, this analysis indicates that in an open community, social support can be provided and received through the use of active moderation and adaptive engagement. This standardized structure underlying the OHCs allows for adaptation to fit the specific needs of each particular community and provides a basis to facilitate the effective and beneficial exchange of social support.

Although the authors examine a proprietary OHC model, the features of this model, as outlined in this study, are part of other OHCs as well as social media apps and proprietary health apps. Thus, these findings may be extrapolated to these other platforms as well. How consumers or people living with chronic health conditions seek, find, and use information and support is important to a range of consumer health research and health conditions seek, find, and use information and support. The skillful use of moderation helps these OHCs function smoothly and deal with any concerning issues as they arise, ensuring that the community is not endorsing misinformation or one specific treatment approach. Additionally, moderation needs may change over time as OHCs gain maturity. The frequency of codes that reflect the need for active moderation were lowest in the migraine, MS, and RA communities. These were launched by Health Union several years before the others and represent more mature communities from the perspective of community management. Several factors, including the length of time a community has been active, the number of active community members, and the frequency of member engagement are associated with more mature OHCs.

Analysis of the Health Union OHC adaptive engagement model in action demonstrates that the foundational elements (social support, adaptive engagement, and active moderation) are skillfully used to provide a rich and dynamic community experience for individuals with chronic health conditions. In addition, this analysis indicates that in an open community, social support can be provided and received through the use of active moderation and adaptive engagement. This standardized structure underlying the OHCs allows for adaptation to fit the specific needs of each particular community and provides a basis to facilitate the effective and beneficial exchange of social support.

Although the authors examine a proprietary OHC model, the features of this model, as outlined in this study, are part of other OHCs as well as social media apps and proprietary health apps. Thus, these findings may be extrapolated to these other platforms as well. How consumers or people living with chronic health conditions seek, find, and use information and support is important to a range of consumer health research and applications. Patterns of use and behavior identified herein can also be used as social media apps try to adapt their most notable features to better serve OHCs.

Another implication of this research could be applied to stand-alone health apps and the need for those apps to incorporate the ability to provide moderation to better mirror the experience of OHCs. Pharmaceutical and biotechnology companies interested in social media as a means of engaging communities would be well served to consider the implications of adverse events reporting and the role of active community moderators in maintaining safe spaces for engaging communities of people with chronic health conditions.

**Limitations**

The Facebook analytics data and the qualitative content of the Facebook comments presented in this study are descriptive and exploratory and are not designed for formal hypothesis testing. This study was initiated to analyze the features of support and engagement that are found organically within OHCs and enhanced through active moderation. We sought to elucidate these themes and understand whether they were consistent with the constructs of the theoretical model.

We note that a central feature of the model, that it is adaptive, is also a limitation of this research design. There is no control group to validate the extent to which social support is an inherent characteristic of OHCs or the additional effect added by features that are specific to the Health Union OHC adaptive engagement model, such as paid moderators and community rules. However, the fact that a high degree of self-moderation is observed among community members reacting to each other’s comments in a mutually supportive manner in the more mature communities is noteworthy.

As noted in the methods section, given the desire to demonstrate the adaptability of the OHC adaptive engagement model to a social media platform, the authors intentionally only used comments from the OHC Facebook posts for this study and did not include any comments from the linked OHC native domains. As such, the findings from online Facebook communities may not be generalizable to online communities that do not have the same interaction features as this social media platform. However, like Facebook, the trend is for OHCs, in general, to incorporate both passive and active engagement features [35].

To develop a manageable and meaningful sampling frame for this study, the random selection of posts was not feasible, which poses an additional limitation. The sampling frame was driven by the need to ensure representative content types and a large enough sample of community participant comments to determine thematic relevance and redundancy.

A final limitation of this study is the lack of longitudinal data for individual community participants. This study and other research completed by the authors to date present analyses of aggregate data from OHCs, and we have replicated the model several times with success [98]. Future research will be needed to follow distinct cohorts of OHC participants over time to assess the long-term impact of community participation on health-related behaviors and outcomes.

**Conclusions**

OHCs, particularly those with clear community rules and active moderation, can offer a safe and supportive environment for people living with chronic health conditions. Despite the inherent limitations of the internet and social media, OHCs are dynamic communities of people engaging in social relationships. The dynamic nature of OHCs may make them challenging to research, but it is possible to examine the structural elements of a model in action as well as explore qualitatively and quantitatively the aspects of interactions [99].

Reaching people on the web is a promising approach to facilitate the exchange of social support among people with chronic health conditions such as those related to coping or relationship issues.
conditions. Health care messages bombard patients on a daily or even hourly basis. Using social media to deliver a message and provide a space for people to engage with others of similar condition-specific interests is a valuable way to cut through that noise.

OHCs such as those analyzed herein allow people with chronic health conditions to learn and engage with others on their own time and at their own pace. However, it is important to design and maintain such OHCs and their associated social media sites as safe spaces, and a structured model with essential features such as those described in this study facilitates their success. The use of a well-designed model helped the OHCs studied to achieve their primary aim: to meet people where they are at with the health information and social support they seek.

Community-responsive content, or content tailored to the needs of the community, is the foundation of an OHC. However, content alone does not provide sufficient experience for an engaging OHC. It is important to provide both active and passive opportunities for people to engage with other community members. In addition, active moderation is needed to ensure a balance of views, appropriate tone, and recognition of community rules and values.

Future research is needed to identify segments of OHCs that have different needs and different patterns of interactions. A comparative analysis of these community segments may be used to help design the features of online communities that provide for more real-time interaction, engagement features, and personalized content.

Focusing on the ongoing relationship with community members, which is enhanced through active moderation and adaptive engagement, provides a community experience that is mutually supportive and results in a healthy online community that can thrive and mature. This study has practical significance as it helps to demonstrate the value of OHCs for people living with chronic health conditions and provides support for the use of an underlying structured model to guide community interactions.
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Abstract

Background: Chronic kidney disease (CKD) is a major global health burden, and is associated with increased adverse outcomes, poor quality of life, and substantial health care costs. While there is an increasing need to build patient-centered pathways for improving CKD management in clinical care, data in this field are scarce.

Objective: The aim of this study was to understand patient-reported experiences, symptoms, outcomes, and treatment journeys among patients with CKD through a retrospective and qualitative approach based on data available through PatientsLikeMe (PLM), an online community where patients can connect and share experiences.

Methods: Adult members (aged ≥18 years) with self-reported CKD within 30 days of enrollment, who were not on dialysis, and registered between 2011 and 2018 in the PLM community were eligible for the retrospective study. Patient demographics and disease characteristics/symptoms were collected from this retrospective data set. Qualitative data were collected prospectively through semistructured phone interviews in a subset of patients, and questions were oriented to better understand patients’ experiences with CKD and its management.

Results: The retrospective data set included 1848 eligible patients with CKD, and median age was 56 years. The majority of patients were female (1217/1841, 66.11%) and most were US residents (1450/1661, 87.30%). Of the patients who reported comorbidities (n=1374), the most common were type 2 diabetes (783/1374, 56.99%), hypertension (664/1374, 48.33%), hypercholesterolemia (439/1374, 31.95%), and diabetic neuropathy (376/1374, 27.37%). The most commonly reported severe or moderate symptoms in patients reporting these symptoms were fatigue (347/484, 71.7%) and pain (278/476, 58.4%). In the qualitative study, 18 eligible patients (13 females) with a median age of 60 years and who were mainly US residents were interviewed. Three key concepts were identified by patients to be important to optimal care and management: listening to patient needs, coordinating health care across providers, and managing clinical care.

Conclusions: This study provides a unique source of real-world information on the patient experience of CKD and its management by utilizing the PLM network. The results reveal the challenges these patients face living with an array of symptoms, and report key concepts identified by patients that can be used to further improve clinical care and management and inform future CKD studies.

(J Med Internet Res 2020;22(7):e18548) doi:10.2196/18548
KEYWORDS
community networks; chronic kidney disease; real-world experience; patient experience; retrospective; observational; diabetes; interview; online; social media

Introduction
Chronic kidney disease (CKD) is a major global health concern with an estimated prevalence of 8%-16% worldwide [1,2]. It is associated with an increased risk of adverse outcomes, poor health-related quality of life (HRQoL), and substantial health care costs [1]. The patient voice has become an integral part of the management of chronic diseases and increasingly relevant to the development of new treatments. Therefore, an expanding need exists to build patient-centered pathways for improved CKD management in clinical care [3]. Patient-focused research can help identify priorities and outcomes that are important to patients and can enable the development of care components that can improve health care practice [4-6]. This information has also driven the development of tools that can promote self-management, which has been shown to slow disease progression, specifically in patients with CKD [5,7]. While qualitative studies have identified specific topics of importance to patients with respect to disease management [4,5], there is still an outstanding need for information directly from patients about their experience of symptoms and outcomes in CKD [8-10].

More recently, the collection of data on the patient perspective of new treatments during drug development has been encouraged by the US Food and Drug Administration, which has developed guidance related to the use of patient-reported outcome measures to support drug approvals and label claims [11]. Researchers in academia and industry are also increasingly seeking patients’ voices and candid perspectives on a variety of clinical research-related areas through patient advisory boards. These activities have generated valuable insights, leading to improvements in study design (eg, adjustments in visit schedules), patient communication materials (eg, study pamphlets), and the development of new patient-centered endpoints [12].

Patients with serious and chronic diseases increasingly seek information and peer-to-peer support through online communities [13-16]. Online health communities and research networks, such as PatientsLikeMe (PLM), allow patients to connect with other patients, share experiences, and learn more about how to live better with their condition [17,18]. Through their engagement with such communities, patients experience improved emotional and social well-being, as well as increased confidence in their interactions with health care providers, and greater optimism and control in relation to their condition [14,15]. Ultimately, these networks provide an opportunity for clinicians, service providers, and researchers to listen to and better understand patients, and gather information outside of the clinical setting. An additional method for eliciting in-depth information is through patient interviews. Qualitative studies involving semistructured interviews have been scarcely used to understand patients’ experiences of living with CKD and gain their perspective on various aspects of their care, so that any unmet needs can be identified and health care provision improved [4,10]. To date, characteristics, treatments, and self-reported outcomes in patients with CKD who are members of the PLM network have not been evaluated.

To improve patient care and to construct patient-centered pathways, it is necessary first to understand how patients experience their disease. The objective of this study was to understand patient-reported experiences, symptoms, outcomes, and treatment management among patients with CKD through a retrospective approach based on data available through PLM, and then using a qualitative approach in a subset of patients from the retrospective study cohort.

Methods

Retrospective Study Population
Adult PLM members (aged ≥18 years) were included in this study if they had registered with PLM between 2011 and 2018, if they had self-reported CKD within 30 days of registration, and if they were not receiving dialysis (N=1848).

Qualitative Study Population
This population was a subgroup of the retrospective study cohort (acknowledging patients’ clinical profile, such as dialysis status, may have changed between enrollment on the retrospective study and the interview). All participants were adult PLM members (aged ≥18 years) who had self-reported CKD and were resident in the United States or other English-speaking countries (N=18).

PatientsLikeMe
PLM, described in Multimedia Appendix 1, is an online network for patients with a range of diseases that allows them to connect with other patients and share personal stories and health data. Patients are directed to the website through multiple channels, including paid advertisements, public relations, press mentions, academic collaborations, word of mouth from other patients, provider referral, and web search [18]. Members provide information on their treatment and symptoms, including whether they are experiencing any core symptoms (pain, fatigue, anxious mood, depressed mood, and insomnia) that PLM asks members about regardless of their condition [19]. Participation is voluntary; patients did not receive an honorarium for providing data on the site, and their use of the site was not dependent on the provision of data. However, patients did receive an honorarium for interviews. Confidentiality of patient data was maintained and deidentified data were analyzed.

Study Using Retrospective Data
A cross-sectional observational descriptive study using deidentified retrospective data from the PLM network database was used to characterize patients with self-reported CKD. These data were used under license for this study; restrictions applied to the availability of the data. Demographics and clinical characteristics were described for all patients who provided information. We evaluated data on CKD diagnosis, symptom
severity (both general from the PLM symptom panel and other open-field symptoms), treatments, and comorbidities reported within 30 days of PLM registration. If multiple reports of the same symptom were entered within 30 days of registration, only the first report was included in these analyses. The 30-day period was chosen to reflect the status of patients when joining the PLM network. The data were standardized in PLM; comorbidities and symptoms were standardized to corresponding International Statistical Classification of Diseases and Related Health Problems, Tenth Revision codes, and treatments were standardized to prescription codes. Data were analyzed descriptively, presenting median with interquartile range (IQR), frequency, and proportion as appropriate. The study protocol was performed in accordance with International Conference on Harmonisation Good Clinical Practice and the Declaration of Helsinki, and the applicable legislation on noninterventional studies or observational studies or both. Patients who register on PLM are made aware that patient data will be used for research purposes, and results will be shared with the PLM community.

Study Using Qualitative Data
The aim of this study was to understand the patient’s experience of CKD and its management. This involved questioning patients on their experience of CKD diagnosis, treatments, and comorbidities; the impact of symptoms on HRQoL and functioning; disease management, diet, and physical exercise in relation to CKD; and challenges around their interactions with their medical team, to better understand what is missing regarding specific CKD patient-reported management.

The qualitative study was performed in a subset of patients from the retrospective study using semistructured phone interviews (60-90 minutes). PLM members who met the inclusion criteria (ie, individuals who reported CKD as a condition, were over 18 years of age, and resided in the United States or in an English-speaking country) were identified and contacted by private message or email to participate. Those who indicated they wished to participate were contacted by the research team and any questions they had about the study were discussed. Consent forms were shared by email on scheduling, and verbal consent was obtained prior to starting the interview; all received US $100 for participating. Interviews were open ended and followed a semistructured interview guide. Open-ended questions were followed by prompts to encourage more detailed conversations about issues relevant to CKD if a topic had not already been fully explored. All interviews were recorded and transcribed postinterview to ensure direct quotes were accurate; recordings were deleted after they were transcribed verbatim.

Data were descriptively evaluated, presenting median with IQR, frequency, and proportion as appropriate. The interview transcripts were reviewed consecutively in groups of 3 using a content analysis approach [20] to identify emerging themes within the interview guide categories using the ATLAS.ti software (Scientific Software Development GmbH). As additional interviews were coded and new themes arose, the coding schema was updated, refined, and further grouped to create a final list of themes. This process was continued until no further concepts were identified and content saturation had been achieved (ie, no new concepts were being mentioned). Study end was achieved when either 20 participants had been interviewed or concept saturation was reached. Qualitative analyses of individual verbatim interview transcripts included whether symptoms reflected the patient experience without any potential bias that might be introduced by the interview questions [21]. The study protocol, patient communications, and interview guide were approved by the New England Independent Review Board. Any privacy concerns were addressed by not including identifying information in the final report and by allowing only authorized research personnel to access the PLM database.

Data Availability
The data that support the findings of this study were collected from PatientsLikeMe. Restrictions apply to the availability of these data, which were used under license for this study.

Results
Retrospective Data

Demographics and Clinical History
Between 2011 and 2018, 1848 (from 2391) PLM members who self-reported CKD were not receiving dialysis and were included in this analysis (Multimedia Appendix 2). The majority of patients were female (1217/1841, 66.11%) and were US residents (1450/1661, 87.30%), with a median age of 56 years (IQR 45-64, n=1848) at the date they joined PLM (Table 1). Most of those who recorded race were white (1199/1496, 80.15%) and 79.1% (564/713) of patients who shared their education history had postsecondary education. The median age at onset of symptoms that patients associated with CKD was 43 years (IQR 28-54 years; n=378); median age of CKD diagnosis, reported by 578 members, was 47 years (IQR 33-56 years).
### Table 1. Patient demographics and clinical history (retrospective study; total patients studied: 1848).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender (N=1841), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1217</td>
</tr>
<tr>
<td><strong>Age (years) at date joined PLM</strong> (N=1848), median (IQR); range</td>
<td>56 (45-64); 18-89</td>
</tr>
<tr>
<td><strong>Country (N=1661), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>1450</td>
</tr>
<tr>
<td>UK</td>
<td>66</td>
</tr>
<tr>
<td>Other</td>
<td>145</td>
</tr>
<tr>
<td><strong>Race (N=1496), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1199</td>
</tr>
<tr>
<td>Black or African American</td>
<td>137</td>
</tr>
<tr>
<td>Asian</td>
<td>67</td>
</tr>
<tr>
<td>Mixed race</td>
<td>66</td>
</tr>
<tr>
<td>Other</td>
<td>27</td>
</tr>
<tr>
<td><strong>Education (N=713), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Postgraduate degree (master’s, doctorate, etc.)</td>
<td>94</td>
</tr>
<tr>
<td>College bachelor’s/undergraduate degree</td>
<td>136</td>
</tr>
<tr>
<td>Some college, but less than a bachelor’s/undergraduate degree</td>
<td>334</td>
</tr>
<tr>
<td>High-school graduate or GED (left school around age 18)</td>
<td>124</td>
</tr>
<tr>
<td>Some high school, but did not graduate (left school around age 16)</td>
<td>23</td>
</tr>
<tr>
<td>Eighth grade or less (left school around age 14)</td>
<td>2</td>
</tr>
<tr>
<td><strong>Age (years) at first CKD symptom</strong> (N=378), median (IQR)</td>
<td>43 (28-54)</td>
</tr>
<tr>
<td><strong>Age (years) at first CKD diagnosis</strong> (N=578), median (IQR)</td>
<td>47 (33-56)</td>
</tr>
<tr>
<td><strong>Time (months) between first symptom and diagnosis</strong> (N=371), median (IQR)</td>
<td>0.0 (0.0-12.0)</td>
</tr>
<tr>
<td><strong>Time (months) between first symptom and joining PLM</strong> (N=378), median (IQR)</td>
<td>63.9 (28.9-9.3)</td>
</tr>
<tr>
<td><strong>Time (months) between diagnosis and joining PLM</strong> (N=578), median (IQR)</td>
<td>40.9 (14.5-102.3)</td>
</tr>
<tr>
<td><strong>Medication (N=1369), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Diabetes medication</strong></td>
<td>702</td>
</tr>
<tr>
<td>Metformin</td>
<td>481</td>
</tr>
<tr>
<td><strong>Hypertension medication</strong></td>
<td></td>
</tr>
<tr>
<td>Angiotensin-converting enzyme inhibitor</td>
<td>212</td>
</tr>
<tr>
<td><strong>Antidepressant medication</strong></td>
<td></td>
</tr>
<tr>
<td>Serotonin–norepinephrine reuptake inhibitors</td>
<td>150</td>
</tr>
<tr>
<td><strong>Lipid-modifying medication</strong></td>
<td></td>
</tr>
<tr>
<td>Statin</td>
<td>247</td>
</tr>
<tr>
<td><strong>Immunosuppressants</strong></td>
<td></td>
</tr>
<tr>
<td>Calcineurin inhibitors</td>
<td>30</td>
</tr>
<tr>
<td><strong>Anti-inflammatory and antirheumatic medication</strong></td>
<td></td>
</tr>
<tr>
<td>Nonsteroidal anti-inflammatory drugs</td>
<td>48</td>
</tr>
</tbody>
</table>

---

*a*PLM: PatientsLikeMe.

*b*IQR: interquartile range.
Comorbidities and Treatments

Conditions in addition to CKD were reported in 1374/1848 patients (74.35%), and the median number of different conditions per patient was 3 (IQR 0-4). There were 474 patients reporting no comorbidities, 685 patients reporting 1-3 comorbidities, and 689 patients reporting more than 3 comorbidities. The most common conditions among those reporting comorbidities were type 2 diabetes (783/1374, 56.99%), hypertension (664/1374, 48.33%), hypercholesterolemia (439/1374, 31.95%), and diabetic neuropathy (376/1374, 27.37%; Figure 1). Treatments were reported by 1369 patients; the most common were for diabetes (702/1369, 51.28%) and hypertension (311/1369, 22.72%; Table 1). These comorbidities are highly prevalent in patients with CKD.

Figure 1. Patient-reported comorbidities (retrospective data). Comorbidities reported in addition to CKD (n=1374). CKD: chronic kidney disease; SLE: systemic lupus erythematosus.

Symptoms

Less than one-half of all patients (754/1848, 40.80%) entered any symptom within 30 days of registration. Core symptoms from the PLM panel were reported by 487 patients (26.35%), and 633 patients (34.25%) reported additional symptoms (Figure 2A). Core symptoms of fatigue, pain, and insomnia were rated as moderate or severe by 71.7% (347/484), 58.4% (278/476), and 47.6% (198/416) of patients, respectively (Figure 2B). Of the additional symptoms, nerve pain, problems concentrating, and feet tingling were classified as moderate or severe by more than 30% of patients—37.1% (118/318), 34.6% (117/338), and 32.4% (102/315), respectively.
**Figure 2.** Patient-reported symptoms (retrospective data). (A) Core and additional patient-reported symptoms (total cohort, N=1848). (B) Severity of patient-reported symptoms. Core symptoms are symptoms that all patients registered with PatientsLikeMe are asked to track; additional symptoms are those patients themselves may choose to track, or symptoms patients may be asked about in relation to a condition other than CKD. *None* refers to those patients reporting *none* for a specific symptom; those who did not provide any response were not included. CKD: chronic kidney disease.

### Qualitative Semistructured Interviews

Concept saturation (Multimedia Appendix 3) was reached with 18 patients, after which no additional patients were interviewed. In-depth patient perspectives on their disease and care were gathered during these semistructured interviews and 4 major concepts were explored: symptoms, financial burden, valued outcome, and care concepts. We explore the interview responses within these themes below.

**Patient History With CKD, Including Diagnosis**

This group of 18 patients had a median age of 60 (IQR 52-76) years, were mostly US residents (n=16), and female (n=13). At the time of the interview, 2 patients who had participated in the retrospective study had stage 4 CKD and were receiving or about to initiate dialysis. Most patients described their current health status as *OK* (n=7) or *Good* (n=8). The median patient age at diagnosis of CKD was 55 (IQR 47-62) years and 15 patients were able to report disease stage at diagnosis (Table 2). Most patients explained that they were diagnosed by a nephrologist following referral by their primary care physician (Textbox 1), and their self-reported diagnosis was based on an abnormal metabolic panel or urinary protein on screening tests.

All patients had comorbidities, with the most common being hypertension (12/18, 67%; Table 2). These comorbidities also had symptoms that could be associated with CKD, especially fatigue, numbness/tingling, or nausea.
### Table 2. Patient demographics (qualitative study).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=18)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (interquartile range)</td>
<td>60 (52-76)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>13 (72)</td>
</tr>
<tr>
<td><strong>Location, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>16 (89)</td>
</tr>
<tr>
<td>Ex-United States</td>
<td>2 (11)</td>
</tr>
<tr>
<td><strong>Work status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Part-time</td>
<td>3 (17)</td>
</tr>
<tr>
<td>Retired</td>
<td>4 (22)</td>
</tr>
<tr>
<td>Disabled(^a)</td>
<td>9 (50)</td>
</tr>
<tr>
<td>Homemaker</td>
<td>1 (6)</td>
</tr>
<tr>
<td><strong>Chronic kidney disease stage at diagnosis, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>3 (17)</td>
</tr>
<tr>
<td>2</td>
<td>2 (11)</td>
</tr>
<tr>
<td>3a/3b</td>
<td>11 (61)</td>
</tr>
<tr>
<td>4</td>
<td>2 (11)</td>
</tr>
<tr>
<td><strong>Most frequently reported comorbidities, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Hypertension(^b)</td>
<td>12 (67)</td>
</tr>
<tr>
<td>Osteoarthritis/degenerative joint disease related</td>
<td>9 (50)</td>
</tr>
<tr>
<td>Gastroesophageal reflux disease and related conditions</td>
<td>7 (39)</td>
</tr>
<tr>
<td>Anemia(^b)</td>
<td>7 (39)</td>
</tr>
<tr>
<td>Fibromyalgia/myofascial pain</td>
<td>6 (33)</td>
</tr>
<tr>
<td>Peripheral neuropathy</td>
<td>6 (33)</td>
</tr>
<tr>
<td>Diabetes(^b)</td>
<td>4 (22)</td>
</tr>
<tr>
<td>Hyperkalemia(^b)</td>
<td>3 (17)</td>
</tr>
</tbody>
</table>

\(^a\)Disability not due to chronic kidney disease.  
\(^b\)These comorbidities were probed for if not spontaneously described by patients.

---

**Textbox 1.** Direct patient quotes from the qualitative study. Patients provided consent to include their words in a deidentified format. CKD: chronic kidney disease.

**Patient history with CKD, including how they were diagnosed**

At one time I was on so many medications that it was ridiculous, and I’ve got off of everything except some Parkinson’s medicine and blood pressure medicine and blood thinner that I have to take.

I discovered I had chronic kidney disease when I was participating in the dry eye study. During the study I was asked to provide a urine sample, which showed protein in my urine.

And she says, and another thing, she says, we’re going to have to send you a specialist on is that you’re showing signs of kidney disease, and she says we’re looking at stage 3.

I had just had some routine lab work, and it showed that my eGFR was low consistently. He repeated it a few times. So they sent me to a nephrologist.

I never am really sure what’s contributing to it, if the kidney disease is a part of that, especially my hemoglobin. I don’t get anemic or anything how that fatigue really sets in. I usually attributed it to the fibromyalgia.

**Patient symptom experience related to CKD**

I could spit sand.
I’m doing a workup for a kidney transplant also, so that’s why I had the day off today, and then just like this last month I’ve had six different doctors’ appointments.

I did have very severe anemia. I had many, many blood transfusions.

Financial impact of CKD

Well, I don’t have the best insurance in the world, but so far I’ve been able to pay most of my bills.

When I was finally approved for disability, I was also approved for (inaudible) Medicare. So that helped a bunch. Because basically, I had to stop working in 2014 because of the health issues.

I’d say most of my problems are financial right now. So now it’s taking the time off plus the drugs plus – it’s just the whole situation and everything.

It can run up to $700 a month with MRIs, CT scans, doctor bills. It’s been bad lately.

CKD patient experience with diet and physical exercise

Yeah, there are times when I can’t really go out or do anything even at home, because my muscles are so cramped up.

Losing weight, trying to exercise regularly.

Not really happy [about my diet] because I grew up on a farm and meat was the main – we had meat three times a day, and I’m a real meat eater. So that has been a huge change for me.

And they keep always saying you got – you have to exercise. The extra weight is hard on the kidneys. And I don’t know what my problem is. It’s a lack of motivation, I think.

He always talks to me about doing what I can. Don’t overdo it, obviously ... Yeah, he tries to keep me motivated and at least doing some sort of exercise daily, even if just like for 10 or 15 minutes, whatever, to keep my body moving.

Patient perception of CKD care and management

... They didn’t honestly seem very concerned about my kidney health as much.

But I was always having to remind everybody, hey, I’ve got a kidney problem. We have to keep that in mind that it’s not always the pulmonary hypertension. It’s not always the small fiber neuropathy. So, I have to make sure that they understand that.

I want to have the best life that I can, and if I can’t take anything for pain because of my kidneys, my life isn’t going to be the best life I have. So, I have to know what things will work for me but aren’t going to continue damaging my kidneys.

He’s just very understanding, very supportive, and he does a good job of explaining what’s going on. He gives good praise for achieving results, which helps.

I think at this point it’s me. That’ll change, probably. But I’m pretty independent, and I want to be in control. I think most people do.

... so, I have learned that I don’t ask him my questions. I ask my nephrologist my questions. And he will answer anything. And he wants to answer. But the primary doctor just doesn’t seem to care.

For the record, I would never have another transplant – and God hope my kidneys don’t go south, because I would never do it again. Never in a million years.

Shifting to a new one is a little bit scary.

You really need to have a doctor that’s going to really listen to you because he’s going to miss something if he’s not listening to you.

Well, I just hope that I can live the rest of my life and not have serious problems with my kidney.

I just make sure that I speak up for myself and explain where I’m at or ask questions. I think that’s a key component that patients don’t always do. If nothing else, nursing has taught me to be an advocate for myself.

Someone’s taking care of it, and I know that I will know if my kidney function starts to fall or something, they’ll know, and they’ll start to get it taken care of right away.

It’s just that nagging thought back there about well, will I be able to continue to live the quality of life that I do, and my kidney function remain high enough that I don’t need more aggressive treatment?

But the doctors that I have here I feel are great doctors, and they really work with me ... So, they all have to be working in concert, which I’ve worked really hard to get them to do.
**Patient Symptom Experience and HRQoL**

In total, 28 different symptoms were reported by patients as potentially related to CKD (eg, edema, urinary tract infection, and urinary frequency). Textbox 1 summarizes key quotes from patients. The most commonly reported symptoms (spontaneous and probed) included fatigue (n=15), thirst (n=11), itching (n=10), sleep disturbance (n=10), and edema/swelling (n=8) (Figure 3). Edema/swelling and muscle cramps/spasms were 2 commonly reported symptoms not probed for during interviews. These symptoms also influenced both social interactions and the activities of daily living. For example, 1 patient noted that their body would suddenly *go rubbery* on them during yard work (Textbox 1).

![Figure 3. Patient-reported symptoms (qualitative study, N=18). Spontaneous symptoms are symptoms that patients themselves choose to share during the interview that they considered to be related to CKD, probed symptoms are those that interviewers probed for if patients did not mention them (fatigue, sleep disturbance, itching, numbness/tingling, chest pains, dyspnea, nausea, thirst, mood, and sexual function). If a patient had not mentioned any issues related to sleep spontaneously, they were asked about “any impacts on their sleep”; similarly, if they had not mentioned any issues related to anxiety or depression, they were asked “how does CKD affect your mood?”. Uniformly, patients reported negative impacts on sleep, mood, and sexual functioning either spontaneously or prompted.](image)

When asked which symptom had the biggest impact on their HRQoL, most patients (n=12) mentioned a symptom not related to CKD or said no symptoms had a significant impact. Of the CKD-related symptoms mentioned as having the biggest impact, fatigue was most commonly reported (n=4), followed by muscle cramping (n=2). Six patients reported experiencing fatigue *all of the time*, whereas 2 patients commented that CKD affected their sleep *all of the time* (Multimedia Appendix 4), and the impact of lack of sleep on fatigue was noted.

Only the 2 patients with end-stage renal disease (ie, stage 4 or 5, on or preparing for dialysis) stated that CKD was the single biggest health burden in their lives. One patient commented that bipolar disorder and CKD equally caused the most burden; another said diabetes and CKD. Most of the remaining patients ranked CKD third or lower in their list of comorbidities.

**Financial Impact on Patients**

Nine patients reported a financial impact, with 4 patients spending *some* and 3 patients spending *a lot* of their monthly budget toward medical bills; 2 patients noted that only a little was related to medical bills. The level of financial impact varied across patients and was influenced by insurance status, severity of CKD, and comorbidities. The financial impact of CKD was highlighted by 12 patients in total (Multimedia Appendix 4). Concepts appearing when describing financial impact of CKD included concern about loss of insurance, high deductibles, insurance dictating care, losing time at work leading to lost wages, expensive drugs, cost of specialists, and time and knowledge required to scrutinize billing (Textbox 1).

**Patient Experience With Diet and Physical Exercise**

Physical activity was considered important; however, nothing more than regular exercise or walking for CKD was prescribed (Textbox 1). Some patients with comorbidities did report they received physical therapy, and it was clear that physicians were actively encouraging patients to engage in physical activity. A total of 7 patients shared that they had received recommendations for physical activity from clinicians, but all
instances were very general and not specific for CKD. Patients received more information about diet monitoring than about physical activity, because they discussed diet details when reviewing their course of treatment for CKD. Almost all patients mentioned monitoring aspects of their diet, such as salt, potassium, protein, and water intake.

Many patients noted that they missed foods they like, such as pasta, but accepted diet changes. However, it was clear that for some patients, balancing diet changes with multiple conditions was challenging. Vitamin and mineral supplement use were reported, specifically when iron-deficiency anemia or hypokalemia were mentioned.

**Disease Management**

When asked what they valued in managing their CKD, most patients focused on the reduction of future harm (ie, minimizing kidney damage, preventing disease progression, and not losing kidney function; Textbox 1). For example, 1 patient recognized the importance of preserving kidney function: “I want to have the best life that I can, and if I can’t take anything for pain because of my kidneys, my life isn’t going to be the best life I have. So, I have to know what things will work for me but aren’t going to continue damaging my kidneys.” Another patient viewed their HRQoL as the most important aspect of care: “Quality of life is more important to me than length of life.”

Other concepts valued by patients included awareness of CKD by all their doctors, a firm diagnosis, regular monitoring, having future treatment choices (dialysis, transplant, or none) honored, preferring transplant to dialysis, and having a normal life (Textbox 1). Importantly, one patient summarized that “I want to be able to make my own choices, and if I decide that I go on dialysis, I want support for that. If I don’t want to, I want support for that, too”.

Patients with CKD require coordination of care with their primary care physician, renal specialists, and specialists managing their comorbidities. Most patients listed their primary care physician, psychiatrist, and nephrologist as the most helpful in managing their CKD; 4 patients said they themselves were most helpful (Textbox 1). Patients frequently commented on the aspects of their care that led to well-coordinated, effective CKD management. Concepts generated by patients fell into 3 overarching domains: listening, coordinating across providers, and clinical care management (Figure 4). Listening to patients’ needs was considered central to effectively coordinating care. There was an expectation among patients that coordinated care across providers should be seamless to ensure appropriate management of their CKD in the face of comorbidities. When any of these aspects of care were absent, patients felt these were unmet needs (Textbox 1).

**Figure 4.** Concepts related to optimal CKD care and management (qualitative study). CKD: chronic kidney disease.

**Discussion**

**Principal Results**

The patient voice is often underrepresented in the clinical setting, yet it is critical to optimizing and improving clinical practice and research, and to better understand chronic conditions such as CKD. Our main objective in this study was to better understand the patient experience with CKD and its management through direct patient insight, unfiltered by interactions with health care professionals, from a large patient cohort within the PLM network. This study highlighted the array of symptoms that patients with CKD face, as well as key concepts that are important for optimal care and management.

To our knowledge, this is the first published analysis of real-world data gathered on CKD from an online community. Data from PLM have previously been used to explore patient perspectives on neuromyelitis optica and neuromyelitis optica spectrum disorders [19], characterize the profiles of patients with atopic dermatitis [22] and systemic lupus erythematosus [23], and understand patient preferences for type 2 diabetes self-management [24]. This is the first study to utilize the PLM network to gain insights into self-reported experiences in patients with CKD. These approaches for data collection can also translate to the clinical trial design process. Engaging patients early in the process has the potential to ultimately yield more successful studies [25]. DISCOVER CKD is an example of a study that has been influenced by this patient-centric approach (ClinicalTrials.gov identifier: NCT04034992). This PLM study was the pilot study for developing the interviews used in the DISCOVER CKD study and guided decisions about which symptoms the DISCOVER CKD study should capture [26].
Fatigue and insomnia were also among the top core symptoms reported in the retrospective population. Together, these findings highlight the significance of fatigue and sleep-related problems for patients, corroborating other CKD studies [40-43]. Patients with CKD are known to experience profound fatigue and it is one of the most common symptoms affecting their HRQoL [43,44]. One study reported how fatigue was associated with unemployment, comorbidities, and use of antidepressant medication; the authors suggested that the presence of fatigue may act as a clinical prognostic factor in CKD [45]. Patients experiencing sleep disorders and fatigue are also at increased risk of all-cause mortality [44]. Fatigue has also been related to poor physical functioning, although causality remains unclear [41].

The cause of fatigue experienced by this subset of PLM patients is likely to be multifactorial [41] and associated with prevalent complications such as anemia [41,45] and low albumin levels [42], psychosocial factors including depression and anxiety [41], and insomnia [46]. Improved understanding of the impact that fatigue and other symptoms such as depression and anxiety have on those living with CKD can help guide treatment and improve quality of care by prioritizing interventions that improve HRQoL, such as personalized care, precision medicine, or wearable technology and biometric devices.

Only the 2 patients with stage 4 CKD considered CKD to be their single biggest health burden. This finding is likely due to the predominance of earlier and less symptomatic stages of CKD (3a or 3b) in this study and to the nonspecific nature of CKD-related symptoms. Other patients identified other comorbidities (eg, diabetes) as more burdensome relative to CKD. These comorbidities are interrelated with CKD and one can affect another; therefore, awareness among patients regarding which symptoms are associated with specific diseases needs to be addressed in the clinical management of patients with CKD.

Financial concepts around loss of insurance and earnings, and the cost of treatment and specialist care arose from interviews. Importantly, patients’ experiences of the financial impact of CKD were varied and influenced by insurance status (particularly in regions without universal health care), severity of CKD, and other comorbidities. According to the USRDS, total medical costs were US $50.4 billion for CKD (excluding end-stage renal disease) among Medicare patients in 2013 [47]. In adult patients in the United States, direct annual health care costs for individuals with CKD were US $17,472 higher compared with those without CKD from 2002 to 2011 [48]. Such financial pressures experienced by patients may impact other symptoms noted, such as depression [49], and should therefore be considered in the holistic management of patients in clinical care.

The personal experiences of some interviewees reflected but were not fully aligned with the current Kidney Disease: Improving Global Outcomes (KDIGO) guidelines [50,51]. Current guidelines recommend that those living with CKD should be encouraged to undertake physical exercise, achieve a healthy weight (BMI 20-25 kg/m^2), and stop smoking. KDIGO guidelines state that expert dietary advice and information

Comorbidities were reported by 74.35% (1374/1848) of the PLM cohort studied, the most common being type 2 diabetes (783/1374, 56.99%), hypertension (664/1374, 48.33%), hypercholesterolemia (439/1374, 31.95%), and diabetic neuropathy (376/1374, 27.37%). This is reflective of the general CKD population, as reported by the USRDS, where diabetes (36%), hypertension (31%), and self-reported cardiovascular disease (40%) are the most common comorbidities [27]. While rates of major depressive disorder (148/1374, 10.77%) were close to the frequency of depressive symptoms among predialysis patients (13%) attending a single renal center [32], they were lower than the reported prevalence of depressive symptoms among patients with CKD who are not on dialysis (21%–42%) [33]. The proportion of patients with fibromyalgia (199/1374, 14.48%) was higher than that previously reported in patients with CKD receiving hemodialysis (3.9%-12.2%) [34-37] or peritoneal dialysis (9.7%-18%) [38,39]. This may be due to the nature of the PLM database, where large communities for chronic conditions including fibromyalgia exist [17]. Therefore, these comorbidities tend to be overrepresented. Overall, the similarities between the characteristics of the PLM network and the overall US CKD population indicate that the PLM platform is a useful format for gathering insights into CKD care and management.

**Qualitative Study**

Information gathered from semistructured interviews with a small subset of the retrospective study population provides a unique in-depth perspective on patient experiences and captures their opinions regarding the care they receive or gaps they perceive in their care, including insights that may not be collected in a routine clinical setting or captured by other patient-reported outcome tools. Four key concepts were explored in the interviews: symptoms, financial burden, valued outcome, and care concepts.

Patients shared how their symptoms affected their HRQoL, with fatigue noted by most patients as having the biggest impact.
should be provided to patients in the context of an education program and tailored to severity of CKD. Detailed recommendations on protein intake, glycemic control, and salt and potassium intake are also provided [50, 52]. However, PLM patients in this study mentioned that any lifestyle advice they received was very general and they were more likely to receive information about diet than physical activity; almost all patients noted that they monitored aspects of their diet. Importantly, some patients found balancing diet changes with multiple conditions very challenging. These insights illustrate that KDIGO guidelines on exercise may not be implemented effectively in daily practice and patients with multiple conditions need additional support from health care providers to manage the changes in their diet.

Concepts identified by patients relating to optimal CKD care and management fell into 3 domains: listening, coordinating across providers, and clinical care management. Patients valued physicians who listened to their needs, coordinated their care effectively with other specialists, and managed their CKD in conjunction with comorbidities. When any of these aspects of care were absent, patients felt these were unmet needs. These differ slightly to The Renal Association and Kidney Care UK’s Kidney Patient Reported Experience Measure, a UK initiative to gain insight into patient experiences and help shape renal services, which identified 3 aspects of renal care that affect patient experience: shared decision making, transport, and discomfort associated with needle insertions [53]. Such differences may reflect differences in health care systems between countries, such as the National Health Service in the UK versus an insurance-based system in the United States. These insights provide an opportunity for health care service providers to adapt local clinical practice to improve care and better reflect the experiences and needs of patients. Patient experience has been positively associated with patient safety and health outcomes, and clinical effectiveness across a number of diseases and settings [54].

Study Limitations

A limitation of this study was that members of PLM self-reported their diagnoses and treatment—there was no independent clinical corroboration; and treatment indication, although captured by PLM, was not analyzed as few patients provide this information. In addition, the extent and nature of missing data can reduce precision and lead to a systematic bias of results; however, missing variables and missingness in variables were assessed and reported. Because PLM members were not expected to know details of their disease severity (ie, CKD stage), it is also not possible to derive information on how self-management and care needs to change with disease progression.

There is also a sampling bias as patients had an active choice to participate/enroll into the PLM network, so the cohort was self-selecting. As a result, generalizability of these results may be limited because the profiles of patients enrolling into the PLM network may differ from the profile of those not enrolling into PLM or of the general population. The observation that patients who enroll in PLM with CKD tend to be younger, more likely to have some college education, and more likely to have white ethnicity compared with the general population has also been noted in other disease groups [19, 55].

The evaluation of the retrospective data in this study focused on information reported within 30 days of enrollment/registration (or as close as possible) into the PLM network. However, we cannot be sure all information reported during or outside this period relates specifically to CKD, as most patients reported multiple comorbidities. There may be a future opportunity to conduct a longitudinal study to describe patient experience over time.

Nonetheless, in the retrospective study, the use of data directly from an activated network of patients that were not filtered through an interviewer or clinician eliminated any potential interviewer bias and the use of an anonymous online survey may have improved willingness to disclose sensitive information.

Conclusions

This study provides a unique source of real-world information on the patient experience of CKD and its management by utilizing the PLM network. The data collected through PLM identified key symptoms affecting patients, including fatigue and depression/anxiety, and are broadly consistent with published data on CKD populations in the United States. In-depth semistructured interviews with members reveal the challenges patients face living with symptoms of CKD and the impacts they experience financially and on HRQoL. These interviews identified key concepts around optimal care and management of CKD such as listening to patients and coordinating health care across providers, indicating that this approach can provide insights outside of the clinical setting to inform clinical practice and drug development, and improve future studies.
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Abstract

Background: While selecting predictive tools for implementation in clinical practice or for recommendation in clinical guidelines, clinicians and health care professionals are challenged with an overwhelming number of tools. Many of these tools have never been implemented or evaluated for comparative effectiveness. To overcome this challenge, the authors developed and validated an evidence-based framework for grading and assessment of predictive tools (the GRASP framework). This framework was based on the critical appraisal of the published evidence on such tools.

Objective: The aim of the study was to examine the impact of using the GRASP framework on clinicians’ and health care professionals’ decisions in selecting clinical predictive tools.

Methods: A controlled experiment was conducted through a web-based survey. Participants were randomized to either review the derivation publications, such as studies describing the development of the predictive tools, on common traumatic brain injury predictive tools (control group) or to review an evidence-based summary, where each tool had been graded and assessed using the GRASP framework (intervention group). Participants in both groups were asked to select the best tool based on the greatest validation or implementation. A wide group of international clinicians and health care professionals were invited to participate in the survey. Task completion time, rate of correct decisions, rate of objective versus subjective decisions, and level of decisional conflict were measured.

Results: We received a total of 194 valid responses. In comparison with not using GRASP, using the framework significantly increased correct decisions by 64%, from 53.7% to 88.1% (88.1/53.7=1.64; t₁₉₃=8.53; p<.001); increased objective decision making by 32%, from 62% (3.11/5) to 82% (4.10/5; t₁₉₉=9.24; p<.001); decreased subjective decision making based on guessing by 20%, from 49% (2.48/5) to 39% (1.98/5; t₁₈₈=−5.47; p<.001); and decreased prior knowledge or experience by 8%, from 71% (3.55/5) to 65% (3.27/5; t₁₈₇=−2.99; p=.003). Using GRASP significantly decreased decisional conflict and increased the confidence and satisfaction of participants with their decisions by 11%, from 71% (3.55/5) to 79% (3.96/5; t₁₈₇=−0.87; p=.38). The average System Usability Scale of the GRASP framework was very good: 72.5% and 88% (108/122) of the participants found the GRASP useful.

Conclusions: Using GRASP has positively supported and significantly improved evidence-based decision making. It has increased the accuracy and efficiency of selecting predictive tools. GRASP is not meant to be prescriptive; it represents a high-level
approach and an effective, evidence-based, and comprehensive yet simple and feasible method to evaluate, compare, and select clinical predictive tools.

(J Med Internet Res 2020;22(7):e15770) doi:10.2196/15770
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Introduction

Background

Clinical decision support (CDS) systems have been discussed to enhance evidence-based practice and support cost-effectiveness [1-10]. On the basis of the three-level classification by Shortliffe, clinical predictive tools, referred to as predictive tools in this paper, belong to the highest CDS level, providing patient-specific recommendations based on clinical scenarios, which usually follow clinical rules and algorithms, a cost-benefit analysis, or clinical pathways [11,12]. Such tools include various applications, ranging from the simplest manual clinical prediction rules to the most sophisticated machine learning algorithms [13,14]. These research-based applications provide diagnostic, prognostic, or therapeutic decision support. They quantify the contributions of relevant patient characteristics to derive the likelihood of diseases, predict their courses and possible outcomes, or support decision making on their management [15,16].

When selecting predictive tools for implementation in clinical practice or for recommendation in clinical guidelines, clinicians and health care professionals, referred to as professionals in this paper, involved in decision making are challenged with an overwhelming and ever-growing number of tools. Many of these tools have never been implemented or evaluated for comparative effectiveness [17-19]. By definition, health care professionals include all clinicians who provide direct care to patients, in addition to professionals who work in laboratories, researchers, and public health experts [20]. Professionals usually rely on previous experience, subjective evaluation, or recent exposure to predictive tools in making selection decisions. Objective methods and evidence-based approaches are rarely used in such decisions [21,22]. When developing clinical guidelines, some professionals search the literature for studies that describe the development, implementation, or evaluation of predictive tools. Others look for systematic reviews comparing the tools’ performance or development methods. However, there are no available approaches to objectively summarize or interpret such evidence [23,24]. In addition, predictive tool selection decisions are time-consuming as they seek a consensus of subjective expert views [25]. Furthermore, when experts make their decisions subjectively, they face much decisional conflict; they are less confident in the decisions they make and sometimes less satisfied with them [26].

To overcome this major challenge, the authors developed and published a new evidence-based framework for grading and assessment of predictive tools (the GRASP framework) [27]. The authors have also validated and updated the GRASP framework through the feedback of a wide group of international experts [28]. Furthermore, the authors applied the GRASP framework to evaluate and compare 14 pediatric head injury clinical predictive tools. This study is now published [29]. The GRASP framework aims to provide standardized objective information on predictive tools to support the search for and selection of effective tools. On the basis of the critical appraisal of published evidence, GRASP uses 3 dimensions to grade clinical predictive tools: (1) phase of evaluation, (2) level of evidence, and (3) direction of evidence.

Phase of Evaluation

Predictive tools are assigned the letters A, B, or C based on the highest phase of evaluation: before implementation, during planning for implementation, or after implementation respectively. If a tool’s predictive performance, as reported in the literature, has been tested retrospectively for validity using observational data, it is assigned phase C. If a tool’s usability or potential effect have been tested prospectively using small pilots, which may or may not reflect routine practice, it is assigned phase B. Potential effect of a tool is the expected, estimated, or calculated impact of using the tool, assuming it has been successfully implemented and used in clinical practice. Finally, if a tool has been implemented in clinical practice and there is published evidence evaluating its achieved postimplementation impact prospectively, it is assigned phase A.

Level of Evidence

A numerical score within each phase is assigned based on the level of evidence associated with each tool. A tool is assigned grade C1 if it has been tested for external validity multiple times, grade C2 if it has been tested for external validity only once, and grade C3 if it has been tested only for internal validity. Grade C0 means that the tool did not show sufficient internal validity to be used in clinical practice. Grade B1 is assigned to a predictive tool that has been evaluated during the planning for implementation, for both of its potential effect, on clinical effectiveness, patient safety, or health care efficiency, and for its usability. Grade B2 is assigned to a predictive tool that has been evaluated only for its potential effect, while if it has been studied only for its usability, it is assigned grade B3. Finally, if a predictive tool had been implemented and evaluated for its postimplementation impact on clinical effectiveness, patient safety, or health care efficiency, then it is assigned grade A1 if there is at least one experimental study of good quality evaluating its postimplementation impact, grade A2 if there are observational studies evaluating its impact, and grade A3 if the postimplementation impact has been evaluated only through subjective studies, such as expert panel reports.

Direction of Evidence

For each phase and level of evidence, a direction of evidence is assigned based on the collective conclusions reported in the
studies. The evidence is considered positive if all studies about a predictive tool reported positive conclusions and negative if all studies reported negative or equivocal conclusions. The evidence is considered mixed if some studies reported positive results, while others reported either negative or equivocal conclusions. To determine the overall direction of evidence, a protocol is used to sort the mixed evidence to support an overall positive or negative conclusion. The protocol is based on 2 main criteria: (1) degree of matching between the evaluation study conditions and the original tool specifications and (2) quality of the evaluation study. Studies evaluating tools in closely matching conditions to the tools’ specifications and providing high-quality evidence are considered first for their conclusions in deciding the overall direction of evidence.

The final grade assigned to a predictive tool is based on the highest phase of evaluation, supported by the highest level of positive evidence, or mixed evidence that supports a positive conclusion. More details on the process of critical appraisal of published evidence, summarizing the evidence, and assigning grades to predictive tools are discussed in a published study that describes the development of the GRASP framework [27]. The GRASP framework concept is shown in Figure 1, and a detailed report of the GRASP framework is presented in Multimedia Appendix 1.

**Figure 1.** The grading and assessment of predictive tools framework concept.

The aim of this study was to evaluate the impact of using GRASP on the decisions made by professionals in selecting predictive tools for CDS. The objective was to explore whether the GRASP framework positively supports professionals’ evidence-based decision making and improves their accuracy and efficiency in selecting clinical predictive tools. To explore this impact, a group of hypotheses have been proposed including that using the GRASP framework by professionals is going to (1) make their decisions more accurate, that is, selecting the best predictive tools; (2) make their decisions more objective, informed, and evidence-based, that is, decisions are based on the information provided by the framework; (3) make their decisions less subjective, that is, decisions are less based on guessing, prior knowledge, or experience; (4) make their decisions more efficient, that is, decisions are made in less time; and (5) make them face less decisional conflict, that is, become more confident in their decisions and more satisfied with them. We also proposed that using GRASP can move professionals who have less knowledge, less experience, and are less familiar with predictive tools to an equal or even higher accuracy of decision making than professionals who have more knowledge, have more experience, and are more familiar with tools when they do not use GRASP.

**Methods**

**The Study Design**

This study was based on experimental methods. It aimed to examine the performance and outcomes of professionals’ decisions in selecting predictive tools with and without using the GRASP framework. Through a web-based survey, the experiment involved asking participants to select the best predictive tool for implementation in clinical practice or for recommendation in clinical practice guidelines from a group of 5 similar tools doing the same predictive task, one time with and another time without using the GRASP framework. In addition, participants were asked a few questions regarding the process of making their decisions through the 2 scenarios. Participants were also requested to provide their feedback on the perceived usability and usefulness of the evidence-based summary of the GRASP framework. This experiment does not include registration of the randomized controlled trial as it does not involve any patients, medications, or treatments. The emergency department (ED) is among the top health care specialties that are increasingly utilizing predictive tools, especially in the area of managing traumatic brain injury (TBI), which is the leading cause of death and disability among trauma patients [30-33]. Two groups of predictive tools designed to
exclude TBI in the ED were prepared. The first group included 5 tools for predicting TBI in pediatrics: Paediatric Emergency Care Applied Research Network (PECARN) head injury rule, Children’s Head injury ALgorithm for the prediction of Important Clinical Events, Canadian Assessment of Tomography for Childhood Head injury rule, Palchak head injury rule, and Atabaki head injury rule [34-38]. The PECARN, being the most validated and the only tool that has been implemented in clinical practice and discussed to have a positive postimplementation impact, is the best tool among the 5 [39,40]. The second group includes 5 tools for predicting TBI in adults: the Canadian CT Head Rule (CCHR), New Orleans Criteria (NOC), Miller criteria for head computed tomography, Kimberley Hospital Rule, and Ibanez model for head computed tomography [41-45]. The CCHR and NOC, being the only tools that have been implemented in clinical practice and are the most validated, showing high predictive performance, are the best tools among the 5 [46-48]. Two scenarios were prepared for this experiment. The first is the control scenario, which includes providing participants with basic information about each tool, the full text of the original studies describing the tools, and allowing them to search the internet for information. The second is the experiment scenario, including providing participants with the main component of the GRASP framework, which is an evidence-based summary of the predictive tools and the full GRASP report on each tool, in addition to allowing them to search the internet for information. To minimize bias, eliminate the pre-exposure effect, and improve the robustness, the experiment includes randomizing the 2 groups of predictive tools and the 2 scenarios. Accordingly, the participants go randomly through 1 of 4 scenarios: (1) pediatric tools without GRASP and then adult tools with GRASP, (2) pediatric tools with GRASP and then adult tools without GRASP, (3) adult tools without GRASP and then pediatric tools with GRASP, and (4) adult tools with GRASP and then pediatric tools without GRASP. Figure 2 shows the survey workflow and the randomization of participants.

The authors recruited a wide group of international professionals to participate in this experiment through a web-based survey. To identify potential participants who work at the ED and those who have knowledge or experience about CDS tools, published studies were used to retrieve the authors’ emails and invite them. To retrieve studies on CDS systems, tools, models, algorithms, and pathways or rules used in the ED, emergency service, or emergency medicine published over the last 5 years by professionals who work in the EDs or services of their health care organizations or those who conducted emergency medicine, EDs, or emergency services research, 4 databases were used: MEDLINE, EMBASE, CINAHL, and Google Scholar. The authors expected a response rate of approximately 10%. Before the deployment of the survey, a pilot test was conducted by 10 expert professionals. The feedback of the pilot test was used to improve the survey. Professionals who participated in the pilot test were excluded from participation in the final survey. An invitation email, introducing details about the study objectives, the GRASP framework, the experiment task, the survey completion time, which was estimated at 20 min, and a participation consent was submitted to the identified potential participants with the link to the web-based survey. A reminder email, in 2 weeks, was sent to the potential participants who did not respond or complete the survey. Figure 3 shows the CONSORT 2010 flow diagram of the progress of the randomized trial of the 2 groups: intervention group (GRASP) and control group (No GRASP), showing the enrollment, intervention allocation, follow-up, and data analysis [49,50].
Figure 2. Survey workflow and randomization of the 4 scenarios.

Figure 3. Consolidated Standards of Reporting Trials 2010 flow diagram of the experiment. GRASP: grading and assessment of predictive tools.
The Study Survey

The web-based survey was developed using the Qualtrics Experience Management Solutions Platform [51]. The survey, illustrated through screenshots in the Multimedia Appendix 1, includes 5 sections. The first section includes an introduction to the study objectives, the GRASP framework, and the experiment task. In addition, participants are provided with contacts to request further information or submit complaints. The second section includes randomizing the 2 scenarios and the 2 groups of predictive tools to create the 4 scenarios described above.

In this section, participants are asked to assume that they are the heads of busy EDs and are responsible for selecting the best tool, the most validated in the literature or implemented in clinical practice, out of the 5 diagnostic head injury predictive tools. The PECARN is the correct answer among the 5 pediatric tools, and both the CCHR and the NOC are correct answers among the 5 adult tools. On a 5-point Likert scale, participants were asked to show how much they agreed to the following: (1) they made their decisions based on guessing, (2) they made their decisions based on prior knowledge or experience, (3) they made their decisions based on the information provided in the survey, (4) they were confident in their decisions, and (5) they were satisfied with their decisions. The third section includes asking participants to provide their feedback on the usability of the evidence-based summary of the GRASP framework through a standard set of System Usability Scale (SUS) questions. The SUS is a simple, 10-item attitude Likert scale that provides a global view of subjective assessments of usability. It was developed by John Brooke in 1986 as a tool to be used in the engineering of electronic systems. It is now widely accepted as a tool for the evaluation of system usability [52,53]. Participants were also asked to provide free-text feedback on whether they think the framework is useful or not and why they think so. The fourth section includes participants’ demographics, such as their clinical or health care role, specialty, gender, age group, years of experience, and how much they are familiar with head injury predictive tools.

The Study Sample Size

As an initial estimate of the required sample size for this study, and based on similar studies, evaluating the impact of using information systems on professionals’ objective, informed, and evidence-based decisions, the authors aimed to recruit a sample of 40 to 60 participants [54-56]. More specifically, it was estimated that a sample size of 46 participants would be sufficient to test for at least a 10% difference, between the 2 arms of the experiment, in the measured outcomes, when using a paired two-tailed t test with a significance level of 0.05 and power of 0.95. Calculations were conducted using G*Power software [57].

Analysis and Outcomes

To test the 5 proposed hypotheses, the study was designed to compare the 2 scenarios, making decisions with and without using the GRASP framework, based on a group of 7 measures: (1) time needed for tool selection decision making; (2) accuracy of tool selection decisions; (3) making decisions subjectively based on guessing; (4) making decisions subjectively based on prior knowledge or experience; (5) making decisions objectively based on the information and evidence provided; (6) levels of participants’ confidence in their decisions; and (7) levels of participants’ satisfaction with their decisions. The accuracy of making decisions, with and without GRASP, was also compared along with knowledge, experience, and familiarity with predictive tools. Table 1 shows the 5 proposed hypotheses and their related 7 outcome measures. To avoid an inflated Type I error and account for the 5 tested hypotheses and the 7 compared measures, the Bonferroni correction was used, by setting the alpha value of the paired samples t test to .007 instead of .05. The sample size was re-estimated to 96 participants. In addition, the SUS was calculated for the average rate and distribution of scores. The perceived usefulness and free-text feedback were analyzed. The demographic variables were analyzed for possible correlations or differences.

As this randomized controlled experiment was conducted via a web-based survey of clinicians and health care professions, Table 2 shows the checklist for reporting results from the internet surveys (checklist for reporting results from the internet surveys).

Table 1. Proposed hypotheses and related outcome measures.

<table>
<thead>
<tr>
<th>Proposed hypotheses</th>
<th>Related outcome measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using GRASP will make predictive tools’ selection decisions more accurate, that is, selecting the best predictive tools</td>
<td>Accuracy of tools’ selection decisions</td>
</tr>
<tr>
<td>Using GRASP will make decisions more objective, informed, and evidence-based, that is, decisions are based on the information provided by the framework</td>
<td>Making decisions objectively based on the information and evidence provided in the experiment</td>
</tr>
<tr>
<td>Using GRASP will make decisions less subjective, that is, less based on guessing, prior knowledge, or experience</td>
<td>Making decisions subjectively based on guessing and making decisions subjectively based on prior knowledge or experience</td>
</tr>
<tr>
<td>Using GRASP will make decisions more efficient, that is, decisions are made in less time</td>
<td>The time needed for tools’ selection decision making</td>
</tr>
<tr>
<td>Using GRASP will make participants face less decisional conflict, that is, be more confident and satisfied with decisions</td>
<td>Levels of participants’ confidence in their decisions and levels of participants’ satisfaction with their decisions</td>
</tr>
</tbody>
</table>

GRASP: grading and assessment of predictive tools.
Table 2. The checklist for reporting results from the internet surveys checklist.

<table>
<thead>
<tr>
<th>Item category and checklist item</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Design</strong></td>
<td>A randomized controlled trial experiment testing the impact of using the GRASP framework on clinicians and health care professionals’ decisions in selecting predictive tools for CDS(^a), using a convenience invited sample to participate in the experiment</td>
</tr>
<tr>
<td>Describe survey design</td>
<td></td>
</tr>
<tr>
<td><strong>IRB(^b) approval and informed consent process</strong></td>
<td>The experiment was approved by the Human Research Ethics Committee, Faculty of Medicine and Health Sciences, Macquarie University, Sydney, Australia</td>
</tr>
<tr>
<td>IRB approval</td>
<td></td>
</tr>
<tr>
<td>Informed consent</td>
<td>Informed consent was introduced at the beginning of the survey for participants to agree before they take the survey, including the length of time of the survey, types of data collected and its storage, investigators, and the purpose of the study</td>
</tr>
<tr>
<td>Data protection</td>
<td>Collected personal information was protected through Macquarie University account on Qualtrics survey system</td>
</tr>
<tr>
<td><strong>Development and pretesting</strong></td>
<td>The first author (MK) developed the survey and pilot tested the questions and its usability before deploying the survey to the participants</td>
</tr>
<tr>
<td>Development and testing</td>
<td></td>
</tr>
<tr>
<td><strong>Recruitment process and description of the sample having access to the questionnaire</strong></td>
<td>This was a closed survey; only invited participants had access to complete the survey</td>
</tr>
<tr>
<td>Open survey versus closed survey</td>
<td>An initial contact, via email, was sent to all invited participants. Only those who agreed to participate completed the web-based survey</td>
</tr>
<tr>
<td>Contact mode</td>
<td>The survey was not advertised. Only invited participants were informed of the study and completed the survey</td>
</tr>
<tr>
<td>Advertising the survey</td>
<td></td>
</tr>
<tr>
<td><strong>Survey administration</strong></td>
<td>The survey was developed using the Qualtrics survey platform, and the link to the web-based survey was sent to invited participants via email. Responses were automatically collected through the Qualtrics survey platform then retrieved by the investigators for analysis</td>
</tr>
<tr>
<td>Web or email</td>
<td>Only invited participants were informed of the study via email</td>
</tr>
<tr>
<td>Context</td>
<td>The survey was not mandatory for invited participants</td>
</tr>
<tr>
<td>Mandatory/voluntary</td>
<td>The only incentive was that participants could request to be acknowledged in the published study. Participants were also informed of the results of the study after the analysis is complete</td>
</tr>
<tr>
<td>Incentives</td>
<td>Data were collected over 6 weeks, from March 11 to April 21, 2019</td>
</tr>
<tr>
<td>Time/date</td>
<td>To prevent biases, items were randomized. Figure 2 shows the survey workflow and randomization of 4 scenarios</td>
</tr>
<tr>
<td>Randomization of items or questionnaires</td>
<td>Four scenarios were used and randomized, but they were not conditionally displayed</td>
</tr>
<tr>
<td>Adaptive questioning</td>
<td>The questionnaire was distributed over 5 pages</td>
</tr>
<tr>
<td>Number of items</td>
<td>Completeness checks were used after the questionnaire was submitted, and mandatory items were highlighted. Items provided a nonresponse option “not applicable” or “don’t know”</td>
</tr>
<tr>
<td>Number of screens (pages)</td>
<td>Respondents were able to review and change their answers before submitting their answers</td>
</tr>
<tr>
<td>Completeness check</td>
<td>We used the IP(^c) addresses to check for unique survey visitors</td>
</tr>
<tr>
<td>Review step</td>
<td></td>
</tr>
</tbody>
</table>
Preventing multiple entries from the same individual

Cookies used
Cookies were not used to assign a unique user identifier; instead, we used users’ computer IP to identify unique users.

IP address check
The IP addresses of participants’ computers were used to identify potential duplicate entries from the same user. Only 2 duplicate entries were captured and were eliminated before analysis.

Log file analysis
We also checked the provided demographic information of all participants, to make sure the 2 identified duplicates were the only incidents.

Registration
Data were collected and the user IP and other demographic data were used later on to eliminate duplicate entries before analysis. Most recent entries were used in the analysis.

Analysis
Handing of incomplete questionnaires
Only completed surveys were used in the analysis.

Questionnaires submitted with an atypical timestamp
The task completion time was captured. However, no specific timeframe was used. In the analysis, we excluded statistical outliers, since the survey allowed users to re-enter after a while, for example, the next day. This is discussed in the paper.

Statistical correction
No statistical correction was required.

aCDS: clinical decision support.
bIRB: institutional review board.
cIP: internet protocol.

Results

Descriptive Analysis
Out of 5857 relevant publications retrieved, 3282 professionals were identified and invited to participate in the survey. Over the survey duration of 6 weeks, from March 11 to April 21, 2019, we received a total of 194 valid responses, with a response rate of 5.9%. Valid responses were identified as those who completed the survey until the end and answered questions in all the survey sections, with no missing sections. Six participants missed answering one or more questions in one or more of the survey sections. 5 participants did not provide their demographics and 57 participants did not wish to be acknowledged in the study. The detailed distributions of participants based on gender, age group, years of experience, clinical and health care role, clinical specialty, familiarity with head injury predictive tools, and their countries are illustrated in Multimedia Appendix 1, Figures 4-10.

The GRASP Impact on Participants’ Decisions
Using the GRASP framework, an evidence-based summary of predictive tools and a detailed report on each predictive tool, along with allowing participants to search the internet for further information, they selected the correct tools 53.7% of the time. This shows a statistically significant improvement of 64% (88.1/53.7=1.64; \( P<.001 \)). On a 5-point Likert scale, where strongly agree is considered equal to 5 and strongly disagree is considered equal to 1, the participants reported that they made their tools’ selection decisions based on guessing with an average of 1.98 (SD 1.22), when they used GRASP, compared with an average of 2.48 (SD 1.37), when they did not use GRASP. This shows a statistically significant reduction of 20% (\( P<.001 \)). Participants reported that they made their tools’ selection decisions based on their prior knowledge or experience with an average of 2.48 (SD 1.44) when they used GRASP, compared with an average of 3.55 (SD 1.31), when they did not use GRASP. This shows a statistically significant reduction of 8% (\( P=.004 \)).

Participants reported that they made their tools’ selection decisions based on the information provided in the survey with an average of 4.10 (SD 1.10) when they used GRASP, compared with an average of 3.11 (SD 1.42), when they did not use GRASP. This shows a statistically significant increase of 32% (\( P<.001 \)). Participants reported that they were confident in their decisions, with an average of 3.96 (SD 0.87), when they used GRASP, compared with an average of 3.55 (SD 1.15), when they did not use GRASP. This shows a statistically significant increase of 11% (\( P<.001 \)). Participants reported that they were
satisfied with their decisions with an average of 3.99 (SD 0.89), when they used GRASP, compared with an average of 3.54 (SD 1.20), when they did not use GRASP. This shows a statistically significant increase of 13% ($P<.001$). The duration of completing the task of selecting predictive tools showed high variability, with many statistical outliers. In addition to the average, the authors used the percentiles to avoid the effect of extreme outliers. The average duration of making the selection decisions showed a statistically insignificant reduction of 52% from 14.5 7 min ($P=.39$). There is also a reduction of 18.9% from 2.2 to 1.8 min on the 50th percentile, 37.3% from 5.3 to 3.3 min on the 75th percentile, 48% from 12.4 to 6.4 min on the 90th percentile, and 30.6% from 19.2 to 13.3 min on the 95th percentile. Table 3 shows the impact of using GRASP on the 7 measures: decision accuracy, guessing, subjective decisions, objective decisions, confidence in decisions, satisfaction with decisions, and task completion duration 90th percentile in minutes.

Using a paired samples $t$ test, Table 4 shows the estimation for the paired difference of the 7 measures and the effect size, calculating and interpreting the eta-squared statistic, based on the guidelines proposed by Cohen [58].

Table 5 compares physicians to nonphysicians, emergency medicine to other specialties, familiar with tools to nonfamiliar, male to female, younger to older, and less experienced to more experienced participants. The GRASP detailed report is shown in Multimedia Appendix 1. The GRASP evidence-based summaries of the 2 groups of pediatric and adult predictive tools are shown in Multimedia Appendix 1.

### Table 3. The impact of using grading and assessment of predictive tools on participants’ decisions (n=194).

<table>
<thead>
<tr>
<th>Criteria</th>
<th>No GRASP</th>
<th>GRASP</th>
<th>Change (%)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score (0 to 100%)</td>
<td>53.7</td>
<td>88.1</td>
<td>64</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Guessing (1 to 5)</td>
<td>2.48</td>
<td>1.98</td>
<td>−20</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Subjective (1 to 5)</td>
<td>3.55</td>
<td>3.27</td>
<td>−8</td>
<td>.003</td>
</tr>
<tr>
<td>Objective (1 to 5)</td>
<td>3.11</td>
<td>4.10</td>
<td>32</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Confidence (1 to 5)</td>
<td>3.55</td>
<td>3.96</td>
<td>11</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Satisfaction (1 to 5)</td>
<td>3.54</td>
<td>3.99</td>
<td>13</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time in min (90th percentile)</td>
<td>12.4</td>
<td>6.4</td>
<td>−48</td>
<td>.38</td>
</tr>
</tbody>
</table>

$a$GRASP: grading and assessment of predictive tools.

### Table 4. Estimation for paired difference and effect size.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Mean (SD)</th>
<th>SE</th>
<th>99.3% CI</th>
<th>$t$ test (df)</th>
<th>$P$ value</th>
<th>Effect size $^b$ Value</th>
<th>Actual size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score</td>
<td>0.340 (0.555)</td>
<td>0.040</td>
<td>0.231 to 0.449</td>
<td>8.53 (193)</td>
<td>&lt;.001</td>
<td>0.274</td>
<td>Large</td>
</tr>
<tr>
<td>Guessing</td>
<td>−0.519 (1.303)</td>
<td>0.095</td>
<td>−0.777 to −0.260</td>
<td>−5.47 (188)</td>
<td>&lt;.001</td>
<td>0.134</td>
<td>Moderate</td>
</tr>
<tr>
<td>Subjective</td>
<td>−0.319 (1.464)</td>
<td>0.107</td>
<td>−0.613 to −0.028</td>
<td>−2.99 (187)</td>
<td>.003</td>
<td>0.044</td>
<td>Small</td>
</tr>
<tr>
<td>Objective</td>
<td>1.005 (1.496)</td>
<td>0.109</td>
<td>0.709 to 1.302</td>
<td>9.24 (189)</td>
<td>&lt;.001</td>
<td>0.307</td>
<td>Large</td>
</tr>
<tr>
<td>Confidence</td>
<td>0.392 (1.261)</td>
<td>0.092</td>
<td>0.141 to 0.642</td>
<td>4.27 (188)</td>
<td>&lt;.001</td>
<td>0.086</td>
<td>Moderate</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>0.439 (1.235)</td>
<td>0.090</td>
<td>0.194 to 0.684</td>
<td>4.89 (188)</td>
<td>&lt;.001</td>
<td>0.110</td>
<td>Moderate</td>
</tr>
<tr>
<td>Duration$^c$</td>
<td>−447 (7152)</td>
<td>514</td>
<td>−1847 to 952</td>
<td>−0.87 (193)</td>
<td>.39</td>
<td>N/A$^d$</td>
<td>N/A</td>
</tr>
</tbody>
</table>

$a$Bonferroni correction conducted.

$b$Effect size calculated using the eta-square statistic (0.01=small effect, 0.06=moderate effect, and 0.14=large effect [58]).

$c$Task completion duration is reported in seconds.

$d$N/A: not applicable.
<table>
<thead>
<tr>
<th>Health care professional group</th>
<th>Criteria</th>
<th>Score (0 to 100%)</th>
<th>Guessing (1 to 5)</th>
<th>Subjective (1 to 5)</th>
<th>Objective (1 to 5)</th>
<th>Confidence (1 to 5)</th>
<th>Satisfaction (1 to 5)</th>
<th>Time in min (90th percentile)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Role</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Physicians (n=130)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No GRASP</td>
<td>61.4</td>
<td>2.4</td>
<td>3.7</td>
<td>3.0</td>
<td>3.6</td>
<td>3.6</td>
<td>10.9</td>
<td></td>
</tr>
<tr>
<td>GRASP</td>
<td>89.0</td>
<td>2.0</td>
<td>3.5</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
<td>6.1</td>
<td></td>
</tr>
<tr>
<td>Change (%)</td>
<td>45</td>
<td>−18</td>
<td>−5</td>
<td>33</td>
<td>10</td>
<td>12</td>
<td>−44</td>
<td></td>
</tr>
<tr>
<td><em>P</em> value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.080</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.62</td>
<td></td>
</tr>
<tr>
<td><strong>Nonphysicians (n=59)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No GRASP</td>
<td>37</td>
<td>2.7</td>
<td>3.3</td>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
<td>15.3</td>
<td></td>
</tr>
<tr>
<td>GRASP</td>
<td>85</td>
<td>2.0</td>
<td>2.8</td>
<td>4.4</td>
<td>3.8</td>
<td>3.9</td>
<td>6.6</td>
<td></td>
</tr>
<tr>
<td>Change (%)</td>
<td>127</td>
<td>−25</td>
<td>−16</td>
<td>28</td>
<td>10</td>
<td>14</td>
<td>−57</td>
<td></td>
</tr>
<tr>
<td><em>P</em> value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.07</td>
<td>&lt;.001</td>
<td>.047</td>
<td>.008</td>
<td>.26</td>
<td></td>
</tr>
<tr>
<td><strong>Specialty</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Emergency (n=94)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No GRASP</td>
<td>73</td>
<td>2.4</td>
<td>4.1</td>
<td>2.8</td>
<td>3.8</td>
<td>3.8</td>
<td>11.0</td>
<td></td>
</tr>
<tr>
<td>GRASP</td>
<td>93</td>
<td>1.9</td>
<td>3.7</td>
<td>3.8</td>
<td>4.1</td>
<td>4.1</td>
<td>6.5</td>
<td></td>
</tr>
<tr>
<td>Change (%)</td>
<td>29</td>
<td>−19</td>
<td>−10</td>
<td>36</td>
<td>6</td>
<td>7</td>
<td>−41</td>
<td></td>
</tr>
<tr>
<td><em>P</em> value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.009</td>
<td>&lt;.001</td>
<td>.07</td>
<td>.04</td>
<td>.51</td>
<td></td>
</tr>
<tr>
<td><strong>Nonemergency (n=95)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No GRASP</td>
<td>36</td>
<td>2.6</td>
<td>3.0</td>
<td>3.4</td>
<td>3.3</td>
<td>3.2</td>
<td>15.0</td>
<td></td>
</tr>
<tr>
<td>GRASP</td>
<td>83</td>
<td>2.0</td>
<td>2.9</td>
<td>4.4</td>
<td>3.8</td>
<td>3.8</td>
<td>6.5</td>
<td></td>
</tr>
<tr>
<td>Change (%)</td>
<td>129</td>
<td>−21</td>
<td>−6</td>
<td>28</td>
<td>15</td>
<td>19</td>
<td>−57</td>
<td></td>
</tr>
<tr>
<td><em>P</em> value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.096</td>
<td>&lt;.001</td>
<td>.001</td>
<td>&lt;.001</td>
<td>.11</td>
<td></td>
</tr>
<tr>
<td><strong>Familiarity with tools</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Familiar (n=108)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No GRASP</td>
<td>67.0</td>
<td>2.3</td>
<td>4.1</td>
<td>2.8</td>
<td>3.8</td>
<td>3.8</td>
<td>8.1</td>
<td></td>
</tr>
<tr>
<td>GRASP</td>
<td>89.6</td>
<td>1.8</td>
<td>3.7</td>
<td>3.8</td>
<td>4.1</td>
<td>4.1</td>
<td>5.3</td>
<td></td>
</tr>
<tr>
<td>Change (%)</td>
<td>34.0</td>
<td>−22.0</td>
<td>−10.0</td>
<td>39.0</td>
<td>8.0</td>
<td>8.0</td>
<td>−34.0</td>
<td></td>
</tr>
<tr>
<td><em>P</em> value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.007</td>
<td>&lt;.001</td>
<td>.016</td>
<td>.013</td>
<td>.51</td>
<td></td>
</tr>
<tr>
<td><strong>Not familiar (n=81)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No GRASP</td>
<td>36</td>
<td>2.7</td>
<td>2.8</td>
<td>3.6</td>
<td>3.3</td>
<td>3.2</td>
<td>18.2</td>
<td></td>
</tr>
<tr>
<td>GRASP</td>
<td>85</td>
<td>2.2</td>
<td>2.7</td>
<td>4.5</td>
<td>3.7</td>
<td>3.8</td>
<td>7.9</td>
<td></td>
</tr>
<tr>
<td>Health care professional group</td>
<td>Criteria</td>
<td>Score (0 to 100%)</td>
<td>Guessing (1 to 5)</td>
<td>Subjective (1 to 5)</td>
<td>Objective (1 to 5)</td>
<td>Confidence (1 to 5)</td>
<td>Satisfaction (1 to 5)</td>
<td>Time in min (90th percentile)</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>----------</td>
<td>--------------------</td>
<td>------------------</td>
<td>-------------------</td>
<td>-------------------</td>
<td>-------------------</td>
<td>----------------------</td>
<td>----------------------------</td>
</tr>
<tr>
<td>Change (%)</td>
<td>134</td>
<td>−18</td>
<td>−5</td>
<td>23</td>
<td>14</td>
<td>19</td>
<td>−57</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>.002</td>
<td>0.16</td>
<td>&lt;.001</td>
<td>.003</td>
<td>&lt;.001</td>
<td>24</td>
<td></td>
</tr>
</tbody>
</table>

**Gender**

**Males (n=120)**

- No GRASP
  - Score: 54.2
  - Guessing: 2.3
  - Subjective: 3.5
  - Objective: 3.1
  - Confidence: 3.7
  - Satisfaction: 3.6
  - Time in min (90th percentile): 13.5
- GRASP
  - Score: 82.2
  - Guessing: 2.0
  - Subjective: 3.3
  - Objective: 4.1
  - Confidence: 3.9
  - Satisfaction: 4.0
  - Time in min (90th percentile): 7.4
- Change (%)
  - P value: <.001
  - Guessing: .005
  - Subjective: .08
  - Objective: <.001
  - Confidence: .009
  - Satisfaction: .002
  - Time in min (90th percentile): .41

**Females (n=67)**

- No GRASP
  - Score: 55
  - Guessing: 2.9
  - Subjective: 3.5
  - Objective: 3.3
  - Confidence: 3.3
  - Satisfaction: 3.4
  - Time in min (90th percentile): 12.2
- GRASP
  - Score: 97
  - Guessing: 2.0
  - Subjective: 3.1
  - Objective: 4.3
  - Confidence: 3.9
  - Satisfaction: 4.0
  - Time in min (90th percentile): 5.3
- Change (%)
  - P value: <.001
  - Guessing: <.001
  - Subjective: .004
  - Objective: <.001
  - Confidence: .004
  - Satisfaction: .001
  - Time in min (90th percentile): .54

**Age (years)**

**Younger (<45 years, n=112)**

- No GRASP
  - Score: 59
  - Guessing: 2.6
  - Subjective: 3.6
  - Objective: 3.1
  - Confidence: 3.5
  - Satisfaction: 3.5
  - Time in min (90th percentile): 9.1
- GRASP
  - Score: 87
  - Guessing: 2.0
  - Subjective: 3.3
  - Objective: 4.1
  - Confidence: 4.0
  - Satisfaction: 4.0
  - Time in min (90th percentile): 6.0
- Change (%)
  - P value: <.001
  - Guessing: <.001
  - Subjective: .06
  - Objective: <.001
  - Confidence: .001
  - Satisfaction: .001
  - Time in min (90th percentile): .45

**Older (>45 years, n=77)**

- No GRASP
  - Score: 47
  - Guessing: 2.3
  - Subjective: 3.5
  - Objective: 3.2
  - Confidence: 3.6
  - Satisfaction: 3.6
  - Time in min (90th percentile): 15.9
- GRASP
  - Score: 88
  - Guessing: 2.0
  - Subjective: 3.2
  - Objective: 4.1
  - Confidence: 3.9
  - Satisfaction: 4.0
  - Time in min (90th percentile): 7.7
- Change (%)
  - P value: <.001
  - Guessing: .03
  - Subjective: .009
  - Objective: <.001
  - Confidence: .08
  - Satisfaction: .004
  - Time in min (90th percentile): .19

**Experience**

**Less experience (<15 years, n=94)**

- No GRASP
  - Score: 59
  - Guessing: 2.6
  - Subjective: 3.6
  - Objective: 3.0
  - Confidence: 3.5
  - Satisfaction: 3.4
  - Time in min (90th percentile): 8.1
- GRASP
  - Score: 87
  - Guessing: 2.0
  - Subjective: 3.3
  - Objective: 4.0
  - Confidence: 3.9
  - Satisfaction: 4.0
  - Time in min (90th percentile): 6.5
- Change (%)
  - P value: <.001
  - Guessing: <.001
  - Subjective: .09
  - Objective: <.001
  - Confidence: .009
  - Satisfaction: .001
  - Time in min (90th percentile): .46

**More experience (>15 years, n=95)**
The GRASP Usability and Usefulness

The overall SUS rate of the GRASP framework and evidence-based summary, considering the responses of all 194 participants, was 72.5%, which represents a very good level of usability [59,60]. Examining the influence of demographics on the SUS rates, only 2 factors showed significant influence: the gender of participants and their familiarity with predictive tools. The female participants reported a statistically significant higher SUS rate (76.2%) in comparison with the male participants (70.8%), showing that female participants, more than male participants, thought GRASP is easy to use. Using the statistical Spearman correlation test, the degree of familiarity with head injury predictive tools showed a weak negative statistically significant correlation with the GRASP SUS score (P=0.03). This indicates that participants who were less familiar with predictive tools thought that the GRASP framework was easy to use more than participants who were more familiar with the tools.

Among the 194 valid responses of participants, almost two-thirds (122) provided free-text feedback on the GRASP evidence-based summary usefulness and explained their feedback. The qualitative analysis of the open-ended question was conducted using the NVivo Version 12.3 software package [61]. Most respondents (88%, 108/122) reported that they found the GRASP evidence-based summary useful. They explained their responses with various reasons, mainly that the evidence-based summary was simple, clear, and logical. Some reported that the visual presentation was attractive, intuitive, and self-explanatory. Others reported that it concisely and comprehensively provided a summary of extensive information, and some reported that the presented information was consistent, easily comparable, making it easy to make informed decisions. A smaller group of 12% of participants reported that they found the GRASP evidence-based summary useless. They reported that it did not provide enough information to make informed decisions. Some reported that it was not clear enough, or simple enough, to understand and use to select predictive tools. One health care professional reported that “it is too complicated and needs to be simplified further,” while another reported that “it is oversimplified and missing some important parameters.” One health care professional reported “it might be more helpful when the decision is less clear” and added, “I would like to see more info on the strengths/weaknesses of each tool.”

Discussion

Brief Summary

The use of GRASP has positively supported, and significantly improved, evidence-based decision making and increased the accuracy and efficiency of selecting predictive tools. Using the GRASP framework has significantly increased correct decisions and objective decision making, and significantly decreased subjective decision making based on guessing, prior knowledge, or experience. Moreover, using the GRASP framework significantly decreased decisional conflict, increasing the confidence and satisfaction of participants with their decisions. Furthermore, using the GRASP framework decreased the task completion time for selecting predictive tools. In addition, the average SUS of the GRASP framework was very good, and most participants found the GRASP framework useful.

It is a challenging task for most health care professionals to critically evaluate a growing number of predictive tools, proposed in the literature, to select effective tools for implementation in clinical practice or for recommendation in clinical guidelines, to be used by other professionals. Although most of these predictive tools have been assessed for predictive performance, only a few have been implemented and evaluated for comparative effectiveness or postimplementation impact. Professionals need an evidence-based approach to provide them with standardized objective information on predictive tools to support their search for and selection of effective tools for comparative effectiveness or postimplementation impact. Professionals need an evidence-based approach to provide them with standardized objective information on predictive tools to support their search for and selection of effective tools for clinical tasks. On the basis of the critical appraisal of the published evidence, the GRASP framework uses 3 dimensions to grade predictive tools: (1) phase of evaluation, (2) level of evidence, and (3) direction of evidence. The final grade assigned to a tool is based on the highest phase of evaluation, supported by the highest level of positive evidence, or mixed evidence that supports a positive conclusion. In this study, we present an evaluation of the impact of the GRASP framework on professionals’ decisions in selecting predictive tools for CDS.

The Impact of GRASP on Participants’ Decisions

The GRASP framework provides a systematic and transparent approach for professionals to make objective, well-informed,
and evidence-based decisions regarding the selection of predictive tools. This is very similar to the findings of using the Grading of Recommendations Assessment, Development and Evaluation (GRADE) framework in evaluating the quality of evidence and strength of recommendations regarding treatment methods and decisions endorsed in clinical guidelines [62,63]. The quality of decision making, while developing clinical guidelines, depends significantly on the quality of the evidence-informed analysis and advice provided [64]. Similarly, supporting professionals with evidence improves their accuracy and helps them make better clinical decisions and better organizational decisions [65,66]. Similarly, using GRASP and providing professionals with evidence-based information on predictive tools significantly improved professionals' accuracy of decisions in selecting the best predictive tools.

Providing professionals with GRASP evidence-based information also enabled them to minimize subjective decision making, such as guessing, prior knowledge, or previous experience. This has been discussed in other studies investigating the role of utilizing evidence-based resources in decreasing subjective bias in making clinical, population-related, and health policy decisions [67,68]. Evidence-based information on GRASP was associated with a decrease in professionals' decisional conflict by increasing their confidence in their decisions and their satisfaction with them. This has been discussed in similar studies reporting the impact of evidence-based information on decreasing decisional conflicts faced by both professionals and patients when they make clinical decisions [69-71]. When time is a sensitive factor for critical clinical and population decisions, efficient decision making becomes important [72]. Here comes the role of evidence-based decision making, which is discussed to be not only more accurate, objective, and of higher quality but also much more efficient [73,74]. Similarly, providing professionals with GRASP evidence-based information improved their efficiency in making predictive tools' selection decisions.

Using GRASP made nurses and other professionals make more accurate decisions than physicians when they are not using GRASP. Using GRASP, clinicians of specialties other than emergency medicine make better decisions than emergency medicine clinicians without GRASP. Furthermore, using GRASP, professionals who were not familiar with head injury predictive tools made better decisions than professionals who were familiar with the tools without GRASP. Furthermore, the use of GRASP made decisions more efficient. Accordingly, using GRASP has moved professionals with less knowledge, less experience, and less familiarity with predictive tools to higher accuracy, higher efficiency, and better decision-making levels than professionals who had more knowledge, had more experience, and were more familiar with tools, but did not use GRASP.

The Usability and Usefulness of GRASP

The usability of systems is an important foundation for successful implementation and utilization [75]. Usability can be evaluated by measuring the effectiveness of task management with accuracy and completeness, measuring the efficiency of utilizing resources in completing tasks and measuring users’ satisfaction, comfort with, and positive attitudes toward, the use of the tools [76,77]. One of the validated and simply applicable methods of measuring usability is the SUS [52,53]. When users have more experience with a system, they tend to provide higher, more favorable SUS scores for the system usability over users with either no or limited experience [78]. On the other hand, when users have less experience with a system, they tend to see new tools illustrating the system, or new approaches to understanding it, more usable than users who have extensive experience with the system itself [79]. This explains why the degree of familiarity with the tools was negatively correlated with the GRASP SUS score, where participants less familiar with tools provided higher SUS scores for GRASP than participants who were more familiar. It is reported in the literature that gender does not influence the perceived usability or usefulness of systems [80,81]. This was not the case with GRASP, where female participants provided higher SUS scores than males. Furthermore, female participants also thought that GRASP is more useful than males. Both findings could be explained by the greater improvement in female participants’ confidence and satisfaction with their decisions when they used GRASP compared with male participants. Some participants’ suggestions, reported in the free-text feedback, can be used in the future to add more information to the GRASP detailed report on each tool.

Study Conclusions

Through this study, the GRASP framework is presented as an effective evidence-based approach to support professionals’ decisions when selecting predictive tools for implementation in clinical practice or for recommendation in clinical practice guidelines. Using the GRASP framework and the evidence-based summary improved the accuracy of selecting the best predictive tools, with an increased objective, informed, and evidence-based decision making and decreased subjective decision making based on guessing, prior knowledge, or experience. Using GRASP also decreased the decisional conflict faced by professionals by improving their confidence and satisfaction with their decisions. Using GRASP has also improved the efficiency of professionals in making their selection decisions by decreasing the time needed to complete the decision-making task.

The GRASP framework represents a high-level approach to provide professionals with an evidence-based and comprehensive, yet simple and feasible method to evaluate and select predictive tools. However, when professionals need further information, the detailed framework report provides them with the required details to support their decision making. The GRASP framework is designed for 2 levels of users:

1. Expert users, such as health care researchers, experienced in evidence-based evaluation methods. They will use the framework to critically evaluate published evidence, assign grades to predictive tools, and report their details.

2. End users, such as clinicians and health care professionals, responsible for selecting tools for implementation in clinical practice or for recommendation in clinical guidelines. They will use the GRASP framework detailed reports on tools and their
assigned grades, produced by expert users, to compare existing predictive tools and select the most suitable tools [27].

The GRASP framework is not meant to be absolutely prescriptive. A lower grade tool could be preferred by a health care professional to improve clinical outcomes that are not supported by a higher grade one. For example, a practicing clinician may prefer an A2 tool showing improved patient safety in 2 observational studies rather than an A1 tool showing reduced health care costs in three experimental studies because they are now trying to improve patient safety to avoid reducing health care costs. It all depends on the objectives and priorities that the clinicians and health care professionals are trying to achieve. In addition, sometimes, more than one predictive tool should be endorsed in clinical practice guidelines, each supported by its requirements for application, conditions of use, and recommended for its most prominent outcomes of predictive performance or postimplementation impact on health care and clinical outcomes. Furthermore, even when GRASP assigns high grades to predictive tools, some of these tools may not be simply recommended for use in a different country or population than the ones that were used to develop and validate the tools in the first place. This might happen because of the population-related differences in the risks associated with the incidence of certain medical conditions, outcomes, or prognoses. This necessitates adjustment of the tools to the local context, thereby producing new versions of the tools, which requires re-evaluation by GRASP.

Although the GRASP framework has been developed to assess and grade predictive tools and other similar CDS systems, the application of the framework concept of grading tools and systems based on the published evidence is not limited to predictive tools or CDS systems. The GRASP framework concept can be applied to assess and grade many other types of clinical tools, systems, and methods.

**Study Limitations and Future Work**

Although we received a large and sufficient number of 194 valid responses, the very low response rate of 5.9% could have been improved if potential participants were motivated by some incentives. They could have also been motivated if more support was provided through their organizations, which need more resources to synchronize such efforts. For the sake of keeping the survey feasible, for most busy professionals, the number of questions was kept limited and the time required to complete the survey was kept in the range of 20 min. However, some of the participants showed their willingness to provide more detailed feedback, which could have been done through interviews, for example, but this was out of the scope of the study and was not initially possible with the huge number of invited participants. The reduction in the decision-making duration of selecting predictive tools, while using GRASP, was statistically insignificant, because of the high variability and extreme statistical outliers, with and without GRASP. This could be explained by the fact that the Qualtrics platform of the survey measures the task completion duration by subtracting the time of loading the page from the time of pushing the Next button after completing the task and not the actual time the participants spent active on the page, which is currently under development [82].

To enable a wider global audience of clinicians, health care professionals, and clinical guideline developers to access detailed information, reported evidence, and assigned grades of different predictive tools, it is essential to implement the GRASP framework into a web-based platform. However, maintaining such a grading system up to date is a challenging task, as this requires continuous updating of the predictive tools grading and assessments when newly published evidence becomes available. In addition, the entire process is currently conducted manually, which represents a large burden on assessing and grading the huge number of existing predictive tools and those continuously emerging. Accordingly, it is essential to use automated or semiautomated methods for searching and processing new information to keep the GRASP framework information, grades, and assessments updated. Finally, we recommend that the GRASP framework be utilized by working groups of professional organizations to grade predictive tools to provide consistent results and increase reliability and credibility for end users. These professional organizations should also support disseminating such evidence-based information on predictive tools, similar to announcing and disseminating new updates of clinical practice guidelines.
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Abstract

**Background:** Suboptimal use of antibiotics is a driver of antimicrobial resistance (AMR). Clinical decision support systems (CDSS) can assist prescribers with rapid access to up-to-date information. In low- and middle-income countries (LMIC), the introduction of CDSS for antibiotic prescribing could have a measurable impact. However, interventions to implement them are challenging because of cultural and structural constraints, and their adoption and sustainability in routine clinical care are often limited. Preimplementation research is needed to ensure relevant adaptation and fit within the context of primary care in West Africa.

**Objective:** This study examined the requirements for a CDSS adapted to the context of primary care in West Africa, to analyze the barriers and facilitators of its implementation and adaptation, and to ensure co-designed solutions for its adaptation and sustainable use.

**Methods:** We organized a workshop in Burkina Faso in June 2019 with 47 health care professionals representing 9 West African countries and 6 medical specialties. The workshop began with a presentation of Antibiotic, a publicly funded CDSS for antibiotic...
prescribing in primary care that provides personalized antibiotic recommendations for 37 infectious diseases. Antibiotic use is freely available on the web and as a smartphone app (iOS, Android). The presentation was followed by a roundtable discussion and completion of a questionnaire with open-ended questions by participants. Qualitative data were analyzed using thematic analysis.

**Results:** Most of the participants had access to a smartphone during their clinical consultations (35/47, 74%), but only 49% (23/47) had access to a computer and none used CDSS for antibiotic prescribing. The participants considered that CDSS could have a number of benefits including updating the knowledge of practitioners on antibiotic prescribing, improving clinical care and reducing AMR, encouraging the establishment of national guidelines, and developing surveillance capabilities in primary care. The most frequently mentioned contextual barrier to implementing a CDSS was the potential risk of increasing self-medication in West Africa, where antibiotics can be bought without a prescription. The need for the CDSS to be tailored to the local epidemiology of infectious diseases and AMR was highlighted along with the availability of diagnostic tests and antibiotics using national guidelines where available. Participants endorsed co-design involving all stakeholders, including nurses, midwives, and pharmacists, as central to any introduction of CDSS. A phased approach was suggested by initiating and evaluating CDSS at a pilot site, followed by dissemination using professional networks and social media. The lack of widespread internet access and computers could be circumvented by a mobile app with an offline mode.

**Conclusions:** Our study provides valuable information for the development and implementation of a CDSS for antibiotic prescribing among primary care prescribers in LMICs and may, in turn, contribute to improving antibiotic use, clinical outcomes and decreasing AMR.
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**Introduction**

**Antimicrobial Resistance**

Antimicrobial resistance (AMR) is a global threat that affects both high-income countries (HIC) and low- and middle-income countries (LMIC). The drivers of AMR, including antibiotic misuse, lack of infection prevention and control, and poor sanitation, particularly affect LMICs [1,2]. Data suggest that 80% to 90% of all antibiotics used in humans are prescribed in primary care [3]. Although antibiotic use has been increasing over the last decade in LMICs [2,4], antibiotic prescribing indicators in primary care for the African region deviate significantly from the World Health Organization’s (WHO) reference targets [5]. Deviations from existing guidelines on antibiotic use, including delays and overuse, are linked both to patients’ behavior and that of health care professionals [6,7]. There is thus a need to find interventions that could improve antibiotic prescribing in primary care to respond to the global threat of AMR.

**Electronic Clinical Decision Support Systems**

Electronic clinical decision support systems (CDSS) have been devised to provide prescribers with rapid access to updated information, which is required to make appropriate therapeutic decisions [8]. CDSS can be split into CDSS providing unsolicited information (eg, alerts for drug interactions) and CDSS providing solicited information (eg, diagnostic support systems). Computer representations of patient care guidelines are among commonly used CDSS [9,10]. They allow the prescriber to enter basic clinical information of a patient and access the diagnostic or therapeutic guidelines adapted to the patient’s unique situation. Machine learning CDSS that find their own decision rules from the data are increasingly being developed and may replace knowledge-based CDSS in which human experts define the decision rules in the future [11]. CDSS adapted in primary care have the potential to reduce overall antibiotic use and improve the appropriateness of antibiotic prescribing [12,13]. In LMICs, the introduction of such aids is in the early stages of development [14], but it could have a measurable impact within the context of sparse infectious diseases specialists. Primary care prescribers in LMICs often lack clinical practice guidelines adapted to their setting and do not have access to antimicrobial stewardship programs [15]. Although they may not have access to health care information systems, CDSS providing diagnostic guidance or easy access to therapeutic guidelines may help them make the right decision at the point-of-care [16]. Improving the adequacy of antibiotic prescribing might, in turn, lead to better clinical outcomes and decreased AMR. Moreover, CDSS have the potential to be implemented in multiple health facilities without recruiting new prescribers [17] and could optimize the utilization of resources that are scarce in LMICs.

**Implementation of Clinical Decisions Support System in West Africa**

Consequently, the development and implementation of CDSS that fit into clinical work might be part of interventions to mitigate against drivers of AMR in LMICs. However, the adaptation of CDSS for antibiotic prescribing in routine clinical care and their sustainability are often limited [10,18]. As is the case with many innovations in health care, multiple CDSS have been abandoned after their development and initial evaluation because of multiple factors, including the lack of preimplementation work [19]. Indeed, at the global level, the situation analysis for AMR in human health often lack the assessment of technological innovations [20]. Moreover, many CDSS failed to demonstrate a clinical impact because of the low uptake of the CDSS and poor adherence to the generated advice [21,22]. According to the WHO, the adaptation of
electronic CDSS is particularly low in LMICs [23]. Interventions to implement CDSS are challenging because of cultural and structural constraints, and these challenges are even more pronounced in primary care where prescribing can be done by a variety of health care professionals or when resources are limited [14,24]. West Africa hosts about 381 million people and includes 16 countries, among them some of the lowest income countries in the world [25,26]. French-speaking West African countries, including Benin, Burkina Faso, Cameroon, Chad, Ivory Coast, Republic of Congo, Guinea, Mali, Niger, Senegal, and Togo, were among the LMICs with the highest increase in global antibiotic consumption between 2000 and 2015 [2]. As highlighted by the WHO, countries in the African region are the least advanced regarding electronic and mobile health [23].

Objectives

Before developing or implementing a CDSS for antibiotic prescribing in West Africa, we need to understand the contextual, structural, and behavioral determinants that will facilitate or prevent the use of CDSS for antibiotic prescribing. Our study aimed to examine the requirements for a CDSS adapted to the context of primary care in West Africa and to analyze the barriers and facilitators of its implementation and adaptation by prescribers using qualitative methods during a preimplementation workshop.

Methods

Study Design

Our aims were (1) to understand the potential benefits and risks of a CDSS for antibiotic prescribing in primary care in West Africa, (2) to analyze the barriers and facilitators of its implementation, and (3) to ensure co-designed solutions for its adaptation and sustainable use. To this end, we organized a workshop with West African antibiotic prescribers that began with a presentation of Antibiotic, a CDSS for antibiotic prescribing currently widely used in France and freely available on the web and as a smartphone app (further details below). We chose to begin the workshop with an example of an existing CDSS rather than with a theoretical description of a CDSS for antibiotic prescribing. This strategy was considered by the organizing team as the most promising to elicit reactions among the participants. The main characteristics of a CDSS were presented, and the organizers went through a number of clinical scenarios on infectious diseases using Antibiotic. Then, the organizers moderated a roundtable discussion with all the participants. During this first-of-its-kind workshop, the participants generated barriers and facilitators to the use of a CDSS such as Antibiotic in West Africa and were asked to hypothesize if its use could lead to benefits or risks, including unexpected events. Participants were specifically asked to debate the challenges in the implementation and adaptation of a CDSS for antibiotic prescribing in West Africa and to co-design solutions.

Antibiotic—An Example of a Clinical Decision Support System for Antibiotic Prescribing

Antibiotic is a French CDSS for antibiotic prescribing in primary care, [27] targeting 37 common infectious diseases, freely available on the web and as a smartphone app on iOS and Android. It was codeveloped by general practitioners, specialists of infectious diseases, and engineers in 2011. Clinicians can enter the diagnosis of a patient on the website or app, they are then asked a few targeted questions (age group, comorbidities, renal function, breastfeeding, and pregnancy). Finally, they receive a tailored recommendation of antibiotic regimen, dose, and duration according to French national guidelines. Multimedia Appendices 1 and 2 describe how to use Antibiotic respectively with slides or video in English. Antibiotic was developed using a systematic method to transform clinical practice guidelines from the French National Authority for Health and the French Infectious Diseases Society (SPILF) into decision trees in Antibiotic. Antibiotic is updated frequently and modified as soon as a new guideline is published. The number of Antibiotic users in France has steadily increased over the past years from a median (IQR) of 414 (245–494) a day in 2012 to 5365 (2891–5769) a day in 2018, without any saturation to date (Multimedia Appendix 3). The smartphone app has been downloaded 22,970 times on Android and 15,200 times on iOS. More details are described in a recent study [27].

Workshop Location and Participants

The 3-hour workshop to discuss the implementation and adaptation of a CDSS for antibiotic prescribing in West Africa was organized in Burkina Faso by 2 professors of infectious diseases, 1 from Burkina Faso (AP) and 1 from France (FL). To maximize participation and cost efficiency, the workshop took place during the French-speaking university course Anti-biologie et Antibiotherapie en Afrique Subsaharienne (Antibiotic therapy in Sub-Saharan Africa) organized in Bobo-Dioulasso, Burkina Faso, on June 2019. This course lasts 5 weeks and is organized every year by the University Nazi Boni of Bobo-Dioulasso and the University of Montpellier. The course is open to West African health professionals working on AMR or antibiotic therapy, whether in primary, secondary, or tertiary care, with no selection among participants. Attendance to the workshop was voluntary for the participants of the course.

Electronic Questionnaire

After the roundtable discussion, an electronic questionnaire with closed- and open-ended questions was given to each participant (Multimedia Appendix 4). The questionnaire allowed the collection of in-depth individual data on the implementation and adaptation of a CDSS for antibiotic prescribing. The questionnaire was codeveloped by a multidisciplinary team including 6 members of the Antibiotic study team: infectious diseases clinicians (AP and FL), a microbiologist (AO), public health specialists (JB and GS) with experience in the West African context, and an implementation science and knowledge mobilization lecturer (RA). The first part collected demographic characteristics and information regarding the use of electronic tools for antibiotic prescribing. The second part displayed open-ended questions about potential outcomes and users of a
CDSS for antibiotic prescribing in West Africa and the challenges of its implementation and adaptation.

**Data Analysis**

Data from the closed-ended questions of the questionnaire were imported into R software version 3.2.4 (R Foundation for Statistical Computing). Numerical data are presented as absolute numbers, proportions, and median (IQR). The entire roundtable discussion was audio recorded and transcribed verbatim by the AMK France professional company. Data from the roundtable discussion and open-ended questions were analyzed using thematic analysis and were coded to identify key categories, which were developed into themes using NVivo 12 software (QSR International). The analysis of questionnaires and the roundtable discussion supported cross-validation and triangulation of the findings.

**Ethical Considerations**

Written consent was obtained from each participant. No distinguishable personal information was recorded, and all the data were analyzed anonymously. This survey was approved by the research ethics committee of Centre Muraz (Health Research Institute, Bobo-Dioulasso, Burkina Faso) and was compliant with the European General Data Protection Regulation.

**Results**

**Participants**

All 47 participants of the course, 19 women and 38 men with a median (IQR) age of 31 (30-38) years, participated in the workshop and completed the questionnaire. Most of the participants (35/47, 74%) were from Burkina Faso, but 8 other West African countries were represented. Approximately half of the participants (24/47, 51%) worked in a university hospital, whereas the others worked in general hospitals (14/47, 30%), public health institutes (4/47, 9%), dispensary (1/47, 2%), private hospital (1/47, 2%), or pharmacies (1/47, 2%). The low number of participants working as primary care prescribers may be related to a more difficult access to university degrees. The specialty of the participants was general practice (21/47, 45%), microbiology (13/47, 28%), pharmacy (4/47, 9%), anesthesiology and intensive care (3/47, 6%), infectious diseases (2/47, 4%), and neurosurgery (2/47, 4%). Only 26% (12/47) of participants, all in Burkina Faso, stated that they used national guidelines to prescribe antibiotics. The others used French guidelines (20/47, 43%), WHO guidelines (20/47, 43%), or local hospital guidelines (4/47, 9%).
Table 1. Demographic characteristics of participants (N=47).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>31 (30-38)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>28 (60)</td>
</tr>
<tr>
<td>Women</td>
<td>19 (40)</td>
</tr>
<tr>
<td><strong>Country of practice, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>35 (74)</td>
</tr>
<tr>
<td>Togo</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Senegal</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Mali</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Gabon(^a^)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Guinea</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Guinea-Bissau</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Ivory Coast</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Niger</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Working structure, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>University hospital</td>
<td>24 (51)</td>
</tr>
<tr>
<td>General hospital</td>
<td>14 (30)</td>
</tr>
<tr>
<td>Public health institute</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Dispensary</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Private hospital</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Pharmacy</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Medical specialty, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>General practice</td>
<td>21 (45)</td>
</tr>
<tr>
<td>Microbiology</td>
<td>13 (28)</td>
</tr>
<tr>
<td>Pharmacist</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Anesthesiology and intensive care</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Infectious diseases</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Neurosurgery</td>
<td>2 (4)</td>
</tr>
<tr>
<td><strong>Guidelines used for clinical practice, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>French</td>
<td>20 (43)</td>
</tr>
<tr>
<td>World Health Organization</td>
<td>20 (43)</td>
</tr>
<tr>
<td>National(^b^)</td>
<td>12 (26)</td>
</tr>
<tr>
<td>Hospital</td>
<td>4 (9)</td>
</tr>
<tr>
<td>American</td>
<td>2 (4)</td>
</tr>
<tr>
<td>European</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Portuguese</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

\(^a^\)Central Africa.

\(^b^\)The 12 participants were from Burkina Faso.
Current Use of Technology and Clinical Decision Support Systems

Most of the participants (35/47, 74%) had a smartphone with internet access during their clinical consultations, but less than half (23/47, 49%) of the participants had access to a computer, and 15% (7/47) of the participants had no access to any electronic tools during their consultations. Most of the clinicians did not use an electronic health record system (39/47, 83%) or CDSS (36/47, 77%) for any clinical decision making during their clinical consultations. The only CDSS mentioned by the participants was a tool for basic medical calculations and a tool that displays medical cards. No CDSS for antibiotic prescribing (nor for any antimicrobial drug) was used by the participants (Figure 1).

Figure 1. Current use of technology during consultation among participants. CDSS: clinical decision support systems.

Potential of a Clinical Decision Support Systems for Antibiotic Prescribing

Most of the participants expected favorable outcomes from the implementation of a CDSS for antibiotic prescribing in primary care in their countries (Figure 2). They thought a CDSS was likely to improve the quality of antibiotic prescribing (47/47, 100%), improve adherence to guidelines (47/47, 100%), improve the management and care of patients (44/47, 94%), decrease the number of medical errors (44/47, 94%), improve the volume of antibiotic use (44/47, 94%), improve the duration of antibiotic therapy (43/47, 91%), fight against AMR (43/47, 91%), increase the medical knowledge of users (43/47, 91%), and save time during consultation (38/47, 81%). Participants disagreed on the fact that such a tool could strengthen the physician-patient relationship (20/47, 43% judged it likely; 11/47, 23% unlikely; and 16/47, 34% were neutral) or could lead to blind obedience to electronic tools from prescribers (16/47, 34% judged it likely; 16/47, 34% unlikely; and 15/47, 32% were neutral).
During the roundtable discussion and through the open-ended questions, the participants identified a number of consequences of a CDSS on a wider scale. Participants underlined the lack of antimicrobial stewardship teams in West Africa. They hypothesized that a CDSS could help many isolated structures to have access to antibiotic prescribing recommendations and could relieve existing antimicrobial stewardship teams of simple antibiotic prescribing advice and let them focus on complex cases. One participant noted that a CDSS could be used to increase surveillance capability in primary care. Indeed, its use could be monitored and lead to reports on the incidence of infectious diseases and the rate of antibiotic prescriptions. The participants agreed that this is particularly important in West African countries where epidemiological data are scarce. The use of French guidelines was not seen as a barrier to a CDSS. Indeed, most of the participants declared that they did not have national guidelines to prescribe antibiotics in their country. However, the participants pointed out that a successful CDSS could have a positive impact in encouraging national societies to develop guidelines that could then be integrated into the CDSS. More broadly, they agreed that this CDSS could help to increase the awareness of health professionals on the importance of appropriate prescribing and the risks of AMR. The participants also agreed that a CDSS could be used in the initial training and continuous medical education of health professionals by updating antibiotic prescribing knowledge:

*If you use it continually, you certainly update your knowledge.* [General practitioner in Burkina Faso]

Regarding the scope of a CDSS for antibiotic prescribing, the participants stated that it could have a positive impact on the management of urinary tract infections (84%); skin and soft tissue infections (84%); gastrointestinal tract infections (83%); genital infections (80%); pneumonia (77%); meningitis (70%); ear, nose, and throat infections (70%); dental infections (67%); and surgical site infections (61%). The participants identified a wide diversity of potential users of a CDSS for antibiotic prescribing in West Africa, including general practitioners, infectious diseases specialists, physicians in other specialties, pharmacists, nurses, clinical microbiologists, and midwives.

**Challenges**

The participants identified a number of challenges and proposed a number of solutions for the adaptation of a CDSS for antibiotic prescribing in a West African setting (Table 2), and these are grouped by system level.
<table>
<thead>
<tr>
<th>Level</th>
<th>Challenges to CDSS&lt;sup&gt;a&lt;/sup&gt; development</th>
<th>Challenges to CDSS implementation</th>
<th>Potential solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Country level</td>
<td>• Scarcity of epidemiological data on the prevalence and incidence of infectious diseases and the level of antimicrobial resistance</td>
<td>• N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>• Encouraging studies to better analyze the local and regional epidemiology</td>
</tr>
<tr>
<td></td>
<td>• Lack of national guidelines</td>
<td>• N/A</td>
<td>• Developing and updating the CDSS according to local and regional epidemiology regarding infectious diseases, microbiology, and antimicrobial resistance</td>
</tr>
<tr>
<td></td>
<td>• Limited availability of diagnostic tests and antibiotics</td>
<td>• N/A</td>
<td>• Including tuberculosis and common parasitic diseases</td>
</tr>
<tr>
<td>Health care structure level</td>
<td>• N/A</td>
<td>• Lack of internet access and information technology infrastructure</td>
<td>• The CDSS should follow local, regional, and national guidelines where they exist. If they do not, the CDSS could follow French or WHO&lt;sup&gt;c&lt;/sup&gt; guidelines as they are used by most participants</td>
</tr>
<tr>
<td></td>
<td>• N/A</td>
<td>• Independently operating and geographically isolated health structures such as dispensaries</td>
<td>• The CDSS should be developed for the subcontinent of West Africa and then could be further adapted to each country</td>
</tr>
<tr>
<td></td>
<td>• Diversity of training needs for primary care prescribers</td>
<td>• N/A</td>
<td>• To easily adapt the CDSS to local and national guidelines, the programming and code of the CDSS should be in open access</td>
</tr>
<tr>
<td>Individual level: clinicians and patients</td>
<td>• N/A</td>
<td>• Lack of awareness and training about CDSS</td>
<td>• Adapting the suggestions to locally available diagnostic tests and antibiotics by working with national scientific societies</td>
</tr>
<tr>
<td></td>
<td>• N/A</td>
<td>• Risk of increasing self-treatment with antibiotics as they are available without prescription in most West African countries</td>
<td>• Development of an offline mode of the CDSS</td>
</tr>
<tr>
<td></td>
<td>• N/A</td>
<td>• Risk of deskilling and dependency of prescribers</td>
<td>• Development of a mobile version on iOS and Android</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Increasing the availability of computers and internet access in West Africa</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Pilot testing of the CDSS in a primary care structure linked to an academic hospital before disseminating the tool to other health structures</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Field communication with primary care prescribers</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Using the network of the Ministry of Health</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Co-designing the CDSS with general practitioners, nurses, midwives, microbiologists, dentists, and pharmacists</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Allowing for different modules of access for health professionals to meet the different information needs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Dedicated training for primary care prescribers Communicating through scientific and professional societies, using traditional and social media</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Involving all the stakeholders, including health authorities, the Ministry of Health, and the media</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Limiting access to registered health professionals (disagreement between participants)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Regulating access to antibiotics without prescription</td>
</tr>
</tbody>
</table>
Country Level
At the country level, the participants pointed out the scarcity of epidemiological data in West African countries, the difference between epidemiology of diseases in HICs and LMICs, the lack of national guidelines, and the limited availability of diagnostic tests and antibiotics. To produce computer-interpretable clinical guidelines, CDSS developers need to have access to clinical practice guidelines. For countries where national guidelines for infectious diseases management do not exist, the participants first suggested the development of a CDSS based on French or WHO guidelines to encourage the establishment of national guidelines. To address the specific needs of primary care prescribers in West Africa, the CDSS should not only target the management of common bacterial diseases but also the management of parasitic diseases and tuberculosis. Participants stressed the importance of tailoring the CDSS to local capacity and infrastructure, such as resource availability and antibiotics, with the help of national scientific societies.

Health Care Structure Level
The first challenge at the organization level was the lack of internet access and information technology (IT) infrastructure. Taking into account the wide availability of smartphones with internet access, the participants highlighted major opportunities through the development of mobile phone versions of CDSS (on iOS and Android) with an offline mode. The second challenge was the important number of independently operating health structures, such as dispensaries, in the West African health system. To reach these structures, participants suggested the involvement of relevant stakeholders, including health authorities, the Ministry of Health, scientific societies, the media, and opinion leaders, using traditional and social media:

*It is important to use the traditional networks of the Ministry of Health where information goes down hierarchically but also social media that are more and more used.* [Physician in a university hospital, Burkina Faso]

The organization of a phased approach was suggested by initiating and evaluating CDSS in a pilot primary care structure linked to an academic hospital followed by dissemination to other health structures:

*You have to show people that it's used by people like them starting with a pilot test site.* [Physician in a general hospital, Burkina Faso]

Potential solutions
- Education of patients about the need to use reference books or electronic sources to provide the best care
- Ensuring the independence of the tool from pharmaceutical companies

Individual Level: Clinicians and Patients
The diversity of primary care prescribers who have different levels of decision support needs was identified as a challenge to developing effective CDSS. A physician working in a general hospital stated that in West Africa “nurses see a lot of patients, certainly more than physicians” highlighting the need to codevelop the CDSS with primary care health care professionals who frequently prescribe antibiotics, such as general practitioners, nurses, midwives, microbiologists, dentists, and pharmacists. The implementation of a CDSS in West Africa should take into account the lack of widespread knowledge on the use of CDSS by organizing training sessions with primary care prescribers. One participant said that some health care professionals or patients could be refractory to new technologies, but this was not considered a major barrier by the other participants. The participants identified a number of facilitators for the adaptation of a CDSS by primary care prescribers and patients, including the independence of the tool from pharmaceutical companies, codevelopment with users, free access to the CDSS, and good usability.

The most discussed unexpected consequence was that an open access CDSS such as Antibiotic could amplify self-medication of antibiotics due to availability without prescription:

*My point of view is really mixed. This represents an undeniable progress for antibiotic prescribing but in the context of our country, there is a non-negligible risk of self-medication by non-healthcare professionals.* [General practitioner, Burkina Faso]

*A very good tool for the treatment of infections but which could be dangerous in the southern countries because of self-medication and the accessibility of antibiotics without prescription.* [Physician in a university hospital, Burkina Faso]

In this context, the CDSS may be used as a substitute for expert health care opinion. However, some participants highlighted the fact that much information is already available on the web and that Antibiotic is already available, including in Burkina Faso, with no reported use by patients. In fact, there was uncertainty regarding if implementing a CDSS in West Africa would amplify the phenomenon of self-medication or would help by providing a reliable source to patients who would want to self-medicate anyway:

*Some patients will buy antibiotics without prescription, with or without the tool.* [General practitioner, Burkina Faso]
On the contrary, if patients have access to national recommendations, this reinforces and this even facilitates your message. [Professor in a university hospital, Burkina Faso]

A consensus emerged that the best solution is to increase efforts to limit access to antibiotics without prescription.

Discussion

Principal Findings

We conducted a preimplementation workshop with West African health professionals to examine the requirements for a CDSS adapted to the context of primary care in their countries. The use of CDSS for antibiotic prescribing (and other clinical decisions, in fact) is currently missing, but the importance and need for such tools to support antibiotic prescribing in primary care were stressed by all participants. Regarding the implementation of a CDSS in primary care, the participants encouraged a procedure of co-designing the tool with health professionals and stakeholders involved in antibiotic prescribing and initiation via a primary care pilot site, which is linked to an academic hospital (Figure 3). The diffusion of the CDSS would be more successful if supported by networks of medical specialists and the Ministry of Health but should also take advantage of social media because of its high use among health care professionals. The lack of widespread internet access and computers during consultation was a barrier to the use of the CDSS, but it could be circumvented by the development of a mobile app with an offline mode. The CDSS should be tailored to the local epidemiology of infectious diseases and AMR, and the high prevalence of malaria, tuberculosis, and HIV in West Africa should be taken into account when developing the CDSS [28]. The availability of diagnostic tests and antibiotics may differ between West African countries and may vary over time, requiring frequent updates of the CDSS.

Figure 3. Key steps for the development and implementation of a clinical decision support systems for antibiotic prescription in low- and middle-income countries. AMR: antimicrobial resistance; CDSS: clinical decision support systems.
CDSS should have restricted access. On the contrary, some participants thought that a CDSS could provide an opportunity to strengthen the education of the general public about antibiotic prescribing and AMR. Development and implementation of a CDSS was seen to be associated with a number of benefits related to improving clinical care and reducing AMR and also to strengthening and updating practitioners’ knowledge of antibiotic prescribing recommendations, encouraging the development of national guidelines, and developing surveillance capabilities in primary care. Indeed, the implementation of a CDSS for antibiotic prescribing could be coupled with measures that allow an increase in the capability of surveillance of antibiotic use. Examples include real-time monitoring of requests expressed on the platform and extracting reports about antibiotic use [27,29]. Moreover, the implementation of a CDSS in the community could have implications beyond antibiotic prescribing in primary care. Indeed, primary care is the gateway to secondary and tertiary care, and AMR in primary care circulates in the whole health system [30].

**Comparison With Prior Work**

The lack of preimplementation and co-design work concerning the assessment of CDSS for antibiotic prescribing has been reported in recent reviews [10,31]. More broadly, research on the implementation strategies for CDSS in primary care is lacking [32]. A qualitative design involving 33 face-to-face interviews with general practitioners has been used to codevelop computer-delivered interventions to promote guidelines for antibiotic prescribing in the United Kingdom. The authors focused on the technical development of prompts and the determinants of their acceptability but did not study the implementation of the CDSS in clinical practice [33]. Postimplementation research found that the key factor for the use of this CDSS by general practitioners in primary care was their awareness of the implementation of the system within their practice [22]. The lack of end-user engagement with implementation and the rigidity of the guidelines incorporated in the prompts were barriers to the effective adaptation of the system, stressing the importance of a systematic and theoretically informed process of implementation for CDSS [34]. The nonadaptation, abandonment, scale-up, spread, and sustainability framework has been developed to support the implementation of technological innovations in health and social care [19]. It lists challenges in 7 domains: the condition or illness, the technology, the value proposition, the adopter system (comprising professional staff, patient, and lay caregivers), the organization(s), the wider (institutional and societal) context, and the interaction and mutual adaptation between all these domains over time.

Few studies have focused on CDSS for the management of infectious diseases in LMICs and in particular in West Africa. A recent review identified 6 CDSS for the management of febrile children in primary care in LMICs [35]. In a pilot cluster-randomized controlled study, the clinical algorithm for management of childhood illness available on smartphones (e-ALMANACH) increased the number of children screened for red flags and decreased antibiotic prescription in Tanzania [36]. This result was confirmed in another controlled study in which the use of e-ALMANACH to manage children improved clinical outcomes and reduced antibiotic prescription by 80% [37]. Electronic point-of-care tool, an electronic algorithm using point-of-care testing results including C-reactive protein and procalcitonin, was shown to improve the clinical outcomes of children with febrile illnesses as compared with the e-ALMANACH CDSS [38,39]. Another study described a protocol for the implementation on a large scale in Burkina Faso of an electronic tool for integrated management of childhood illnesses [40]. The results of this trial have not been published yet. In general, few data are available on the adaptation and sustainability of such interventions. One team analyzed the implementation cost of a CDSS for antenatal and delivery care and found that most of the cost resulted from the recruitment and training of nurses and midwives using the CDSS and from buying laptops [41]. A CDSS that is easily used by health care professionals and is available as a free mobile app could lead to a decreased implementation cost. A study in Burkina Faso confirmed a positive attitude toward electronic decision support systems and the need for simplicity and good usability of the tool. They found similar barriers, such as the lack of infrastructure and IT systems and the limited availability of drugs and diagnostic tests [42]. The development of CDSS in LMICs could be facilitated by the development of mobile health [43] and by sharing open-source codes [44]; however, other challenges remain: countries often have to buy a back-office or another hosting solution and have to pay for the maintenance of the server [45,46]. These costs, if not anticipated, can limit the sustainability of CDSS.

**Limitations**

The participants stressed the diversity of prescribers and health structures in West Africa that must be taken into account when codeveloping the CDSS. However, most of the participants in our workshop were physicians specialized in general practice working in Burkina Faso university hospitals. This bias was related to our recruitment of participants via a university degree organized by French and Burkina Faso universities. We, thus, need to involve more primary care prescribers such as nurse prescribers, midwives, and physicians working in dispensaries to allow for a broader view of primary care antibiotic prescribing. Indeed, prescribing habits may vary between professional groups [47,48], and we would like to capture potential differences among prescribers concerning the use, needs, and expectations regarding CDSS for antibiotic prescribing.

To open the discussion, we decided to provide an example of a currently used CDSS. Indeed, as we anticipated that most of the participants had no experience using electronic decision support systems for antibiotic prescribing, we wanted to show them an existing CDSS and collect opinions. This approach was likely to influence the answers of participants and the discussion during the roundtable discussions. However, we think that the barriers and facilitators identified in the study are not limited to Antibiotic. Indeed, the contextual barriers that have been found have been described in other studies. Nonprescription dispensing of antibiotics in the community has been widely described both in LMICs [49,50] and in HICs [51]. In a recent review, the authors did not find any clinical practice guideline applicable to prehospital care in LMICs among 276 guidelines.
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[15]. For countries where national guidelines for the management of infectious diseases do not exist, the participants suggested the development of a CDSS first based on French or WHO guidelines to encourage the establishment of national guidelines.

The governance system and public health priorities could be important additional factors that need to be studied in West Africa before the implementation of a CDSS. Work has been done in European countries about governance to address AMR [52], and relevant frameworks for assessing this important factor exist [20,53]. However, the analysis and governance frameworks for antibiotic prescribing often lack the assessment of technological innovation, such as electronic decision support. Including CDSS in the national action plan as in the United Kingdom’s 2019-2024 national plan that targets to “be able to report on the percentage of prescriptions supported by a diagnostic test or decision support tool by 2024” is probably an important step toward the development and implementation of support systems [54]. We are not aware of Western African national action plans mentioning the development and use of CDSS.

Conclusions
Preimplementation research is needed to ensure that CDSS are adapted to the context in which they are deployed. Our study provided valuable information to develop and implement a CDSS for antibiotic prescribing among primary care prescribers in LMICs. We plan to organize workshops to co-design a CDSS tailored to the context of primary care in West Africa. Optimizing the use of antibiotics in primary care may have beneficial consequences for the entire health system and can contribute to limiting the spread of AMR. Most of the barriers and facilitators that we identified may easily relate to a broad spectrum of CDSS, including systems for clinical decisions other than antibiotic prescribing.
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Abstract

Background: Asthma exacerbation is an acute or subacute episode of progressive worsening of asthma symptoms and can have a significant impact on patients’ quality of life. However, efficient methods that can help identify personalized risk factors and make early predictions are lacking.

Objective: This study aims to use advanced deep learning models to better predict the risk of asthma exacerbations and to explore potential risk factors involved in progressive asthma.

Methods: We proposed a novel time-sensitive, attentive neural network to predict asthma exacerbation using clinical variables from large electronic health records. The clinical variables were collected from the Cerner Health Facts database between 1992 and 2015, including 31,433 adult patients with asthma. Interpretations on both patient and cohort levels were investigated based on the model parameters.

Results: The proposed model obtained an area under the curve value of 0.7003 through a five-fold cross-validation, which outperformed the baseline methods. The results also demonstrated that the addition of elapsed time embeddings considerably improved the prediction performance. Further analysis observed diverse distributions of contributing factors across patients as well as some possible cohort-level risk factors, which could be found supporting evidence from peer-reviewed literature such as respiratory diseases and esophageal reflux.

Conclusions: The proposed neural network model performed better than previous methods for the prediction of asthma exacerbation. We believe that personalized risk scores and analyses of contributing factors can help clinicians better assess the individual’s level of disease progression and afford the opportunity to adjust treatment, prevent exacerbation, and improve outcomes.

(J Med Internet Res 2020;22(7):e16981) doi:10.2196/16981

KEYWORDS
asthma; deep learning; electronic health records; health risk appraisal

Introduction

Background

Asthma is a common and serious health problem that affects 235 million people worldwide [1] and an estimated 26.5 million people (8.3% of the US population) in the United States [2]. Asthma takes a significant toll on the population, which imposes an unacceptable burden on health care systems. In 2013, the total annual cost of asthma was US $81.9 billion in the United States [3]. If not well controlled or stimulated by specific risk
Factors, asthma may develop into exacerbations (asthma attacks), which are acute or subacute episodes characterized by a progressive increase in one or more typical symptoms of asthma (dyspnea, coughing, wheezing, and chest tightness) [4]. In 2016, 12.4 million current asthmatics (46.9%) in the United States had at least one asthma exacerbation in the previous year [2]. Exacerbations of asthma can be severe and require immediate medical interventions, either as an emergency department (ED) visit or admission to the hospital [5]. Serious asthma exacerbations may even result in death [6]. Therefore, it is of practical significance to make early predictions such that interventions can be carried out in advance to reduce the probability of an exacerbation.

Investigations on risk factor analysis or prediction for asthma exacerbation have been respectable, in which the mainstream adopts traditional statistical methods, such as logistic regression [7-10], proportional hazards regression [11], and generalized linear mixed models [12]. However, most of them have only explored a small group of candidate risk factors and are usually hard to extend to other data sets and make personalized predictions difficult [13,14]. With the explosion of health care data in recent years, machine learning methods have taken a nontrivial place in this domain, benefiting from their general superiority over statistical methods in processing larger numbers of variables and flexibility in modeling more complex correlations [15]. Typical models include naïve Bayes [16], Bayesian networks [16-19], artificial neural networks [17], Gaussian process [17], and support vector machines [16,17]. However, although different attempts have been made, there are still several deficiencies in traditional machine learning methods. For example, ignoring temporal dependencies between variables might not provide a meaningful risk estimation of future exacerbations for individual patients [14]. Furthermore, most approaches only concentrate on the quantitative evaluation of prediction performance, but lack further attention to personalized risk factors [20].

Recent revolutions in health artificial intelligence started from deep learning, which has an upper hand on health care predictions because of its flexibility in dealing with longitudinal data [21], powerful learning capabilities [22], and ability to alleviate the problem of data irregularity [23]. One of the most popular architectures is recurrent neural networks (RNNs), which make predictions according to the sequence of historical events. Dozens of successes have been achieved in applying deep learning to disease predictions [24], mostly using variants of RNNs with distinct network components, for example, by adding an attention mechanism to evaluate the weights of each variable [25-29] or by using special configurations to tackle the problem of time decays [23,25,27,30-32]. Typical prediction tasks include the prediction of diabetes mellitus [23], Parkinson disease [29,33], chronic heart failure [26], sepsis [34], mortality, and readmission [25]. However, deep learning-based studies on the prediction of asthma exacerbation remain lacking. Do et al [35] proposed a protocol for the prediction based on RNNs and reinforcement learning but did not test the method on real-world data.

Objectives

Inspired by previous studies, we applied long short-term memory (LSTM) [33], a popular RNN variant commonly used by previous predictive models [23-25,29,34] as the main framework for asthma exacerbation prediction, which can mitigate the gradient vanishing problem in RNNs. We proposed the time-sensitive, attentive neural network (TSANN), which employs a self-attention mechanism [36] to help model the context of both visit-level and code-level variables. Meanwhile, to incorporate the impact of elapsed time, we projected the relative time of each clinical variable into a low-dimensional space and combined it with the code representations. Using the attention weights of the TSANN, data analysis was then conducted to investigate personalized and cohort-level risk factors.

There are major differences between TSANN and recent state-of-the-art deep learning–based clinical predictive models such as time-aware LSTM (TLSTM) [23], Reverse Time Attention model (RETAIIN) [27], and Attention-based Time-aware Disease Progression (ATTAIN) [32]. First, the model structures are different. Compared with TLSTM and ATTAIN, which only include 1 layer of RNN, our two-layer architecture enables us to analyze the relative importance of each event within each visit. Although RETAIN also has 2 layers of attention, it does not have explicit hierarchical structures as TSANN. Instead, an additional inference step is required to obtain the contribution of each variable. Second, TSANN uses a different approach to model the elapsed time. RETAIN, TLSTM, and ATTAIN feed the time elapsed into a decay function as a single value and multiply it with the network memory. In comparison, the elapsed time embeddings in TSANN are more analogous to position embeddings in natural language processing, which were introduced to model the relative distance between words by learning multidimensional and semantic representations to facilitate certain tasks such as relation classification [37] and neural language modeling [36,38,39]. By using time embeddings, we assume that time is no longer a single value as it was used in previous methods, but it can represent more complex patterns together with clinical variables such as varying lengths of correlations between variables.

The primary aims of this study were (1) to propose a novel predictive model with better performance and (2) to add the transparency of the model by visualizing contributing factors at both the individual and cohort levels. Furthermore, the proposed model can potentially be applied to other clinical problems. Deep learning models are usually scalable. Although focusing on asthma exacerbation for this specific project, the proposed approach can also be adopted in risk predictions for other chronic diseases. We hope that the associated pipeline of deep learning–based predictive modeling, including data collection, model training, model evaluation, and risk factor analysis, can help the clinical community better understand the underlying mechanisms of disease progression and assist in decision making.
Methods

Problem Statement
Given a sequence of historical clinical variables in patients with asthma, we aimed to evaluate the risk of developing asthma exacerbation in the designated time window. Meanwhile, personalized contributing factors are to be identified to facilitate the evaluation of disease progression and make early interventions.

Database
The study used Cerner Health Facts, a Health Insurance Portability and Accountability Act–compliant database collected from multiple enrolled clinical facilities, containing mostly inpatient data. Data in Health Facts were extracted directly from the electronic health records (EHRs) from hospitals with which Cerner has a data use agreement. Encounters may include the pharmacy, clinical and microbiology laboratory, admission, and billing information from affiliated patient care locations. All personal identifying information of the patients was anonymized. In this study, we primarily focused on the impact of clinical factors on asthma exacerbation; therefore, we extracted diagnoses, medications, and demographic characteristics such as gender, race, and age from the database as clinical variables or clinical events. The University of Texas Health Science Center (UTHealth) had agreements with Cerner to use these data for research purposes. The institutional review board at the UTHealth approved the study protocol.

Study Design
We conducted a retrospective study to predict the risk of asthma exacerbation. Patients’ records between 1992 and 2015 were extracted from the Cerner database. For clarity, we defined several terms in advance (Table 1).

We built 2 cohorts as simulations for both the real-world application scenario (early prediction) and the model evaluation (called next-visit prediction in many previous studies [27,32]). In early prediction, we could not foresee when the exacerbation would happen but could only evaluate the future risk at each visit. In our study, we selected the fifth visit from the asthma index as the prediction date (testing set A) according to the average number of visits (5.78, SD 6.04) between asthma index and exacerbation among the patients. The detailed steps for the cohort selection are listed in Multimedia Appendix 1 [4,25,40-55]. In next-visit prediction, we simply set the penultimate visit as the prediction date (testing set B). We set testing set A as our primary evaluation set as it was much closer to the realistic diagnostic situation.

The TSANN model was trained to evaluate the risk of asthma exacerbation given the observed time window. The main outcomes of the proposed method are (1) a score that measures the risk of asthma exacerbation for each patient and (2) visualization of the results, including a personalized heatmap identifying the importance of each clinical variable in the observed time window, cohort-level risk factors, and their temporal distributions among patients. On the basis of the outcomes, further data mining or clinical trials can be carried out for validation. For example, cohort-level factors will help data scientists reduce labor and expertise in collecting candidate risk factors from the literature before conducting a regression analysis. Patient-level factors will facilitate physicians and patients in better understanding disease progression. The workflow of this research is shown in Figure 1.

Table 1. Defined terms for asthma exacerbation prediction.

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index date</td>
<td>The date of the first diagnosis of asthma in a patient’s EHR&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Exacerbation date</td>
<td>The date of the first diagnosis of asthma exacerbation after the index date</td>
</tr>
<tr>
<td>Case group</td>
<td>Patients with asthma and later asthma exacerbations within 365 days and satisfying the inclusion and exclusion criteria</td>
</tr>
<tr>
<td>Control group</td>
<td>Patients with asthma but without exacerbations within 365 days and satisfying the inclusion and exclusion criteria</td>
</tr>
<tr>
<td>Prediction date</td>
<td>Training set: for the case group, the visit date before the exacerbation date; for the control group, the penultimate visit date within 365 days:</td>
</tr>
<tr>
<td></td>
<td>• Testing set A: the fifth visit starting from the index date</td>
</tr>
<tr>
<td></td>
<td>• Testing set B: defined analogously to the training set</td>
</tr>
<tr>
<td>Observed time window</td>
<td>The time window between the index date and the prediction date</td>
</tr>
</tbody>
</table>

<sup>a</sup>EHR: electronic health record.
Selection of Study Subjects

The subjects in the study were patients with a diagnosis of asthma. The inclusion and exclusion criteria derived from previous studies [4,56] were as follows.

**Inclusion Criteria**

The subjects in the study were patients with at least one record of asthma diagnosis. The definitions of asthma and exacerbation are as follows.

**Asthma**

1. Asthma diagnosis codes were provided according to the International Classification of Disease Code (ICD; ICD-9 code 493.xx or ICD-10 code J45.xx). This is the first occurrence of asthma in the patient’s EHR.
2. At least one of the asthma medications was prescribed on the asthma diagnosis date (the index date). Asthma medications include short-acting beta agonists, inhaled corticosteroids (ICS), long-acting beta agonists (LABA), leukotriene receptor antagonists, anticholinergics, and ICS/LABA combinations.

**Asthma Exacerbation**

1. Asthma (ICD-9 code 493.xx or ICD-10 code J45.xx) was given as a primary diagnosis for an ED visit or hospitalization.
2. At least one oral corticosteroid treatment was received.

**Exclusion Criteria**

To allow the data to better fit for machine learning models, we excluded the following patients:

1. Those with missing or unclear time information (eg, with a wrongly recorded format of time stamps)
2. Those with a gender other than male or female
3. Those whose number of visits is <5 in the observed time window

This study only focused on adult patients aged between 18 and 80 years. In the end, 31,433 individuals remained, including 2262 cases and 29,171 controls (case by control ratio approximately 1:13). The cohort selection process is shown in Figure 2. A detailed descriptive analysis of the cohort is shown in Multimedia Appendix 1.
Figure 2. Cohort selection process for the study of asthma exacerbation. ED: emergency department; EHR: electronic health record; ICD: International Classification of Disease Code; OCS: oral corticoids.

Time-Sensitive Attention Neural Network

Model Overview

TSANN takes the whole sequence of clinical variables in the observed time window as inputs and outputs the probability of asthma exacerbation (Figure 3). The architecture of TSANN is based on LSTM and strengthened by the addition of hierarchical attention and elapsed time embeddings.

For each visit, multiple clinical variables were encoded in the input layer and averaged through the code-level attention mechanism. The elapsed time embedding is attached to each visit as complementary information to indicate the time interval between the date of each visit and the prediction date. LSTM then accepts the sequence of encoded visits as inputs and outputs further encodings for each visit. The visit-level attention layer is then applied to the outputs of the LSTM to summarize all the visits for each patient. Finally, by feeding the output of visit-level attention into the Softmax function, a probability indicating the risk of disease onset is generated.

Figure 3. Overview of the time-sensitive attentive neural network model for asthma exacerbation prediction. ICD: International Classification of Disease Code; LSTM: long short-term memory.
Input

The inputs of the model consist of 2 types of features. One type is clinical concepts (we use clinical concepts and clinical variables interchangeably), including ICD codes, medications, and demographic features. All ICD-10 codes were converted into ICD-9 based on predefined mappings [57] because very few diagnosis codes in our data set were encoded by ICD-10 as the data collection time range is between 1992 and 2015, but the implementation of ICD-10 started in October 2015. All medications were normalized to their generic names. The demographic features included age, gender, and race, which were only taken as inputs on the prediction date. Using a projection matrix $W_{e}$ (concept vocabulary size and $D_{c}$: concept embedding dimension), we mapped each clinical concept into a concept-embedding vector:

$$
C_{ij} = \text{one-hot vector of clinical concept } j \text{ in visit } i
$$

where $C_{ij}$ is the generated concept-embedding vector and $\mathbb{0}$ is the one hot vector denoting the existence of clinical concept $j$ in visit $i$.

The other feature type is time features, which indicates the occurrence time for each clinical variable. Intuitively, variables with different time stamps would behave differently in prediction. For instance, in many cases, a clinical event that happened several days ago would play a more important role than one that happened several months ago. Meanwhile, due to the nature of data irregularity and deficiency of EHRs, successive visits always have diverse time intervals [23], which makes it indispensable to consider the time elapsed when conducting predictive modeling.

Elapsed time embeddings were introduced to represent the relative time gap for each clinical concept. Specifically, taking the time of the prediction date $T_{0}$ as a pivot, the time attribute of each clinical concept is the absolute difference between its occurrence time $T_{i}$ and $T_{0}$, that is, the relative time gap $T_{0} - T_{i}$. As the observed time window has an upper bound of 365 days, the vocabulary size $V_{t}$ of the time embeddings was set as 365.

We applied a matrix $\mathbb{0}$ to project each time value to an $m$-dimension vector. Unlike the clinical concept embeddings, elapsed time embeddings are fed into the model after the code-level attention and assigned to each visit. The equation to obtain the elapsed time embedding for each visit is analogous to that for concept embeddings, where:

$$
\text{Elapsed time embedding } v_{i} = W_{t} \cdot x_{i}
$$

Specifically, the minimum time unit in this study was set as day.

Code-Level Attention

Attention is a mechanism specifically designed for deep neural networks that acts as an information filter; meanwhile, it can alleviate information loss when dealing with long sequences. It selects important sequence steps by assigning them different weights [58,59]. Through attention, each clinical concept is assigned a weight such that important concepts would have larger weights than the others. We adopted the attention mechanism from Yang et al [60], in which the weight of each variable is generated according to the sequence and context vector. Specifically, given the set of codes $\mathbb{0}$ in the $i$th visit, the encoded representation for visit $v_{i}$ can be generated by:

$$
u_{i} = \text{attention}(W_{s} \cdot x_{i} + b_{s})$$

where $W_{s}$ and $b_{s}$ are the weight and bias for matrix transformation, $u_{ij}$ is the attention vector for each code $j$ in $v_{i}$, $u_{i}$ is the context vector for $v_{i}$, which is randomly initialized and updated during training, and $j$ is the attention weight for the concept $V_{ij}$ based on which we can generate its final weight.

By assigning time embeddings to the $i$th visit $v_{i}$, the representation of each visit is updated as $\mathbb{0}$, where $\mathbb{0}$ denotes the matrix concatenation.

Visit-Level Attentive LSTM Layer

Taking the encoded representation of each visit as input, LSTM models the sequential information in the observed time window and obtains the summarization at the final step (the prediction date). The advantage of LSTMs over traditional RNNs is that they can alleviate the gradient vanishing problem and are thus able to retain longer memories from prior time stamps [61,62]. LSTMs are implemented by several matrix multiplications and nonlinear transformations that aim to mimic the memory mechanism of human brains, which are called gates, signifying that the network can select effective information and abandon useless information. The equations of the LSTMs are as follows:

$$
u_{i} = \text{attention}(W_{s} \cdot x_{i} + b_{s})$$

where $W_{s}$ and $b_{s}$ are the weights and biases for different gates or cells ($f_{i}$: forget gate, $i_{i}$: input gate, $C_{i}$: memory cell, $o_{i}$: output gate, and $h_{i}$: hidden cell) and $\sigma$ is the activation function, such as Tanh or sigmoid.

By assigning attention weights to the outputs of LSTM from each step, we can weight each visit in the observed time window and obtain a summary of these visits as $r_{i}$.
where \( W_p \) and \( b_p \) are the weight and bias for matrix transformation, \( u_i \) is the attention vector for each visit \( i \) given \( v_p \), \( u_i \) is the context vector, and \( j \) is the attention weight for each visit \( v_j \). This process can be seen as a simulation of the diagnosis procedure of a clinic visit, during which a physician would look back into a patient’s EHR, measure the impacts of each historical clinical event, and make the final decision.

**Output**

The visit-level attention layer compresses all the information in the observed time window into a fixed-length vector \( r_p \). The output of attention goes through a fully connected layer with nonlinear activation. Finally, a Softmax function is applied to generate the prediction probability, \( P \):

\[
P = \text{Softmax}(r_p)
\]

where \( P \) is used as the score to evaluate the risk of developing asthma exacerbation.

**Evaluation**

Area under the receiver operating curve (AUC) is widely used as an evaluation metric for predictive models, which reflects a balance between sensitivity and specificity [63]. According to the prediction probability \( P \) (between 0 and 1) for each instance, the AUC value is generated by setting different cutoffs. The methods listed in Table 2 were compared in our experiments.

### Table 2. The methods used for comparisons.

<table>
<thead>
<tr>
<th>Method</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR(^a)</td>
<td>A popular conventional machine learning algorithm ([64]), usually serving as a strong baseline in predictive modeling ([27]). The input of LR is a fixed-length feature vector that denotes the frequencies of each variable. For LR considering time, we associate each variable with its time stamp and expand the vocabulary. We did not use day as the time unit as it would have introduced a greater number of variables (ie, 12,390×365 [the code vocabulary size×the maximum number of days]), which would have been too sparse and difficult for computation. Instead, we set month as the time unit, and finally, 148,680 distinct clinical variables were generated. We employed the Synthetic Minority Oversampling Technique ([65]) to help alleviate the problem of data imbalance.</td>
</tr>
<tr>
<td>MLP(^b)</td>
<td>The MLP model used in this study contains 1 input layer and 1 Softmax layer ([66]). The representations of all the codes were averaged on each dimension after being projected to the embedding space for each patient.</td>
</tr>
<tr>
<td>LSTM(^c)</td>
<td>The basic LSTM algorithm, taking the sequence of the clinical variables as input ordered by time. The variables in each visit are averaged.</td>
</tr>
<tr>
<td>ALSTM(^d)</td>
<td>Comprising 1 layer of LSTM and 1 layer of attention.</td>
</tr>
<tr>
<td>TLSTM(^e)</td>
<td>The time-aware LSTM model, which is one of the state-of-the-art predictive models. In TLSTM, the time gap is used to compute the information decay in the LSTM unit.</td>
</tr>
<tr>
<td>RETAIN(^f)</td>
<td>A two-layer attention model, which is one of the state-of-the-art model for the prediction of disease onset. In RETAIN, the time features are not embedded as vectors but real values denoting the gaps from the first visit.</td>
</tr>
<tr>
<td>ATTAIN(^g)</td>
<td>A modification of TLSTM with special types of attention mechanisms added (flexible attention). It also uses a similar time decay function as RETAIN. We implemented it ourselves using TensorFlow.</td>
</tr>
<tr>
<td>TSANN(^h)</td>
<td>The proposed TSANN model but with the second attention layer removed. Prediction is based on the final state of LSTM.</td>
</tr>
<tr>
<td>TSANN-I-step</td>
<td>Apply the time-encoding method from Song et al ([39]) on TSANN-I. In TSANN-I-step, although time was also encoded using a vector, it only showed the order of each visit, for example, 1, 2, 3 for consecutive visits, but not the actual elapsed time.</td>
</tr>
<tr>
<td>TSANN-II</td>
<td>A complete version of the proposed TSANN model.</td>
</tr>
</tbody>
</table>

\(^a\)LR: logistic regression.  
\(^b\)MLP: multilayer perceptron.  
\(^c\)LSTM: long short-term memory.  
\(^d\)ALSTM: attention long short-term memory.  
\(^e\)TLSTM: time-aware long short-term memory.  
\(^f\)REtain: Reverse Time Attention model.  
\(^g\)ATTAIN: Attention-based Time-Aware Disease Progression.  
\(^h\)TSANN: time-sensitive attentive neural network.

For evaluation, we first split the data into a training set and a held-out testing set with a ratio of 8:2. Furthermore, five-fold cross-validation was performed on the training data set for parameter tuning. During cross-validation, a grid search was applied to tune the hyperparameters including learning rate (0.0005, 0.001, 0.005, 0.01), l2 penalty (0.0001, 0.0005, 0.001), batch size (32, 64, 128), activation function for LSTM (ReLU \([40]\) and Leaky_ReLU \([41]\)), whether to add batch normalization.
[45], and the optimizer selection between RMSprop [42] and Adam [43]. We then averaged the AUCs of each epoch (up to 30 epochs) across five folds to obtain the best training epoch. The optimal hyperparameters were adopted to retrain the model on the entire training set and produce the AUC on the testing set. Finally, the hyperparameters for the model TSANN-I, which has the best AUC value, were as follows: batch size=32, concept embedding dimension=100, time embedding dimension=20, Adam as the optimizer with learning rate=0.001, l2 penalty=0.0001 for all parameters, Leaky_ReLU as the activation function, and adding batch normalization before Softmax. The codes for RETAIN and TLSTM were reused from the respective studies. All other deep learning models were implemented with TensorFlow [44] and trained on Nvidia Tesla V100, Quadro P6000, and Titan XP GPUs. We shared our code on GitHub to facilitate other researchers [67].

### Results

#### AUC Values

AUC values with (+time) and without the consideration of time (–time) on testing set A (the primary evaluation set) are shown in Table 3. In the table, for TLSTM, we only considered a +time version as it is defined as a time-aware variant of LSTM, and for multilayer perceptron (MLP), LSTM, attention long short-term memory (ALSTM), TSANN-I, TSANN-I-step, and TSANN-II, we used the elapsed time embeddings introduced in this study to include time.

<table>
<thead>
<tr>
<th>Method</th>
<th>AUC –time</th>
<th>AUC +time</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRb</td>
<td>0.6447</td>
<td>0.6773</td>
</tr>
<tr>
<td>MLPc</td>
<td>0.6545</td>
<td>0.6753</td>
</tr>
<tr>
<td>LSTMd</td>
<td>0.6045</td>
<td>0.6567</td>
</tr>
<tr>
<td>ALSTMf</td>
<td>0.6346</td>
<td>0.6714</td>
</tr>
<tr>
<td>TLSTMf</td>
<td>—</td>
<td>0.6548</td>
</tr>
<tr>
<td>ATTAINg</td>
<td>0.6119</td>
<td>0.6597</td>
</tr>
<tr>
<td>RETAINh</td>
<td>0.6455</td>
<td>0.6882</td>
</tr>
<tr>
<td>TSANN-I</td>
<td>0.6692</td>
<td>0.7003 j</td>
</tr>
<tr>
<td>TSANN-I-step</td>
<td>0.6463</td>
<td>—</td>
</tr>
<tr>
<td>TSANN-II</td>
<td>0.6827</td>
<td>0.6855</td>
</tr>
</tbody>
</table>

aAUC: area under the receiver operating curve.
bLR: logistic regression.
cMLP: multilayer perceptron.
dLSTM: long short-term memory.
eALSTM: attention long short-term memory.
fTLSTM: time-aware long short-term memory.
gATTAIN: Attention-based Time-aware Disease Progression.
hRETAI: Reverse Time Attention model.
iTSANN: time-sensitive attentive neural network.
jThe optimal value for each column is italicized.

When comparing vertically (different rows) and considering time information, we noticed that TSANN-I achieved the optimal AUC value, improving the strongest baseline (RETAI) by 1.21% (the difference was significant according to the Wilcoxon test with $P=.03$). Among other methods, TSANN-II achieved a performance comparable with that of RETAIN. The conventional machine learning method logistic regression (LR) behaved better than some deep learning methods but was worse than RETAIN, TSANN-I, and TSANN-II. TSANN-I-step, which only used time embeddings to denote the relative position of each visit, did not produce good results. Although TLSTM and ATTAIN performed well on other tasks, they did not obtain satisfactory results on our data. For results without time, TSANN-I and -II performed much better than others, with a maximum improvement of 2.82%.

When comparing the results horizontally (–/+ time), considerable improvements were observed after adding time information on most methods; for example, TSANN-I obtained a 3.11% improvement. Surprisingly, TSANN-II, when integrating time embeddings, did not improve considerably.

Better performances by TSANN models and considerable improvements after adding the time information could also be observed on testing set B (we did not list the results here but showed them in Multimedia Appendix 1 as it is not our primary evaluation set). As expected, the general results on testing set
B were better than those on testing set A, as a sample conveys more complete information.

**Patient-Level Risk Factors**

In this study, a heatmap was used for each patient’s EHR for the visualization of highly associated variables or possible risk factors. The heatmap illustrates how each variable behaves in each visit during the progression of asthma. Each grid in the heatmap is colored based on the attention weights derived from the model. The darker an area, the more important the clinical variable and the higher the association it has with exacerbation. For example, Figure 4 shows a case where the symptoms of hypoxemia, shortness of breath, and wheezing (799.02, 786.05, and 786.07 in ICD 9, respectively) were recognized as highly associated variables. A possible explanation might be that the patient’s status of hypoxemia worsened the condition of asthma following symptoms in the breath, and asthma exacerbation was then diagnosed.

These highly associated variables can either be signs of asthma worsening or be triggers for exacerbation, which requires further confirmation by domain experts. Signs including symptoms and treated medications may convey important clues for disease progression and will help clinicians in making final diagnoses, whereas the triggers behaving as personalized risk factors will potentially benefit early interventions. In addition, each heatmap is associated with a probability score derived from equation 15, indicating the risk of the patient in developing an exacerbation (the top row in Figure 4, predicting 1 indicates predicting exacerbation).

Figure 4. An example of a heatmap with highly associated clinical variables, such as hypoxemia (D_799.02), shortness of breath (D_786.05), and wheezing (D_786.07).

**Cohort-Level Risk Factors**

We also discovered common highly associated variables at the cohort level using the normalized multiplication of the visit-level and code-level attention weights. We then asked the physician to help distinguish the type of these variables according to their expertise and literature lookup. Some of these variables can be confirmed as risk factors, for example, poor control of respiratory diseases [4] and gastroesophageal reflux disease [44], although others need further validations, such as chest pain, migraine, and use of some medications. The top-ranked variables derived from the model are shown in Table 4. The details of the method and the explanations of these factors are described in Multimedia Appendix 1.

Apart from demonstrating the list of cohort-level factors, using the weights generated by equation 2 and equation 3 in Multimedia Appendix 1, we can also visualize how each clinical variable contributes across time; for example, a variable may behave distinctly among individuals with different action times or different incidences. Figures 5 and 6 present 2 examples in which the time distributions for the clinical variables are displayed through scatters. In these scatters, each circle represents a patient where its size and color depth denote the importance of the corresponding variable. In the figures, the x-axis represents the time gap between the occurrence date of the variable and the prediction date, whereas the y-axis is employed merely for cosmesis. We randomly selected a maximum of 2000 patients to plot this figure.

Figures 5 and 6 were derived from an ICD code (530.81) and a medication (fentanyl), respectively. We observed different effective time ranges for these 2 factors, where the first factor tends to distribute more intensively between the previous 250 to 50 days, whereas the second factor focuses more intensively on the previous 100 days. We hope that these visualizations can help determine the temporal distributions of highly associated factors to aid asthma control.
Table 4. Clinical variables with the top-ranked weights (\(N\) stands for the clinical variable presented in \(N\) months before the prediction date).

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>ICD(a)-0/occurrence time</th>
<th>Medication/occurrence time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>493.9 asthma/0-5(^b) (meaning diagnosed with asthma multiple times before exacerbation)</td>
<td>Methylprednisolone/0, 1(^c)</td>
</tr>
<tr>
<td>2</td>
<td>786.07 wheezing/0-2(^d)</td>
<td>Prednisone/0, 1, 2(^c)</td>
</tr>
<tr>
<td>3</td>
<td>496.0 chronic airway obstruction not elsewhere classified/0, 1(^c)</td>
<td>Ipratropium/0, 1, 2(^c)</td>
</tr>
<tr>
<td>4</td>
<td>530.81 esophageal reflux/0(^b)</td>
<td>Midazolam/0, 1, 2(^d)</td>
</tr>
<tr>
<td>5</td>
<td>V46.2 dependence on supplemental oxygen/0(^d)</td>
<td>Hydromorphone/0-2(^c)</td>
</tr>
<tr>
<td>6</td>
<td>787.02 nausea alone/0(^d)</td>
<td>Heparin/0, 1(^d)</td>
</tr>
<tr>
<td>7</td>
<td>786.50 unspecified chest pain/0(^d)</td>
<td>Acetaminophen-oxycodone/0(^b)</td>
</tr>
<tr>
<td>8</td>
<td>V08 HIV infection status/0(^e)</td>
<td>Fentanyl/0(^b)</td>
</tr>
<tr>
<td>9</td>
<td>786.59 other chest pain/0(^d)</td>
<td>Methylprednisolone/2-4(^d)</td>
</tr>
<tr>
<td>10</td>
<td>786.05 shortness of breath/0(^d)</td>
<td>Glycopyrrolate/0(^b)</td>
</tr>
<tr>
<td>11</td>
<td>V58.69 long-term (current) use of other medications/0(^d)</td>
<td>Lidocaine/0(^d)</td>
</tr>
<tr>
<td>12</td>
<td>784.0 headache/0(^e)</td>
<td>Dexamethasone/0(^d)</td>
</tr>
<tr>
<td>13</td>
<td>346.90 migraine, unspecified, without mention of intractable migraine without mention of status migrainosus/0(^e)</td>
<td>Promethazine/0(^d)</td>
</tr>
<tr>
<td>14</td>
<td>V58.66 long-term (current) use of aspirin/0(^b)</td>
<td>Atorvastatin/0(^d)</td>
</tr>
<tr>
<td>15</td>
<td>491.21 obstructive chronic bronchitis with (acute) exacerbation/0(^e)</td>
<td>Furosemide/0(^e)</td>
</tr>
</tbody>
</table>

\(^a\)ICD: International Classification of Disease Code.

\(^b\)Identified possible risk factors of asthma exacerbations by the domain expert. The authors regard these as containing valuable information.

\(^c\)These medications can be used to treat asthma or control the symptoms of asthma. In this study, it was difficult to determine whether these medications are risk factors as we were unable to investigate the dosage of these medications in the current study. Inappropriate medication use, short-acting beta agonists/inhaled corticosteroids, could also lead to asthma exacerbations.

\(^d\)These factors were symptoms, comorbidities, or combined medications. We believe they were not risk factors for asthma exacerbations.

\(^e\)It could hardly be determined whether these factors caused asthma exacerbations, but they demonstrated high associations. The authors regard these as containing valuable information.
Discussion

Principal Findings

Our proposed method obtains the optimal AUC value on the prediction task, with hierarchical attention and elapsed time embeddings as its booster. The visualization also provides useful tracks for a better understanding of disease progression. The primary outcomes of this study are as follows: (1) a new state-of-the-art predictive model for asthma exacerbation prediction was proposed and validated and (2) a reasonable pipeline of disease risk prediction and factor analysis was introduced. Some of the identified risk factors can be validated from the literature, which shows the effectiveness of the method, whereas some other factors, although supportive shreds of evidence were seldom reported in previous studies, offer meaningful insights for further research. The discussions in this section are primarily based on the results of testing set A without additional comments.

Model Performance

TSANN-I and TSANN-II have the capacity to capture nonlinearities and learn more complex dependency relationships between variables, benefiting from the structure of hierarchical
attention and the addition of elapsed time embeddings. It is difficult for LR and MLP to learn temporal dependencies between variables according to their natural structures, which makes them perform worse than TSANNS. However, they obtained better AUCs than LSTM and ALSTM on testing set A, partly because the truncation of EHRs by 5 visits weakens their advantages in modeling longer sequences. Although TLSTM and ATTAIN also integrated the time information, they did not obtain satisfactory results as other methods. It is likely that the combination of the single-layer deep learning structure and the numerical time decay function is insufficient in dealing with more complex temporal patterns on this data set and even confuses the classifiers. RETAIN also has a hierarchical attention structure, as introduced in the Introduction section. However, one of its attention mechanisms is applied to each code-embedding dimension, which is different from ours and requires an additional inference step for interpretation. In addition, our addition of time embeddings enhanced the flexibility of modeling the time information, which contributed considerably to the performance.

A typical characteristic of the EHR data is irregularity, which means that the time gaps between clinic visits are irregular and the visits are often sparsely distributed along the timeline and sometimes are even missing. Thus, the predictive model is responsible for serializing the visits for each patient with consideration of time elapses between continuous visits and reduces the effect of missing data. The comparisons between results with and without time information in Table 3 demonstrate the effectiveness of considering time elapses in this cohort. It might be inferred that the prediction of asthma exacerbation is quite time sensitive and most of the critical risk factors should have been time stamped. For instance, even for a visit just before the prediction date, if its occurrence is several months earlier, its impact would be reduced. Similar cases can also be found in Baytas et al [23], who reported an improvement of 6% from LSTM to TLSTM. In comparison, for TSANN-I-step, although time embeddings were also used, they were only used to denote the relative position of each visit in the sequence but lacked the ability to represent time decays, which can hardly obtain satisfying results here. However, adding time to TSANN-II did not improve much as in other methods, a possible reason might be that the addition of visit-level attention weakens the contribution of time embeddings.

Risk Factors
As mentioned earlier, the factors identified by this method can be roughly divided into possible risk factors and highly associated factors, for which some pieces of evidence can be found in the literature. Besides, there were still several candidate factors proposed by our model that were seldom reported, for example, HIV infection, or we could not confirm their associations, for example, abdominal pain. One possible reason is that we only considered structured data but not textual information (ie, clinical notes); therefore, that disease or symptom may not be detailed enough to understand given only a code (ie, we know abdominal pain but do not know in which part). Furthermore, according to the AUC values of the model, the results may not be precise enough and still need to be improved. Overall, our method is completely data driven, without any predefined candidate risk factors by experts, which is different from most studies based on regression analysis [7]. We expect that our method can provide compensational information and some new findings can be further validated by clinicians or researchers.

Error Analysis
We analyzed patient samples that are likely to be false-positives or false-negatives according to the prediction probability (as we did not require an output label but only a probability indicating the risk of each patient). One possible reason for the likely false-negatives (ground truth is case, but the predicted probability for case is quite low) is the data missing problem. For example, patient A had some respiratory symptoms such as asthma, shortness of breath, and chronic airway obstruction about 6 months before the prediction date; however, all the diagnosis codes were related to heart disease and hypertension. Therefore, it is likely that some symptoms that might serve as better indications were missing. On the other hand, one explanation for some false-positives (ground truth is control, but the predicted probability for control is quite low) is the difficulty in evaluating the severity of certain diseases or symptoms. For example, patient B had continuous respiratory symptoms such as chronic airway obstruction, but without any laboratory test values or knowledge of the drugs, it is difficult to determine whether these symptoms worsened or were already well controlled. To mitigate these factors, it is desirable to integrate more variables and background knowledge into the model in the future.

Comparison With Prior Work
One of the advantages of machine learning over statistical analysis is that it can make predictions on unseen samples [15], and it might be much easier to be deployed in real-world applications. Although many studies have focused on asthma exacerbation prediction, the majority of them belong to statistics, as they did not test their model on held-out data sets [68,69]. Among other machine learning studies, multiple conventional models have been explored, such as classification and regression tree [11,70], random forest [71], LR [72], and support vector machines [16]. However, none of these previous studies used deep learning as we know. Compared with these conventional machine learning methods, our deep learning–based method has multiple advantages. First, no feature engineering is needed, which will extremely reduce the laborious cost and expertise at the first step, for example, in comparison, Luo et al [20] included 235 features designed by multiple clinical experts as inputs that might cost a lot, but we input all the clinical codes to the model and kept their original formats without any feature selection. Second, LSTM structures can integrate any temporal patterns; thus, dependencies between variables can be easily modeled. Third, deep learning methods usually obtain better performances compared with conventional machine learning methods because of their capacities in modeling complex data structures [22,23,27], which was also proved in our experiments (compared with LR).

Furthermore, compared with previous studies, we are the first to make comprehensive visualization and personalization over the associated factors. One paper mentioned personalize, but it

https://www.jmir.org/2020/7/e16981

J Med Internet Res 2020 | vol. 22 | iss. 7 | e16981 | p.1402
(page number not for citation purposes)
only discussed it as a future possibility [16]. In comparison, our method showed not only cohort-level factors but also temporal-based personalized risks and factors, which would greatly facilitate precise medicine. Meanwhile, as we did not limit our input to the predefined factors, we were able to find new potential risk factors. However, one drawback of deep learning–based methods compared with the previous shallow methods is the lack of interpretability from some perspectives, for example, they can hardly report statistical evaluation measures such as P values and CIs, which might need further exploration.

Limitations and Future Work

Using deep learning, we offered a novel means of identifying possible risk factors and predicting the risk of asthma exacerbation. However, this study has some limitations. First, for the model interpretation part, how multiple clinical variables interact with each other needs further exploration; simply considering each variable independently but ignoring the dependency patterns between them might be insufficient for interpretation, for example, the prescription of a drug might be closely associated with a disease or symptom. Second, structured EHRs have their own drawbacks, such as data irregularity, sparsity, and noise. Thus, some potential risk factors for asthma exacerbations might not be recorded or might even be incorrectly recorded in EHRs. As a result, information integrity cannot be guaranteed. We may need to find ways to make the data complete and more reliable, such as including information from textual reports or patient surveys. Third, it is still difficult for computer programs alone to distinguish between asthma symptoms and risk factors, and knowledge injection is needed in the future. Finally, the performance of the model still has room for improvement. It might be boosted further by designing more powerful structures or including background knowledge.

Conclusions

In this paper, we proposed an attentive deep learning–based model for asthma exacerbation prediction and employed elapsed time embeddings to model the time decays. By leveraging the weights of the model, we not only generated personalized heatmaps and specific risk scores at the individual level but also identified possible risk factors at the cohort level. Compared with previous studies, our model is effective in modeling time information and obtains better overall AUCs. As the model is completely data driven and relies little on feature engineering, it can easily be generalized to other prediction tasks. To the best of our knowledge, this is the first study to predict asthma exacerbation risks using a deep learning model that includes elapsed time embeddings. Some of the top-ranked risk factors identified have gained supporting evidence from previous medical studies, which proved that our method has good reliability and accuracy.
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Abstract

Background: Childhood cancers previously considered to be incurable now have 5-year survival rates up to 84%. Nevertheless, these patients remain at risk of morbidity and mortality from therapy-related complications. Thus, patient education and self-management strategies for promoting a healthy lifestyle are of tantamount importance for improving short- and long-term health outcomes. A Facebook-based “Healthy Teens for Soaam” (a Korean term for childhood cancers) program was developed to help improve knowledge and self-management practices of teens with cancer related to their disease and treatment.

Objective: The two-fold purpose of this usability study was (1) to describe the process of developing an 8-week Facebook-based intervention program for teens with cancer, and (2) to evaluate its usability to refine the program.

Methods: Multiple phases and methods were employed to develop and evaluate the usability of the program. Study phases included: (1) needs assessment through focus group interviews and qualitative content analysis, (2) development of module content, (3) expert review and feedback on module content, (4) Facebook-based program development, (5) usability evaluation by heuristic evaluation, (6) usability evaluation by targeted end-user testing, and (7) modification and final version of the program. Usability of the final version was confirmed through feedback loops of these phases.

Results: Based on 6 focus group discussion sessions, it was determined that teens with cancer were interested in seeing stories of successful childhood cancer cases and self-management after discharge, and preferred multimedia content over text. Therefore, each Facebook module was redesigned to include multimedia materials such as relevant video clips tailored for teens. Usability assessed by heuristic evaluation and user testing revealed several critical usability issues, which were then revised. Potential end users tested the final program and perceived it to be usable and useful for teens with cancer.

Conclusions: To our knowledge, “Healthy Teens for Soaam” is the first Facebook-based intervention program for teens with cancer. We actively worked with current childhood cancer patients and survivors to develop and improve this program, achieved good usability, and met the expressed needs and preferences of target end users. This 8-week Facebook-based educational program for teens with cancer, developed as the first step of an upcoming intervention study, will be useful for improving knowledge and self-management strategies of teens.

(J Med Internet Res 2020;22(7):e18779) doi:10.2196/18779
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Introduction

Survival rates associated with childhood cancers continue to improve, partly due to advances in diagnostic techniques and treatment modalities along with clinical research [1]. According to the Surveillance, Epidemiology, and End Results Cancer Statistics Review, the 5-year survival rate of children with leukemia 0-19 years of age in the United States is 84.1% and the 5-year survival rate of patients with childhood brain and central nervous system cancers is 74.8% [2]. In South Korea, the 5-year survival rate among patients with childhood cancers overall was 81.7% in 2014 [3].

Despite improvements in survival, childhood cancer survivors still face a high risk of therapy-related complications or adverse effects that persist or arise after completion of treatment [4]. Childhood cancer survivors are at significantly increased risk of relapse, second malignancy, and long-term late effects, including cardiovascular and pulmonary dysfunction, endocrine disorders such as metabolic syndrome, and others [5,6]. Specifically, childhood cancer survivors of 5 years or greater have at least one chronic health condition [7]. A study on the late effects of childhood cancer treatment found that the cumulative incidence of a chronic health condition among long-term childhood cancer survivors was 99.9% by 50 years of age, with a nearly 2-fold greater cumulative burden among survivors compared to matched community controls [5].

Some morbidities are modifiable through preventive healthy behaviors such as physical activity, good nutrition, obesity prevention, and avoidance or cessation of smoking, as well as identification of characteristics that may modify morbidities or adherence to healthy behaviors to better target interventions [8,9]. For example, one study showed that childhood cancer survivors of older age and lower socioeconomic status were less frequently engaged in preventive healthy behaviors [10]. Another study reported that a greater proportion of female survivors smoked compared to teens without cancer [11]. Although childhood cancer survivors have been found to engage in unhealthy behaviors (eg, tobacco, alcohol, drug use, and sexual behaviors) and to be nonadherent to national health behavior guidelines at rates similar to those of their healthy siblings and teens without cancer [12,13], these behaviors are likely to be more consequential for individuals with organ damage secondary to cancer treatment. Moreover, late effects of treatment such as obesity, cancer-related pain, and sensory impairments have been significantly associated with increased risk of comorbid symptoms [14]. Increased comorbidities are associated with decreased quality of life, and with an increased risk of hospitalization and mortality [15]. Thus, the importance of patient education and promoting self-care for a healthy lifestyle for teens with cancer is increasingly becoming recognized to help mitigate complications of cancer and its treatment.

Children currently undergoing cancer treatment, as well as survivors, require follow-up care for the rest of their lives; thus, the Children’s Oncology Group (COG) has emphasized the importance of regular medical follow-up and has developed the “COG long-term follow-up guidelines for survivors of childhood, adolescent, and young adult cancers” [16]. In addition, various interventions to improve long-term outcomes for teens with cancer have been developed worldwide. For example, the Nursing Discipline of the COG has developed key principles and recommendations for patient and family education practices [17] as well as interventions for teens with cancer, such as nutrition and cooking workshops [18], nutrition and body weight changes [19], systematic intervention for psychological preparation for radiotherapy treatment [20], mobile health intervention to improve adherence and quality of life [21], and a web-based physical activity intervention [22]. However, few intervention studies involving teens with cancer have been conducted in Korea. Existing examples include web-based patient safety education [23], an art intervention for siblings of children with cancers [24], and educational interventions to enhance adherence to prophylactic treatment [25]. Intervention programs for preventing long-term late effects of childhood cancers and their treatment are glaringly absent. In particular, there is a crucial need for interventions that promote self-management strategies for achieving a healthy lifestyle among teens with cancer. This is important, as they will likely survive into adulthood and need to develop the knowledge and skills necessary to prevent or mitigate the late effects of cancers, and thereby improve their health-related quality of life.

Knowledge about their disease, the importance of treatment adherence, and strategies to improve adherence could be improved through innovative health interventions designed specifically for teens [21]. Among teens with cancer, inadequate information was identified as one of the barriers to compliance with chemotherapy [26]. Adult survivors of childhood cancers were found to lack detailed knowledge of their treatment history and risk for late effects [27]. Therefore, further efforts are needed to educate and empower teens with cancer to gain appropriate knowledge and assume responsibility for their health management [28].

Social media has been increasingly utilized as a platform for delivering health interventions in childhood cancer care. For example, Watson [29] reported that oncology health care professionals utilized social media to listen, learn, engage, and cocreate to advance cancer care. Teens with cancer have also turned to social media for information about cancer or to interact with peers and others about their diagnosis and its impact [30]. Importantly, the effectiveness of using social media platforms such as Facebook has been reported for this tech-savvy generation. For example, a previous study [31] found that a randomized trial of a Facebook-based physical activity intervention among young adult cancer survivors significantly increased their physical activity. Therefore, we developed an educational program for teens with cancer on Facebook called “Healthy Teens for Soaam” (soaam is the word for pediatric cancers in Korean), as the first step of an intervention that will deliver educational materials with the aim of increasing knowledge and improving self-care practices related to their disease and treatment. The purpose of this usability study was (1) to describe the process of developing this 8-week modular intervention program for teens with cancer and (2) to evaluate its usability to refine the program.
Methods

Study Design

This study was reviewed and approved by the principal investigator’s institutional review boards (1041078-201606-HRSB-122-01 and 20200026). The study was conducted in 7 phases (Figure 1) and was guided by the Analysis, Design, Development, Implementation, and Evaluation (ADDIE) instructional design approach [32]. This article describes the first 3 phases of the ADDIE approach.

Figure 1. Flow chart of “Healthy Teens for Soaam” program development.

Phase 1: Needs Assessment Through Focus Group Discussion and Qualitative Content Analysis

Semistructured focus group discussions were conducted with 12 teens with cancer. Participants were recruited from childhood cancer self-support groups in Korea using convenience and snowball sampling methods. A flyer was posted to the online platforms of self-support groups on popular Korean online platforms (Naver Café, KakaoTalk, and Band), and interested volunteers contacted the researchers by phone or email. Interested participants also suggested other potential participants to the researcher.

A total of 6 in-person focus group discussion sessions were conducted, during which participants were accompanied by their parent or legal guardian. Each session included 2 to 5 participants, and each lasted for about 60 to 90 minutes. Focus group discussions were facilitated by the principal investigator (BP) and a research assistant. First, the principal investigator explained the overview of the program, distributed handout materials detailing program contents, and asked participants and parents to provide their opinions regarding the contents. For example, they were explicitly prompted to provide suggestions regarding the addition, removal, or emphasis of content. Besides answering questions, participants and parents were encouraged to share their personal experiences with childhood cancer using prompts such as “If you have anything you want to share with us even though it is not directly related to the contents, don’t hesitate to tell us.” Focus group discussions were recorded and transcribed verbatim for qualitative content analysis using NVivo 11 (QRS International, Burlington, MA, USA).

Focus Group Discussion Data Analysis

Qualitative content analysis was conducted using a combination of the content analysis method suggested by Krippendorff [33] and the inductive coding approach suggested by Elo and Kyngäs [34]. Coders read the transcripts and freely generated themes. They then developed categories from similar themes as the coding progressed. Major coding rules included the following: (1) a category was created if a list of at least three themes was generated under that category, and (2) multiple sentences from the same participant that referred to the same content were coded as one unit.

Qualitative content analysis was conducted by the two coders (the principal investigator [BP] with a PhD in nursing and the research assistant with a master’s degree in nursing) to ensure reliability of the analysis. Coders independently analyzed the transcripts. Questions or disagreements regarding the themes or categories were discussed. Revision and refinement of themes and categories continued until content analysis was completed.

Based on results from focus group discussions, the program module content was organized using the following usability design methods. First, we used group information together (also known as card sorting) after the focus group discussions. We defined the important themes from the focus group discussions
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and grouped them into several categories such as diagnosis, examination, treatment, social support, and return to society/school. Second, we developed a structure for 8 weekly modules. Third, we developed low-fidelity module prototypes such as paper prototypes. Finally, we established high-fidelity mockups using PowerPoint slides.

**Phase 2: Development of Module Content**

Main topics for the program module content were developed based on the results from the focus group discussion “needs assessment.” Module content was written at a sixth-grade reading level using the Flesch–Kincaid readability test guidelines [35,36]. Content was developed with guidance from published research articles, medical and nursing textbooks, information available from health professional organization websites (eg, Korean Association for Children with Leukemia [37]), patient education materials in hospitals, and consultations with a panel of experts.

We incorporated usability principles for teen-friendly websites [38] into the program prototype in terms of content, appearance, and navigation. For example, we developed the content using PowerPoint 2016 (Microsoft Corp, Redmond, WA, USA) slides visualized on a single page without scrolling [38,39]. To improve appearance, we used large font sizes and avoided garish color schemes [38,39]. Moreover, slides for each module had their own theme to distinguish them from other modules. Although Facebook posts appear in reverse chronological order (ie, the most recent post appears on the top of users’ News Feeds), this was not considered a potential problem for participants because the module content was designed to be updated weekly and potential target participants were familiar with Facebook navigation.

Each module included specific learning objectives, structured learning material for fundamentally important content with external web links for further information, multimedia such as video clips or games relevant to the topics, and discussion topics at the end of the modules. Participants were asked to respond to discussion topics by adding comments on Facebook. This served to monitor module participation and sharing of personal experiences for social support. Although not done during testing, in the implementation study, a program moderator (researcher) will provide feedback and encourage interactions among participants on discussion boards. Discussions included the following topics: “Let’s talk about blood transfusion experiences. Have you ever received a blood transfusion? If yes, please tell us about the specific blood product you received, your feelings, and side effects,” and “Have you had any pain while getting treatment in the hospital? Which one was the most painful, and how did you overcome the pain—pain medication, massage, and ice bag?”

**Phase 3: Expert Review and Feedback on Module Content**

The module content was reviewed by four experts currently working in pediatric hematology and oncology units in tertiary hospitals, who each had more than 10 years of experience: two nurses with master’s degrees in pediatric nursing and two pediatric hematology and oncology physicians with PhDs. Reviewers were knowledgeable about the most recent evidence in this highly specialized field and reviewed the module contents for accuracy. They were asked to rate the ease of understanding and appropriateness of information for teens with cancer (1=strongly disagree; 2=disagree; 3=agree; 4=strongly agree). Based on their feedback, module contents were revised and finalized for mockups of the Facebook-based program.

**Phase 4: Facebook-Based Intervention Program Development**

Facebook Group was used to develop the 8-week intervention program, with the “private group” functionality utilized to protect participants’ privacy. With a private group, only people who are invited by the group creator (principal investigator of this study) can join and see who is in the group and what they post [40]. We chose the private group option because, as established by the focus group discussions, many participants did not want to be widely known as cancer patients. Additionally, we customized the group’s privacy options [41], for example, by selecting the “hide group” and “membership approval” options so that only members could find the group and that only the group creator could approve new members.

To deliver module content, we composed PowerPoint slides and then uploaded each slide to the group’s Photos section. Participants could easily navigate the slides by clicking the “next” and “back” buttons. Considering that the purpose of this program is to deliver accurate and reliable educational content, only group administrators were granted posting permission, but participants were allowed to add comments to each post to share their opinions or contribute to discussions.

**Phase 5: Usability Evaluation by Heuristic Evaluation**

Two experts in the field of usability and human-computer interactions reviewed the Facebook-based program using Nielsen’s heuristics [42,43] adapted and tailored for children’s electronic learning (eLearning) program evaluation [44]. The two usability experts have PhDs in health care informatics and were currently teaching and conducting research on health care informatics in universities, one for 17 years and the other for 5 years. The criteria of Nielsen’s heuristics tailored for eLearning in children were: (1) visibility of system status; (2) match between system and the real world; (3) user control and freedom; (4) consistent and standards; (5) error prevention; (6) recognition rather than recall; (7) flexibility and efficiency of use; (8) aesthetic and minimalist design; (9) help users recognize, diagnose, and recover from errors; (10) help and documentation; (11) design attractive screen layout; (12) use appropriate hardware devices; (13) challenge the child; (14) evoke child mental imagery; and (15) support child curiosity [44]. Comments from the heuristic evaluation were analyzed employing content analysis using the inductive coding approach described in Phase 1. The program was revised according to feedback from the heuristic evaluation.

**Phase 6: Usability Evaluation by User Testing**

User testing was conducted using observation, the think-aloud method, voice and screen activity capture using Camtasia 9 (TechSmith, Okemos, MI, USA), and surveys. Participants for this phase were recruited through parents of teens belonging to
a childhood cancer self-support group in Korea using convenience and snowball sampling. A flyer was posted to the online platforms of self-support groups on KakaoTalk and Band, and interested volunteers contacted researchers by phone or email. Inclusion criteria were teens with cancer who were (1) aged 13 to 18 years old, (2) diagnosed with any type of childhood cancer, (3) received any type of cancer treatment (eg, radiation therapy, chemotherapy, stem cell transplant), and (4) at any stage of treatment (newly diagnosed through completed treatment). Participants arranged appointments for screening, consenting, and user testing. As the participants were adolescents, both informed consent from their parents or guardians and assent from the teens were obtained prior to participation.

**Procedures**

A total of 11 face-to-face, 1:1 user testing sessions were conducted. Testing was facilitated by the principal investigator in a private room at the study site. Before conducting user testing, the researcher gave instructions about the program and usability evaluation methods such as the think-aloud method and Camtasia screen-capture software. Participants were then provided with an information page that included the Facebook program link, user ID, and password. They were assigned a user testing task to review 2 out of the 8 modules, including logging in, navigating through instructions on the first page to modules, reading content, watching video clips, and adding comments. They were assured that they could stop at any time for any reason. Each session lasted 30 to 40 minutes.

During evaluation of the program, participants were encouraged to think out loud while their voices were recorded using Camtasia. During pauses from thought verbalization, participants were probed with the following prompts: “What do you think about this? What features do you think need improvement?” At the same time, the researcher documented comments from participants and her own observations using the user testing worksheet.

**Measures**

Before user testing, participants’ demographic characteristics as well as their internet and Facebook usage habits were queried and documented. After user testing, participants filled out a short survey that evaluated electronic health (eHealth) literacy and perceived usability. The eHealth literacy was assessed using the eHealth Literacy Scale (eHEALS) [45], which has 8 items and assesses an individual’s knowledge, comfort, and perceived skills for locating, evaluating, and applying eHealth information for health issues. The Korean version of eHEALS, known as K-eHEALS, was previously tested for reliability and validity [46]. Total eHEALS scores range from 8 to 40, with a higher score indicating better health information literacy. Cronbach α of the original scale was .88 [45] and was also .88 for the Korean version [46]. Cronbach α for this study was .71.

Perceived usability of the program was assessed using the Perceived Health Website Usability Questionnaire (PHWSUQ) [47]. This questionnaire has 12 items scored using a 7-point Likert scale. It measures three dimensions of usability: satisfaction, ease of use, and usefulness. Cronbach α values for the subscales ranged from .64 to .93, and was .85 for this study.

**Data Analysis**

Quantitative data from the questionnaires were analyzed with descriptive statistics using SPSS Statistics for Windows, version 25.0 (IBM Corp, Armonk, NY, USA). Audio recordings from user testing sessions were transcribed verbatim and analyzed employing the content analysis method described in Phase 1. Qualitative data, collected throughout observation and screen activity and recorded by Camtasia, provided a rich contextual background and a strong source of triangulation for developing themes and generating a comprehensive review of the program’s usability. Thus, screen recordings were reviewed when the transcript did not capture enough usable detail, which improved the accuracy of content analysis.

**Phase 7: Modification and Final Version of the Program**

Modifications regarding content and appearance issues were made on the PowerPoint slides, and the revised slides were uploaded to Facebook (the process was conducted in the order phase 2 to phase 4 to phase 7). If content revisions required expert opinions, relevant experts were contacted to confirm the accuracy of the new content (the process was conducted in the order phase 2 to phase 3 to phase 4 to phase 7).

**Results**

**Phase 1: Summary of Focus Group Discussions**

Participant characteristics are summarized in Table 1 [48]. Participant feedback regarding the outline of the program (Table 2) included (1) a desire for stories of successful cases and self-management at home, (2) a preference for multimedia content (eg, video clips) rather than text, (3) requests for more patient safety–related material, (4) an expressed need for detailed program objectives and instructions, and (5) appeals for more information on treatment, prognosis, and medical terminology. One teen expressed their support for the program as follows:

> This is the big problem. The reason I’m so supportive of this education program (Healthy Teens for Soaam) is that there’s a limitation of internet and you narrow down the range a little bit..... I hope the contents go on in the future.

Additionally, participants freely described and shared their experiences with cancer treatments, and the emerging themes and categories dealt with information needs, support systems, barriers to treatment, facilitators to treatment, return to social life, and health care system issues. Other representative comments from the focus group discussions are provided in Multimedia Appendix 1.
Table 1. Characteristics of focus group discussion participants (N=12).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>15.2 (5.3)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>6 (50)</td>
</tr>
<tr>
<td>Female</td>
<td>6 (50)</td>
</tr>
<tr>
<td><strong>Diagnosis, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Leukemia</td>
<td>6 (50)</td>
</tr>
<tr>
<td>Brain tumor</td>
<td>2 (17)</td>
</tr>
<tr>
<td>Aplastic Anemia</td>
<td>2 (17)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (17)</td>
</tr>
<tr>
<td><strong>Treatment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Completed with ongoing outpatient follow up</td>
<td>9 (75)</td>
</tr>
<tr>
<td>Ongoing chemotherapy</td>
<td>3 (25)</td>
</tr>
</tbody>
</table>
Table 2. Content analysis of focus group discussion transcriptions (N=12).

<table>
<thead>
<tr>
<th>Theme</th>
<th>Frequency of units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feedback on the program</td>
<td></td>
</tr>
<tr>
<td>Add story of successful cases and self-management after discharge</td>
<td>9</td>
</tr>
<tr>
<td>Prefer multimedia (video clips) than text</td>
<td>10</td>
</tr>
<tr>
<td>Add patient safety issues</td>
<td>11</td>
</tr>
<tr>
<td>Need detailed program objectives and instructions</td>
<td>13</td>
</tr>
<tr>
<td>Add information on treatment, prognosis, medical terms</td>
<td>20</td>
</tr>
<tr>
<td>Information needs</td>
<td></td>
</tr>
<tr>
<td>Lack of information or inaccurate information</td>
<td>7</td>
</tr>
<tr>
<td>Current sources of information (eg, other patients, hospital handout, searching the internet)</td>
<td>19</td>
</tr>
<tr>
<td>Useful information during treatment (personal experience)</td>
<td>20</td>
</tr>
<tr>
<td>Support system</td>
<td></td>
</tr>
<tr>
<td>Current support from hospital, school, pediatric cancer associations, self-support groups, etc</td>
<td>10</td>
</tr>
<tr>
<td>Need systematic supporting system for patients and families</td>
<td>13</td>
</tr>
<tr>
<td>Useful support during treatment (personal experience)</td>
<td>15</td>
</tr>
<tr>
<td>Barriers to treatment</td>
<td></td>
</tr>
<tr>
<td>Economic problems</td>
<td>5</td>
</tr>
<tr>
<td>Hospital-related issues (eg, lack of available beds for admission, manpower shortage, miscommunications between health care providers)</td>
<td>8</td>
</tr>
<tr>
<td>Side effects of treatment (eg, chemotherapy, transfusion, infection)</td>
<td>25</td>
</tr>
<tr>
<td>Emotional reactions at the time of diagnosis and during treatment</td>
<td>28</td>
</tr>
<tr>
<td>Facilitators to treatment</td>
<td></td>
</tr>
<tr>
<td>Patients’ insight on diagnosis</td>
<td>4</td>
</tr>
<tr>
<td>Empathy of health care providers</td>
<td>6</td>
</tr>
<tr>
<td>Social support from friends, other patients, family members</td>
<td>13</td>
</tr>
<tr>
<td>Return to social life</td>
<td></td>
</tr>
<tr>
<td>School life</td>
<td>4</td>
</tr>
<tr>
<td>Lack of physical activity</td>
<td>6</td>
</tr>
<tr>
<td>Concerns related to infection prevention, weak immunity</td>
<td>10</td>
</tr>
<tr>
<td>Health care system issues</td>
<td></td>
</tr>
<tr>
<td>Disabled child registration and welfare benefits</td>
<td>2</td>
</tr>
<tr>
<td>Inadequate and poor social welfare system</td>
<td>4</td>
</tr>
<tr>
<td>Health insurance</td>
<td>5</td>
</tr>
</tbody>
</table>

Phases 2 and 3: Facebook-Based 8-Week Intervention Program

An overview of the final version of the program is provided in Table 3. Content was revised and updated according to focus group discussion feedback. Participants and parents were interested, for example, in the topics of returning to school and the effects of chemotherapy on the adolescent’s fertility; therefore, we added these topics to the modules. Additionally, as participants preferred multimedia over reading text, we searched for movies and Korean dramas depicting stories involving teens with cancer and included links to short video clips in the relevant module content. Animations explaining cancers and their treatment tailored for teenagers were also added for a better understanding of how treatment proceeds.

Four childhood cancer experts reviewed the content and provided feedback on whether the information was accurate and current, including the pictures and video clips from movies and Korean dramas. Two nurses reviewed relevant medical terminology from academic journals and textbooks, and noted that it differed from the terminology commonly used by participants and parents. For example, granulocyte colony-stimulating factor injections for neutropenia were usually referred to as “count shots” (ie, a shot given when the absolute neutrophil count is low) or “Grasin” among participants and...
parents. Thus, we also used these words in the program content. Two physicians contributed information on the most recent treatment practices for childhood cancers in tertiary hospitals. For example, a previous version contained only bone marrow transplantation, but we added information about cord blood transplantation and peripheral blood stem cell transplantation.

Table 3. Overview of the Facebook-based Healthy Teens for Soaam program.

<table>
<thead>
<tr>
<th>Module (Week)</th>
<th>Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction</td>
<td>Program purpose, program schedule, how-to-use tutorial video clip</td>
</tr>
</tbody>
</table>
| Module 1 (Week 1) | Pediatric cancers characteristics
- Pediatric cancers statistics (risks and causes of pediatric cancers)
- Pediatric cancers symptoms, early signs
- International Childhood Cancer Day (February 15)
- Psychosocial services and support for children and families |
| Module 2 (Week 2) | Types of pediatric cancers and their characteristics
- Bone cancers, brain cancers, leukemia, hepatoblastoma, lymphoma, neuroblastoma, rhabdomyosarcoma, retinoblastoma, Wilms tumor, etc |
| Module 3 (Week 3) | Diagnostic tests
- Imaging tests, CT\textsuperscript{a}, MRI\textsuperscript{b}, ultrasound, blood tests
- Bone marrow aspiration and biopsy |
| Module 4 (Week 4) | Pediatric cancers treatments 1
- Hickman catheter insertion and management
- Chemo-port insertion and management
- Radiation treatment and chemotherapy |
| Module 5 (Week 5) | Pediatric cancers treatment 2
- Treatment team and frequently used medical terminology
- Caring tips for mouth care and oral mucositis
- Caring tips for infection and bleeding
- Symptoms of infection, ANC\textsuperscript{c} |
| Module 6 (Week 6) | Pediatric cancers treatment 3
- Managing side effects of radiation and chemotherapy
- Pain, transfusion
- Growth and development, fertility
- Stem cell transplantation (BMT\textsuperscript{d}, CBT\textsuperscript{e}, PBSCT\textsuperscript{f}) |
| Module 7 (Week 7) | Back to school and society
- Follow-up care after cancers treatment
- Facilitating school reentry guide
- Nutrition and daily activity |
| Module 8 (Week 8) | People around me: family and friends
Review and summary |

\textsuperscript{a}CT: computed tomography.
\textsuperscript{b}MRI: magnetic resonance imaging.
\textsuperscript{c}ANC: absolute neutrophil count.
\textsuperscript{d}BMT: bone marrow transplantation.
\textsuperscript{e}CBT: cord blood transplantation.
\textsuperscript{f}PBSCT: peripheral blood stem cell transplantation.

Phases 4 and 5: Revision After Heuristic Evaluation

Usability experts pointed out usability problems of the program among three categories of Nielsen’s heuristics tailored for children’s eLearning [44]: (3) user control and freedom, (7) flexibility and efficiency of use, and (10) help and documentation. For example, even though Facebook has a Help menu for user support, the experts suggested that there should be a Help section specific to the program. Therefore, we added a “Help and FAQs” section for dealing with problems encountered while using the program. However, some usability issues were not changeable on the ready-made Facebook platform; these included Facebook advertisements and the reverse chronological order of posts.
All four childhood cancer experts rated the content highly for its ease of understanding (4=strongly agree) and appropriateness for teens with cancer (4=strongly agree). They also commended the detailed instructions and the neat and consistent overall design of the PowerPoint slides.

**Phases 6 and 7: Revisions After User Testing**

User testing participant characteristics (Table 4) included a mean age of 16.7 years, and the majority had leukemia and were Facebook users (91%). Their mean K-eHEALS score suggested good eHealth literacy. The mean PHWSUQ score (reflecting the program’s perceived usability) indicated that the program was perceived as usable. All 11 participants completed the user testing tasks and 9 participants were able to navigate through the program with little or no guidance. The mean testing time was 38.8 (SD 3.1) minutes. Representative quotes from user testing are shown in Multimedia Appendix 1.

<table>
<thead>
<tr>
<th>Table 4. Characteristics of user testing participants (N=11).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Characteristic</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
</tr>
<tr>
<td>Sex</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td>Diagnosis</td>
</tr>
<tr>
<td>Leukemia</td>
</tr>
<tr>
<td>Other</td>
</tr>
<tr>
<td>Facebook user</td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
</tr>
<tr>
<td>K-eHEALS*&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</td>
</tr>
<tr>
<td>PHWSUQ&lt;sup&gt;b&lt;/sup&gt;, mean (SD)</td>
</tr>
<tr>
<td>Total PHWSUQ</td>
</tr>
<tr>
<td>Satisfaction</td>
</tr>
<tr>
<td>Ease of use</td>
</tr>
<tr>
<td>Usefulness</td>
</tr>
<tr>
<td>Preferred frequency of content update, n (%)</td>
</tr>
<tr>
<td>Every day</td>
</tr>
<tr>
<td>2-3 times per week</td>
</tr>
<tr>
<td>Once per week</td>
</tr>
</tbody>
</table>

*K-eHEALS: Korean version of the eHealth Literacy Scale (range 8-40).

*PHWSUQ: Perceived Health Website Usability Questionnaire (range 12-84 total; 6-42 satisfaction; 3-21 ease-of-use and usefulness).

The transcript of user testing content analysis identified 20 themes under four categories: program content, program appearance, navigation, and others, which mainly included feedback about the strengths of the program (Table 5). Participants mentioned that they gained some new knowledge from this program, but some perceived the content as difficult to understand or as having low readability because of the medical terminology. Regarding the appearance of the program, participants generally liked the layout, but three users noted, for example, that some text was hidden behind images or that low-resolution figures were difficult to decipher. Nine participants had no issues with navigation of Facebook, but two participants needed help from the researcher. Seven participants expressed their impressions about the discussion section, where they could share personal experiences with participants who had similar experiences. For example, one teen said: “Then if I don’t know the details right now, I think it would be helpful for patients to learn this by Facebook myself.”

Critical usability issues reported during user testing were reviewed, and, where necessary, revisions were made and confirmed through feedback loop of the phases (Figure 1). Regarding usability issues with “program content,” one participant suggested a movie on a pediatric patient, which was not in our movie list. She mentioned that it had helped her a lot when she underwent treatment. In this case, childhood cancer experts reviewed the movie and included relevant video clips to the module. Some video clips and pictures that were not working or had low graphic resolution were replaced with other video clips and pictures. Usability issues with “program appearance” were mostly minor revisions such as typos, font size, or picture location issues, which were corrected directly on the PowerPoint slides, and then the revised slides were
reuploaded on Facebook. There were few usability issues with “navigation.” Participants easily recovered from failed paths, with brief help from the researcher. However, for first-time users of Facebook, we added a short video tutorial of the program navigation. Multimedia Appendix 2 shows a screenshot of the final version of the “Healthy Teens for Soaam” program on Facebook.

Table 5. Content analysis of user testing transcriptions (N=11).a

<table>
<thead>
<tr>
<th>Category, Themes</th>
<th>Type of feedback</th>
<th>Frequency of units</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Program Content</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading level of elementary or middle school</td>
<td>Positive</td>
<td>2</td>
</tr>
<tr>
<td>Explanations on medical terminologies are useful</td>
<td>Positive</td>
<td>7</td>
</tr>
<tr>
<td>Video clips and pictures were helpful</td>
<td>Positive</td>
<td>14</td>
</tr>
<tr>
<td>Easy to understand, good readability</td>
<td>Positive</td>
<td>28</td>
</tr>
<tr>
<td>Helpful and useful educational content</td>
<td>Positive</td>
<td>34</td>
</tr>
<tr>
<td>Knowledge/information first learned from this program</td>
<td>Positive</td>
<td>35</td>
</tr>
<tr>
<td>Need revisions or irrelevant information</td>
<td>Negative</td>
<td>2</td>
</tr>
<tr>
<td>Some video clips and pictures were not working or had low graphic resolution</td>
<td>Negative</td>
<td>3</td>
</tr>
<tr>
<td>Need more information on specific topics</td>
<td>Negative</td>
<td>5</td>
</tr>
<tr>
<td>Content was not easy to understand, low readability (use of difficult medical terminology)</td>
<td>Negative</td>
<td>7</td>
</tr>
<tr>
<td><strong>Program Appearance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liked layout (eg, font style, font size, sentence length, location of pictures and paragraphs)</td>
<td>Positive</td>
<td>23</td>
</tr>
<tr>
<td>Suggestions</td>
<td>Negative</td>
<td>3</td>
</tr>
<tr>
<td>Issues with layout (eg, picture sizes and locations)</td>
<td>Negative</td>
<td>6</td>
</tr>
<tr>
<td><strong>Navigation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Familiar with Facebook navigation</td>
<td>Positive</td>
<td>6</td>
</tr>
<tr>
<td>Got lost or failed path (needed help from the researcher)</td>
<td>Negative</td>
<td>2</td>
</tr>
<tr>
<td><strong>Others (strengths of program)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reasons for not doing or following self-management at home</td>
<td>Positive</td>
<td>3</td>
</tr>
<tr>
<td>Provide online social support</td>
<td>Positive</td>
<td>4</td>
</tr>
<tr>
<td>Good sources of information: from health care professionals, school, the internet, family, self-experience</td>
<td>Positive</td>
<td>14</td>
</tr>
<tr>
<td>Improved intention (attention) to know about their disease</td>
<td>Positive</td>
<td>15</td>
</tr>
<tr>
<td>Can share personal experiences on treatment</td>
<td>Positive</td>
<td>17</td>
</tr>
</tbody>
</table>

aRepresentative comments from user testing are shown in Multimedia Appendix 1 (quotations from focus group discussions and user testing).

**Discussion**

**Principal Findings**

The aim of this study was to develop a Facebook-based intervention program for childhood cancer participants and to evaluate its usability to guide program refinements. Overall, the evaluation of “Healthy Teens for Soaam” revealed that the program was perceived as usable by our participants, who were representative of our target audience (teens with cancer). Seven phases of development and usability evaluation uncovered usability issues as well as areas to enhance user satisfaction, which were then modified accordingly.

Childhood cancer participants and families wanted a comprehensive online information source where they could find childhood cancers–related information. Preexisting sources of information (eg, other patients, hospital handouts, searching the internet) were not reliable and potentially provided limited or outdated information. Therefore, focus group discussion participants greatly valued the objectives and content of this program. Moreover, participants supported the discussion topics at the end of each module. Considering the characteristics of adolescence, peer groups are important for their socialization; however, hospital admissions and principles to prevent infection limit their opportunities to participate in peer group activities. Online interactions among teenagers with similar diagnoses provide the next-best opportunity for social support.

User testing by potential end users revealed that the program content was comprehensive. Previous research has found the two main predictors of noncompliance to chemotherapy to be...
child resistance and inadequate information [26]. To overcome these barriers, this program provided tailored information to teens with the goals of improving their knowledge and reducing their resistance to treatment by explaining the rationale behind treatments and procedures, and may therefore improve treatment compliance among teens with cancers.

By adapting the Facebook platform to this program, we took advantage of the following key points: (1) potential end users are familiar with navigation of the program, (2) researchers can reduce costs for developing new online platforms, and (3) researchers may be able to improve treatment fidelity, as teenagers access Facebook almost every day and are continuously connected via the smartphone app. By contrast, the limitations of using Facebook [49] include: (1) design-related limitations (eg, limited freedom and options for text editing and background color schemes) and (2) the inability to control certain features such as advertisements and chronology of posts.

Next Steps
The next step of this “Health Teens for Soaam” program will be delivering this 8-week Facebook-based intervention for teens with cancer in South Korea. The purpose will be to increase knowledge and provide accurate, up-to-date information about self-management strategies for improving health and wellness. Through this intervention, we will be able to determine the effectiveness and efficiency of the Facebook-based intervention program.

A previous Facebook-based intervention program for young adult cancer survivors found that engagement with the Facebook program was variable, and investigators recommended that future research should explore how to promote sustained engagement in online social networking [31,50]. Our program includes discussion sections similar to the previous intervention [31,50], in that relevant discussion topics are included in each module. To foster interaction and social support between participants, a moderator will encourage and remind users of discussion sections. A review of the use of social media for teens with childhood cancer [30] reported that health care providers are increasingly integrating social media into their professional life, and that it provides several advantages for both patients and health care providers. For example, the presence of health care providers presents an opportunity for direct interaction with patients and the ability to provide them with reliable, data-based health information. In turn, the health care providers also learn about the experiences and concerns of teens with cancer in real time. Thus, we will consider inviting pediatric oncology health care providers to serve as additional moderators who can provide expert opinions in response to participant queries. This option will improve our study, promote better participant engagement, and enhance treatment fidelity.

Strengths and Limitations
This study had several strengths. We used rigorous qualitative analysis methods, including focus group discussions and user testing transcriptions. Additionally, the use of multiple methods provided a strong source of triangulation and enhanced the reliability of our results, which were informed by both qualitative and quantitative data. We described all development and usability evaluation processes conducted in 7 phases to provide guidance to researchers who want to use Facebook as an intervention platform. According to a recent systematic review of the use of Facebook, only 10 studies have investigated this platform for such interventions [51]. This could be partly because there is no guide on how to utilize this platform, and the task could seem daunting without guidance. Lastly, we used multiple usability evaluation methods. For example, we relied on expert reviews of our content by health care professionals, heuristics evaluation of the Facebook program by human-computer interaction experts, and user testing of the Facebook program by potential end users. Feedback comments from the different evaluation methods guided different aspects of usability issues and improved various facets of our program.

Our study also had several limitations. Regarding participant recruitment, focus group discussions and user testing employed convenience and snowball sampling methods. Sample sizes were relatively small and participants were from one metropolitan area. We did not apply strict inclusion criteria for user testing participants, instead including participants with any type of cancer and at any stage of treatment (ranging from newly diagnosed to completed chemotherapy). Additionally, the current health status of participants was biased toward teens who were in good health. These limitations could decrease the generalizability of the study findings. In addition, our findings may reflect a response bias, as participants who were already interested in Facebook may have been more likely to participate.
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Abstract

Background: An established and well-known method for usability assessment of various human-computer interaction technologies is called heuristic evaluation (HE). HE has been adopted for evaluations in a wide variety of specialized contexts and with objectives that go beyond usability. A set of heuristics to evaluate how health information technologies (HITs) incorporate features that enable effective patient use of person-generated health data (PGHD) is needed in an era where there is a growing demand and variety of PGHD-enabled technologies in health care and where a number of remote patient-monitoring technologies do not yet enable patient use of PGHD. Such a set of heuristics would improve the likelihood of positive effects from patients’ use of PGHD and lower the risk of negative effects.

Objective: This study aims to describe the development of a set of heuristics for the design and evaluation of how well remote patient therapeutic technologies enable patients to use PGHD (PGHD enablement). We used the case of Kinect-based stroke rehabilitation systems (K-SRS) in this study.

Methods: The development of a set of heuristics to enable better use of PGHD was primarily guided by the R3C methodology. Closer inspection of the methodology reveals that neither its development nor its application to a case study were described in detail. Thus, where relevant, each step was grounded through best practice activities in the literature and by using Nielsen’s heuristics as a basis for determining the new set of heuristics. As such, this study builds on the R3C methodology, and the implementation of a mixed process is intended to result in a robust and credible set of heuristics.

Results: A total of 8 new heuristics for PGHD enablement in K-SRS were created. A systematic and detailed process was applied in each step of heuristic development, which bridged the gaps described earlier. It is hoped that this would aid future developers of specialized heuristics, who could apply the detailed process of heuristic development for other domains of technology, and additionally for the case of PGHD enablement for other health conditions. The R3C methodology was also augmented through the use of qualitative studies with target users and domain experts, and it is intended to result in a robust and credible set of heuristics, before validation and refinement.

Conclusions: This study is the first to develop a new set of specialized heuristics to evaluate how HITs incorporate features that enable effective patient use of PGHD, with K-SRS as a key case study. In addition, it is the first to describe how the identification of initial HIT features and concepts to enable PGHD could lead to the development of a specialized set of heuristics.

(J Med Internet Res 2020;22(7):e17132) doi:10.2196/17132
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Introduction

Varying Effects of Person-Generated Health Data

Person-generated health data (PGHD) are produced from technologies that allow people to access and utilize health data that they themselves generate outside of a health clinic setting, and to share these data with health care providers and others, typically via the internet. These technologies are designed to generate data about a range of health conditions and in pursuit of a range of health outcomes for remote patient monitoring [1,2]. Example technologies include home-based, web-based, mobile, and wearable apps, which cater to a range of health conditions such as irritable bowel syndrome [3], diabetes [4,5], and bipolar disorder [6]; text reminders for asthma management [7]; and social networking sites for the mental well-being of cancer patients [8].

It is possible for PGHD utilization to have positive, negative, or nil effects on patients who use these technologies. PGHD use has been reported to provide patients with a range of benefits, such as increasing interest in their own health care processes [5,9,10], allowing them to monitor and manage their own health status [11], and motivating them to undergo positive behavior change [1,12]. However, PGHD utilization can also cause patients to feel frustrated and discouraged [1], and some patients may feel excluded from the benefits of PGHD [11]. This highlights the need to consider patients’ perspective in the design and development of health technologies [13], particularly those that generate PGHD [14].

Measuring PGHD Effects

The varying effects of PGHD use on patients necessitates the development of a patient-reported outcome measure (PROM) of utilizing PGHD, or PROM-PGHD [15], to provide a standardized way of measuring PGHD outcomes and build empirical evidence about PGHD [16]. PROMs are used to assess the health status or experience of health services and interventions by patients themselves [17-19] and have been shown to improve the precision of evaluating health information technologies (HITs) [20]. Similarly, PROMs-PGHD would measure patients’ health outcomes or status as a result of accessing and using PGHD. Moreover, they could complement other clinical health outcome indicators, similar to how PROMs are used alongside other biometric measurements of patient health [21].

The authors previously developed a PROM-PGHD that entailed establishing health outcomes that should be measured for a specific technology category and a health condition [15,22]. The process identified some features that a domain or type of PGHD-enabled technology, that is, stroke rehabilitation systems, should have to evaluate their effectiveness in producing positive effects on patients who use PGHD to self-monitor or manage a specific health condition. For example, simulated stroke rehabilitation technologies should provide patients with real time information on the remaining exercise repetitions they need to do for them to self-manage their limited energy [1].

Evaluation of Technologies Using Heuristics

Using a list of features based on predetermined criteria to assess technology categories is called heuristic evaluation (HE). First introduced by Nielsen and Molich [23], HE is an established and well-known method for the usability assessment of various human-computer interaction technologies [24]. Using a set of guidelines, called heuristics, expert evaluators are able to quickly and efficiently identify issues that could affect the usability of technology artifacts [25]. In practice, it could also be conducted during the design process to identify potential problems before launch [24,25].

HE has since been adopted for evaluations in a wide variety of specialized contexts and with objectives that go beyond usability. This has resulted in specialized heuristics, which could be used to direct evaluators to focus on assessing technologies according to specific concepts of interest [24]. Nielsen’s original set of heuristics has been adopted or augmented to assess the quality of novice programing systems [26], identify common mistakes caused by novice and experienced users of a web-based health record system for nurses [27], and assess the safety of a HIT [28]. Such specialized heuristic evaluations have identified problems beyond the original scope of the original heuristics [29] and could therefore increase the effectiveness of evaluations in varied contexts [30] and improve the quality of insights gained [26].

Heuristics for PGHD Enablement

Developing a set of heuristics for use in the formative stages of development of patient and consumer health technologies could ensure more deliberate PGHD-enabling designs. This would improve the likelihood of positive effects from patients’ use of PGHD and lower the risk of negative effects. Such heuristics would also offer health care providers a standard way to evaluate technologies as part of selecting and implementing PGHD programs with their patients [11]. HE would complement other in-depth PGHD evaluation methods [2,15] to explore PGHD outcomes [14,16], integration with clinical tools [2], and assessment of quality management [31]. A set of heuristics to evaluate how HITs incorporate features that enable effective patient use of PGHD is needed in an era where there is a growing demand and variety of PGHD-enabled technologies in health care and where a number of remote patient-monitoring technologies do not yet enable patient use of their PGHD. Furthermore, research into the outcomes and benefits of PGHD has not kept up [2,11,14]. Specifically, methods are only emerging for systematic measurement of patient-reported health outcomes from accessing and utilizing PGHD [11,15]. In contrast to the already strong standardization of PROMs in many aspects of health care [21], PGHD outcome evaluation methods are idiosyncratic and reported research is fragmented [11].

Objective

In this study, we describe the development of a set of heuristics for the design and evaluation of how well remote patient therapeutic technologies enable patients to use PGHD (PGHD enablement). We used the case of Kinect-based stroke
rehabilitation systems (K-SRS) to illustrate how the development of PROM-PGHD has led to the creation of these heuristics.

**Methods**

**Case Study**

An important use case for evaluating PGHD effects is in simulated rehabilitation technologies for stroke, in particular those using body-tracking technology Kinect (Microsoft) [15]. Key considerations within the context of stroke rehabilitation include the inherent complexity of care necessary to improve health outcomes [32,33], the requirement for stroke survivors to frequently conduct repetitive movement exercises [34,35], and the difficulty of accessing therapy accompanied by the high cost of care over an extended period [36].

K-SRS offer a more convenient and cost-effective option [14]. They allow stroke survivors to undertake prescribed movement exercises simulating activities of daily living (ADL) [37-40]. As survivors use these systems, they produce PGHD in the form of data indicating their therapeutic progress. These data, generally designed to be used by clinicians, have the potential to be used by stroke survivors themselves for health self-monitoring [14,38,39].

**Methodology to Develop Specialized Heuristics**

A number of heuristic development processes have been employed in the literature. This includes literature reviews, analysis of usability problems, mixed processes, use of guidelines, interviews, and analysis of theories related to a specific domain [41]. Of these, only one methodology known as the R3C [42] has been used extensively (14 times) [41,43,44]. The authors have since improved it [45]. Another widespread approach is to point out the limitations of existing heuristics, in particular [23], and build on these by exploring other aspects that need to be considered for the target domain. The original set of usability heuristics did not detail the steps taken to develop them [23,46]. Subsequently reported processes for developing heuristics for specific application domains have varied.

**Procedure to Develop Heuristics for PGHD Enablement**

The development of a set of heuristics for PGHD enablement was primarily guided by the R3C methodology most utilized and applied in the literature [45]. However, a closer inspection of the methodology reveals that neither its development [44] nor its application to a case study [47] were described in explicit detail, leaving room for flexibility and interpretation for future implementations. There are also overlaps between its steps and the other heuristic development processes described earlier [41]. For instance, step 1 explores and describes the target technology domain, followed by step 2, where the meaning of usability is reexamined within the context of the target technology domain. Thus, a literature review may be conducted for these steps [47]. Moreover, although those steps do not specify conducting qualitative activities such as interviews and focus groups, their goals may indeed be augmented by such activities.

Thus, the development of a specialized set of heuristics for K-SRS technologies was guided by the R3C [45]. Where relevant, each step was grounded through the best practice activities in the literature, that is, analysis of the context of use through a literature review, interviews, and focus groups, and by using the original heuristics [23] as a basis for determining the new set of heuristics. As such, this study builds on the R3C methodology, and the implementation of a mixed process is intended to result in a robust and credible set of heuristics. Moreover, the detailed implementation of each step is intended to aid future developers of specialized heuristics for PGHD enablement within various contexts of health conditions and technology domains.

The steps of R3C are described in Textbox 1. The objective of this study was to develop an initial set of heuristics for PGHD enablement; thus, only steps 1 to 4 are implemented in this study. Evaluation of the heuristic set (step 5) and further refinement (step 6) is an area for future research.
Steps of the R3C methodology to develop a specialized set of heuristics [44,45,47]

- **Step 1: Exploratory stage**
  - Examine literature related to the main topics or technology domain of the research.

- **Step 2: Descriptive stage**
  - Highlight key concepts from step 1. Connect the information, and assign weights.

- **Step 3: Correlational stage**
  - Identify the characteristics that the heuristics should have. Original heuristics [23] may be used as a basis. Clarify the need to consider the target technology domain.

- **Step 4: Specification stage**
  - Formally specify the set of proposed specialized heuristics, using a standard template. Prioritize heuristics, and report any missing elements that need to be added.

- **Step 5: Validation or experimental stage**
  - The new set of heuristics is tested on the target domain, and usability problems or issues found are compared with those that would be found using traditional heuristics.

- **Step 6: Refinement stage**
  - The new set of heuristics is refined or improved following analysis of the results of step 5. However, this occurs iteratively, that is, if no more changes are recommended after step 5 then the development ends there.

**Results**

**Step 1: Exploratory Stage**

A literature review was conducted as part of the PROM-PGHD development process to understand how K-SRS have been designed to enable PGHD and what benefits, if any, were recorded [14] using them. Similar to how this step was applied for this case [47], the review also analyzed features of this domain, such as the effectiveness of K-SRS. Moreover, the types of PGHD generated by K-SRS were reviewed as well as how people were able to access those PGHD, the intended users and uses of PGHD, and any effects on patients from using PGHD [14].

The literature review described the context under which PGHD is produced and used, relevant for step 4 when the heuristics are specified. As part of this step, factors that may influence the outcomes resulting from accessing and using PGHD were analyzed. The review has shown that PGHD was given to patients to guide them, for example, change movement behavior or actions to perform correct exercise movements. PGHD were also provided to help them achieve their short- and long-term goals [14]. However, although people were generally provided with some form of PGHD as feedback, they did not have access to all their PGHD, which clinicians have access to. Other uses of PGHD include clinicians analyzing them to tailor rehabilitation programs for patients; researchers analyzing the effects on patients when they use a K-SRS; and to assess a variety of K-SRS, for example, how effective and reliable they are, and even compare them with other domains of technologies [14]. The review also identified one study that reported that a patient’s daily access to her PGHD caused her to remember them over time and be motivated to improve [48].

The review also highlighted the lack of patient-centered design in the development of K-SRS, given that the focus of providing data back to patients was for prescribing tasks and not to allow patients to access and make sense of their PGHD themselves. This is a missed opportunity to encourage patients to be more involved in their own health care [14], as patients who have direct access to their PGHD may become more engaged and thus improve their health outcomes [5,9,10,49]. Indeed, the lack of patient participation in the design of such PGHD systems may undermine patients’ rehabilitation experience [50]. This is indicative of the need for developers of technology-based rehabilitation systems to consider PGHD in their design, implementation, and evaluation and allow patients to access them [14].

**Step 2: Descriptive Stage**

This step is described as having 3 tasks: highlighting, connecting, and assigning weights to the concepts found in step 1. Step 2 is applied for this study as follows. First, concepts found through the literature review that could enable the effective patient use of PGHD were identified. Second, the concepts were categorized based on their inherent meaning according to 5 different reported effects of PGHD use thematically derived from the literature. Articles from a significant journal special issue on PGHD were inductively analyzed as an efficient and targeted way to identify reported effects of PGHD utilization from a range of HITs for different health conditions [15]. This process identified 5 different effects that may result from patients’ use of their PGHD. PGHD may influence health-related behavioral or attitude changes, influence
patients’ management of their own care owing to changes in how they feel about their health status, influence interest in their health care processes, facilitate their personal care goals, and influence their relationship with care providers. Concepts that did not match any of these effects were assigned a different category.

Table 1 shows the categorized concepts highlighted from the literature review. More example quotes are shown in Multimedia Appendix 1. The Weight column is discussed in the following paragraphs.

In the third activity of this stage, the concepts were assigned weights through qualitative studies. As part of the PROM-PGHD development process, the input of target users (stroke survivors) and experts (physiotherapists) was elicited through focus groups and interviews [51]. On the basis of the health and technology case under consideration, stroke survivors with experience interacting with a leading K-SRS called Jintronix [14,52] were asked to respond to open-ended questions around the effects resulting from their access to and utilization of PGHD. Meanwhile, the clinicians were asked how they thought that access and utilization of PGHD would affect the stroke survivors they were working with. Participant recruitment was conducted in Australia at 3 different sites, with ethics approval granted by the Human Research Ethics Committees of Deakin University (2017-087), Austin Health (HREC/17/Austin/492), and the University of Melbourne (1852259.1). A total of 10 stroke survivors (7 females and 3 males) were recruited through Deakin University; 5 clinicians (4 females and 1 male) and 6 stroke survivors (1 female and 5 males) were recruited through the Austin Health hospital; and 1 stroke survivor (female) was recruited through Headway ABI in Queensland, Australia.

The qualitative studies enabled the authors to receive direct feedback from PGHD users to assign weights to the concepts found from step 1. In addition, the studies also bridged any relevant gaps between the concepts described in the literature, those perceived by clinicians, and those reported as important by stroke survivors themselves [1]. New PGHD outcomes were documented that were not previously identified through the review and analysis of the literature described earlier [14], leading to the identification of new features that should be incorporated in technologies to enable effective patient use of PGHD.

Concepts identified through the literature review but not described by either stroke survivors or clinicians were assigned a weight of 0, concepts described by clinicians only were assigned a weight of 1, concepts described by stroke survivors only were assigned a weight of 2, and concepts described by both stroke survivors and clinicians were assigned a weight of 3. Table 1 shows the key concepts identified through the literature review assigned with weights and example quotes describing the concept, if any. Table 2 shows new concepts identified through the qualitative studies, also assigned with weights and listing example quotes.

The categories were initially applied by GD and then independently reviewed by the coauthors. Any disagreements in the categories applied were discussed in a meeting until agreement was reached for each concept. More example quotes are shown in Multimedia Appendix 1.
Table 1. Weighted key concepts identified from step 1: exploratory stage.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Key concepts</th>
<th>Weight</th>
</tr>
</thead>
</table>
| Stroke survivor health-related behaviors         | PGHD\(^a\) can guide stroke survivors to make appropriate movement behavior or action changes to perform an exercise correctly | 2—stroke survivors:  
• “I automatically adjust what I was doing, if I couldn’t burst every balloon I, I had to adjust… To work out what I was doing wrong” (FG1_STC2-3) |
| Stroke survivor personal care goals             | PGHD can help stroke survivors achieve their short- and long-term goals     | 0—Not described |
| Functional effectiveness of therapy              | PGHD can help inform clinicians, to analyze the functional effects of simulated rehabilitation therapy, and tailor programs for stroke survivors | 0—Not described |
| Evaluation of the PGHD-enabled K-SRS\(^b\)       | PGHD can be used to assess the effectiveness and reliability of a K-SRS, compared with other types of simulated rehabilitation technologies | 0—Not described |
| Stroke survivor interest in care processes       | • PGHD may be remembered by stroke survivors over time and can provide them with more motivation to improve their therapy performance  
• PGHD needs to be accessible to the stroke survivors who produce them to allow them to be more involved in their own health care | 3—stroke survivors and clinicians:  
• PGHD may provide “an extra percentage of motivation” (FG1_STC2-1) and an “incentive to do better” (FG1_STC2-3)  
• Clinician: “something to keep striving” (FG3_AHC1_3)  
• 3—stroke survivors and clinicians:  
• “it helped me understand my rehabilitation progress” (INT1_HWC1)  
• “quite often you learn more when you’ve done something wrong” (FG2_AHP_2)  
• Clinician: “[survivors] would understand better after a second session where they could compare their results…it’s good for them to have a comparison, to see how they’ve changed from one session to another” (FG3_AHC1_5) |

\(^a\)PGHD: person-generated health data.  
\(^b\)K-SRS: Kinect-based stroke rehabilitation systems.
Table 2. Weighted new concepts identified from qualitative studies.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Key concepts</th>
<th>Weight</th>
</tr>
</thead>
</table>
| **Stroke survivor health-related behaviors** | • PGHD$^4$ can encourage stroke survivors to do more exercises related to their therapy   | 3—stroke survivors and clinicians:  
  • “If I can see the improvement I’m making then it would…encourage me to maybe have more of those sessions” (INT1_STC3)  
  • Clinician: “that might stimulate them to be more compliant” (FG3_AHC1_5)  
  • 3—stroke survivors and clinicians:  
    • “probably lose faith in the system” (INT2_AHP)  
    • [unless there is] “some explanation […] that you need to consider looking” (INT2_AHP)  
    • Clinician: “They might get over it, or might not be willing to participate” (FG3_AHC1_3)  
  • PGHD can discourage stroke survivors from doing more exercises if it is negative or low   | 2—stroke survivors:  
  • “that can be a positive motivator, but can also (be) a negative one” (INT2_STC1)  
  • “I’m thinking well, are normal people at a hundred percent? And I’m only at 60%?” (FG1_AHP_2)  
| **Stroke survivor personal care goals** | • PGHD can demotivate stroke survivors if it is negative  
  • PGHD can cause positive or negative emotions, correlated with whether their PGHD is positive or negative  
  • PGHD can make stroke survivors feel confused about their health progress  
  • PGHD can make stroke survivors feel more self-aware about their health care | 3—stroke survivors and clinicians:  
  • “going backwards, that would be a little bit depressing” (INT1_AHP)  
  • seeing “yourself gradually making improvements, it just makes you feel so much better. Okay, I’m achieving something” (INT1_AHP)  
  • Clinician: “a score can motivate you or please you” (FG3_AHC1_5)  
  • 3—stroke survivors and clinicians:  
    • “the percentages to me is more difficult to understand […] are we trying to be a hundred percent at these things?” (FG1_AHP_2)  
    • Clinician: “scope to put in something about, I didn’t really understand” (FG3_AHC1_4)  
  • 2—stroke survivors:  
    • “to measure your improvement…or measure your, deterioration…You could see it in cold hard figures.” (FG2_AHP_2)  
| **Feelings about health status** | • PGHD can cause positive or negative emotions, correlated with whether their PGHD is positive or negative  
  • PGHD can make stroke survivors feel confused about their health progress  
  • PGHD can make stroke survivors feel more self-aware about their health care | 1—clinicians:  
  • “any relevance to a functional activity. You know like washing the dishes, or hanging the washing out or…climbing a flight of stairs” (FG3_AHC1_4)  
  • 2—stroke survivors:  
    • “It was certainly something that I watched, to see where I was at. ‘Cause you need to think about this, we have some sort of a budget of energy that you have to manage yourself, and you can’t afford to get to empty” (FG1_STC2-3)  
  • 3—stroke survivors and clinicians:  
    • Mismatch between PGHD and feeling of performance: “you probably think oh, the system’s not doing its job” (INT2_AHP)  
    • “nothing going on in the background about anyone judging me…that there isn’t anything that’s being kept from me” (FG1_AHP_2)  
    • Clinician: if you just did the computer thing and they…just stopped without data they’d be like, why do I do it?” (FG3_AHC1_2)  
| **Stroke survivor interest in care processes** | • PGHD can interest stroke survivors in how their exercises are contributing to their activities of daily living  
  • PGHD can help stroke survivors to self-manage their energy while undergoing therapy  
  • PGHD can affect stroke survivors’ perception about their therapy |
The key concepts identified through the first 2 steps are used as the basis to define the characteristics. As opposed to concepts, characteristics read as features that K-SRS should have to enable stroke survivors to use PGHD. These characteristics are also matched with the original heuristics [23] to identify any similarities. Some of the concepts were defined with similar characteristics and, therefore, combined. To further increase the credibility of the resulting heuristics, any characteristic matching an original heuristic is reworded using the original heuristic as a guide. Moreover, concepts with a weight of 0, that is, not described by stroke survivors or clinicians, were not defined as a characteristic and correspondingly not specified as a heuristic.

The characteristics were initially defined by GD and then independently reviewed by the coauthors. Any disagreements were discussed in a meeting until agreement was reached for each characteristic.

Table 3 lists the characteristics defined from the concepts identified previously that match an original heuristic [23], and as we have reworded them. Textbox 2 lists the characteristics that did not have a matching original heuristic [23]. The numbering continues from Table 3 through to Textbox 2, to indicate which characteristics were combined in the next step. To see which concepts were defined as which characteristics, please see Multimedia Appendix 1.
<table>
<thead>
<tr>
<th>Number</th>
<th>Characteristics</th>
<th>Reworded using the original heuristic as a guide</th>
</tr>
</thead>
</table>
| 1      | • PGHD-enabled systems should assist users in performing more exercises or actions, in a correct way.  
      • Matched with original heuristic 9. | • Help stroke survivors in performing more exercises or actions and to recognize, understand, and recover from errors they make. Guidance or error messages should be expressed in plain language (no codes), precisely indicate the problem, and constructively suggest a solution. |
| 2      | • PGHD-enabled systems should provide PGHD to stroke survivors for increased understanding about their rehabilitation or therapy process.  
      • Matched with original heuristic 1. | • PGHD-enabled systems should provide PGHD to stroke survivors to keep them informed about what is going on with their health status, within reasonable time.  
      • This would increase their understanding about their rehabilitation or therapy process. |
| 3      | • PGHD-enabled systems should avoid formatting PGHD through a scale that represents a completeness or an endpoint, for example, 100% as much as possible, as it would likely represent failure. Instead, PGHD should resemble the ongoing functional therapeutic progress of stroke survivors.  
      • Matched with original heuristic 2. | • PGHD-enabled systems should present PGHD in a format that matches the real-world context, therapy progress, and goals of the stroke survivors. |
| 4      | • PGHD-enabled systems should ensure that PGHD is, or could be, presented in a way that is clearly understandable to a stroke survivor.  
      • Matched with original heuristic 2. | • PGHD-enabled systems should ensure that PGHD is clearly understandable to stroke survivors. The system should speak their language, with words, phrases, and concepts familiar to them, rather than system-oriented terms. PGHD-enabled systems should follow real-world conventions, making information appear in a natural and logical order. |
| 5      | • PGHD-enabled systems should provide PGHD to stroke survivors for increased self-awareness about their health care.  
      • Matched with original heuristic 1. | • PGHD-enabled systems should provide PGHD to stroke survivors to keep them informed about what is going on with their health status, within reasonable time.  
      • This would increase their self-awareness about their health care. |
| 6      | • PGHD-enabled systems should provide patients real-time PGHD that allow them to self-manage their energy while performing therapy exercises.  
      • Matched with original heuristic 1. | • PGHD-enabled systems should provide PGHD to stroke survivors to keep them informed about what is going on with their health status, through appropriate feedback within reasonable time.  
      • This would allow them to self-manage their energy while performing therapy exercises. |
| 7      | • Notwithstanding the need for PGHD to be as accurate as possible, PGHD-enabled systems should inform the patients of its limitations or potential inaccuracies in the PGHD produced by stroke survivors.  
      • PGHD-enabled systems should also provide PGHD to stroke survivors to foster an increased sense of trust about their rehabilitation or therapy process.  
      • Matched with original heuristic 1. | • PGHD-enabled systems should always provide PGHD to stroke survivors to keep them informed about what is going on with their health status, through appropriate feedback within reasonable time.  
      • This would foster an increased sense of trust about their rehabilitation or therapy process. |
| 8      | • PGHD-enabled systems should allow stroke survivors to contact their/a clinician about their PGHD or at least provide survivors with the option of viewing functional, action-based suggestions for them to improve their performance.  
      • Matched with original heuristic 10. | • Even though it is better if the system can be used without additional help or documentation, it may be necessary to provide them. PGHD-enabled systems should provide stroke survivors the option to contact a clinician about their PGHD and vice versa or at least provide survivors with the option of viewing functional, action-based suggestions for them to improve their performance. Any such information should be easy to search, focused on the survivors’ exercises, list concrete steps to be carried out, and not be too lengthy. |
Even though it is better if the system can be used without additional help or documentation, it may be necessary to provide them. PGHD-enabled systems should provide stroke survivors the option to contact a clinician about their PGHD and vice versa or at least provide survivors with the option of viewing functional, action-based suggestions for them to improve their performance. Any such information should be easy to search, focused on the survivors' exercises, list concrete steps to be carried out, and not be too lengthy.

PGHD-enabled systems should provide stroke survivors with the option to share their PGHD with loved ones in a secure manner.

PGHD: person-generated health data.

Textbox 2. Characteristics defined from key concepts identified from steps 1 and 2, which do not have a matching original heuristic.

<table>
<thead>
<tr>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
</tbody>
</table>

Step 4: Specification Stage

In this stage, the characteristics defined in step 3 are specified as a heuristic, following a structured format: ID, name, definition, explanation of how the heuristic was developed, example(s) of when a system being evaluated complies with or violates the heuristic, expected benefits if the system complies with the heuristic, and anticipated problems of heuristic misunderstanding [45].

The ID applied to the heuristics was structured as [Number]-PGHD-W[Weight]. The weights were indicated to provide implementers an idea of the process that went through developing the heuristics. The heuristic names were written succinctly, in a similar fashion to the original heuristics [29]. The characteristics were written as the heuristic definition. The explanation of each heuristic described how they were developed from one or more heuristic and provided example descriptions of those concepts by stroke survivors, clinicians, or both. The example and benefits of each heuristic were described based on the literature review [14] and qualitative studies [1]. The anticipated problems indicated where heuristic definitions may be quite close and may be misunderstood.

A number of characteristics were either similar or tightly complemented each other and were therefore combined into one heuristic. Characteristics 3 and 12 described the need for K-SRS to match the health and therapy context of the stroke survivors. Characteristics 5, 2, 6, and 7 described the need for K-SRS to always provide PGHD to stroke survivors. Finally, characteristics 8 and 9 both described the need for K-SRS to provide options for stroke survivors to seek more information, contact their clinicians, and allow their clinician to contact them. A necessary augmentation is conducted in this step. In combining the characteristics, considerations had to be taken with the individual weights and the categories of those characteristics. Where the weights of the characteristics being combined were different, the highest weight was indicated for the resulting heuristic’s ID. Meanwhile, the categories were added as tag(s) under each heuristic and reworded to indicate how the heuristic informs implementers to enable PGHD use. This preserves the categories identified in step 2 as metadata that could aid implementers in understanding the concepts underlying each heuristic. Interestingly, the R3C methodology did not describe how the categories were relevant to the resulting heuristics [41].

The heuristics were initially specified by GD and then independently reviewed by the coauthors. Any disagreements were discussed in a meeting until agreement was reached for each specified heuristic. Moreover, steps 5 and 6 are expected to refine the example, expected benefits, and anticipated problems of each heuristic. Therefore, the heuristics presented here may still be revised later on [45].
The next section shows the new, initial set of heuristics for PGHD enablement.

**Design Heuristics to Enable Better Use of PGHD for Testing**

Eight new heuristics for PGHD enablement in K-SRS were created. Heuristics with higher weights are presented first, to highlight heuristics that should be prioritized. The first 6 heuristics have a weight of 3, and the last 2 heuristics have a weight of 2. There are 6 tags used: improve health-related behaviors, increase positive feelings about health status, facilitate positive personal care goals, increase interest in care processes, improve relationships with care providers, and improve relationships with family and caregivers.

For brevity, only the ID, name, tag(s), definition, and explanation are presented in Textbox 3. This could also be the short form that implementers may use when evaluating HITs, similar to how brief definitions are presented for the original heuristics [29]. However, as with the original heuristics, implementers ought to understand the underlying concepts and anticipated problems of each heuristic and should, therefore, view the full specifications in Multimedia Appendix 1.
Textbox 3. Short form of the specified heuristics for person-generated health data enablement.

1-PGHD-W3: Encouraging person-generated health data (PGHD)
- **Tag(s):** Improve health-related behaviors; increase positive feelings about health status
- **Definition:** The system should highlight PGHD indicating positive or improving therapy progress and provide them with more frequency than negative or decreasing progress.
- **Explanation:** This heuristic was formed from 3 concepts identified through a literature review and confirmed by stroke survivors and clinicians. Stroke survivors and clinicians commented on how PGHD can cause positive or negative emotions, correlated with whether the PGHD is positive or negative, for example, when survivors frequently see their PGHD improve, it encourages them to do more of the exercises. A clinician described how seeing PGHD could help survivors be more compliant. On the other hand, if survivors see their PGHD decline, they might lose faith in the system and not perform their exercises.

2-PGHD-W3: Evoking competitiveness with self
- **Tag(s):** Facilitate positive personal care goals
- **Definition:** The system should present PGHD that indicates negative or decreasing therapy progress carefully and in a form that elicits a stroke survivors’ competitiveness with the self.
- **Explanation:** This was a concept identified through a literature review and confirmed by stroke survivors and clinicians. Stroke survivors described how seeing their PGHD can motivate them to try harder, sometimes even when their PGHD indicates that they are not doing very well with their therapy exercises, because it can feel like a competition with themselves. Clinicians agree that it can give survivors something to keep them striving to be better.

3-PGHD-W3: Understandable health data
- **Tag(s):** Increase positive feelings about health status
- **Definition:** PGHD-enabled systems should ensure that PGHD is clearly understandable to stroke survivors. The system should speak their language, with words, phrases, and concepts familiar to them, rather than system-oriented terms. They should follow real-world conventions, making information appear in a natural and logical order.
- **Explanation:** This was a concept identified through a literature review and confirmed by stroke survivors and clinicians. A stroke survivor found that simply having percentages as feedback for performing an exercise could be confusing, as it could be misunderstood as being compared with people who have not had stroke. Clinicians also agreed that PGHD may not be understood by survivors.

4-PGHD-W3: Visibility of health progress
- **Tags:** Increase positive feelings about health status; increase interest in care processes
- **Definition:** PGHD-enabled systems should always provide PGHD to stroke survivors to keep them informed about what is going on with their health status, through appropriate feedback within reasonable time.
- **Explanation:** This heuristic was formed from 4 concepts identified through a literature review and confirmed by stroke survivors and clinicians. Stroke survivors described how PGHD could help them understand their rehabilitation progress, to determine whether their functional progress was headed in the right direction and learn when they have made a mistake. PGHD could also help them self-manage their energy as they perform their exercises and increase their trust in their therapy process.

5-PGHD-W3: Help and support
- **Tag(s):** Improve relationship with care providers
- **Definition:** Even though it is better if the system can be used without additional help or documentation, it may be necessary to provide them. PGHD-enabled systems should provide stroke survivors the option to contact a clinician about their PGHD, allow their clinicians to contact them; or at least provide survivors with the option of viewing functional, action-based suggestions for them to achieve their therapy goals. Any such information should be easy to search, focused on the survivors’ exercises, list concrete steps to be carried out, and not be too lengthy.
- **Explanation:** This heuristic was formed from 2 concepts identified through a literature review and confirmed by stroke survivors and clinicians. Stroke survivors described how they would want to contact their therapists, particularly if they have not been doing well to ask for assistance and ask for advice on what they could do better. Clinicians also described how it would be good if therapists could contact survivors when they are not being compliant. They also described how stroke survivors would likely ask for more explanation and for advice on how they can do things differently to improve their PGHD.

6-PGHD-W3: Communication of health data
- **Tag(s):** Improve relationship with family and carers
- **Definition:** PGHD-enabled systems should provide stroke survivors with the option to share their PGHD with concerned parties, for example, loved ones, in a secure manner.
heuristics for PGHD enablement, and cognitive work analysis technologies [53,55]. In particular, PROMs-PGHD [15], and guidelines that consider the sociotechnical context of those testing and evaluation can benefit from frameworks, standards, the result of sociotechnical factors [54]. Thus, HIT usability from design flaws and technical limitations, they are also often unexpected consequences and even failures can occur from errors they make. Guidance or error messages should be expressed in plain language (no codes), precisely indicate the problem, and constructively suggest a solution.

Explanation: This was a concept identified through a literature review and confirmed by stroke survivors. A stroke survivor commented on how PGHD can help them work out what they were doing wrong and adjust accordingly.

8-PGHD-W2: Match between system PGHD and real-world context of stroke survivors

Tag(s): Facilitate positive personal care goals; increase interest in care processes

Definition: PGHD-enabled systems should present PGHD in a format that matches the real-world context, therapy progress, and goals of the stroke survivors. When presenting PGHD, for example, as a score, percentage, or a graph, they should be matched to the therapy goals of the survivors. These goals may change over the course of a survivors’ therapy, from gaining functional progress in the first few months or years to maintaining function to perform ADL when their progress starts to plateau [1]. PGHD needs to be connected with the needs of the stroke survivors and where they are clinically.

Explanation: This was a concept identified through a literature review and confirmed by stroke survivors and clinicians. Stroke survivors described how receiving a percent score that did not indicate a 100% could be a negative motivator. Achieving 100% given their condition could be very difficult or even impossible. Clinicians also described how PGHD should help survivors understand how their therapy is contributing to improved performance of ADL.

Discussion

Principal Findings

This study is the first to develop a new set of specialized heuristics to evaluate how HITs incorporate features that enable effective patient use of PGHD, with K-SRS as a key case study. In addition, it is the first to describe how the identification of initial HIT features and concepts to enable PGHD could lead to the development of a specialized set of heuristics. As such, it uncovers a valuable dimension to the PROM-PGHD development method, which considers the sociotechnical context of HITs [15,22]. This context is the complex nature of interactions between people’s unique health conditions and behavior and that of the technologies and tools they use within their environment [53]. The prior development of a PROM-PGHD for the key case of K-SRS was guided by this context [15]. Although PROMs have long been known to support the evaluation of health interventions, which may be supported by HITs [20], they are developed to consider only the health condition of patients. Conversely, the nature of PGHD requires the development of a PROM-PGHD to consider the sociotechnical context of the patient experience, that is, both the health condition and technology category [15].

Subsequently, this study highlights the value of considering the sociotechnical context of HITs in their design and evaluation. Although unexpected consequences and even failures can occur from design flaws and technical limitations, they are also often the result of sociotechnical factors [54]. Thus, HIT usability testing and evaluation can benefit from frameworks, standards, and guidelines that consider the sociotechnical context of those technologies [53,55]. In particular, PROMs-PGHD [15], heuristics for PGHD enablement, and cognitive work analysis [56] ensure that understanding of the complexities of care is incorporated in HIT design and implementation [56].

The R3C methodology [45] guided the heuristic development process; however, it was not applied without some difficulty. The methodology’s development, description, and application to a case study [44,47] were not described in explicit detail, which left too much room for flexibility. More specifically, it did not specify how the concepts identified from step 1 were going to be connected in step 2; how weights were going to be determined and applied to those concepts, and what influence those weights would have on the succeeding steps; how the characteristics were going to be identified in step 3 and how they differed from the concepts previously identified; and how the original heuristics were going to be “used” as a basis, after matching them with the defined characteristics. Moreover, although R3C presented a structured template for the specification of the heuristics in step 4, the resulting case heuristics only presented summaries or abbreviated versions [47,57,58]. Subsequently, implementations of R3C’s steps to develop other specialized heuristics have varied [59-61].

A step-by-step implementation of the R3C methodology was presented. A systematic and detailed process was applied in each step of heuristic development, which bridged the gaps described earlier. It is hoped that this would aid future developers of specialized heuristics, who could apply the detailed process of heuristic development for other domains of technology, and additionally for the case of PGHD enablement for other health conditions. Throughout the process, it was observed that the concepts and characteristics may need to be combined. This study presents a way to retain the weights and categories applied to them as heuristic metadata to aid implementers in understanding their underlying concepts.
Although the last 2 heuristics have a weight of 2, implementers should still aim to conduct the evaluation using all 8 heuristics. However, in case of any resource constraint, the first 6 heuristics should be prioritized.

The R3C methodology [44] was also augmented through the use of qualitative studies with target users (stroke survivors) and domain experts (physiotherapists) to determine the weights, discover new concepts, and ensure the defined characteristics and resulting heuristics were as close to the experiences of the users as possible. This is intended to result in a robust and credible set of heuristics, before the validation stage (step 5), after which the specified heuristics may be improved through the refinement stage (step 6). This is especially valuable, as the R3C methodology’s recommended iteration of the process leads from step 6 back to step 4 [45], implying that steps 1 to 3 need to be rigorously implemented. Subsequently, the initial set of heuristics presented here will be validated and refined following steps 5 and 6.

Limitations

Data gathered from the qualitative studies were used as an important augmentation in the heuristic development process. However, as those studies were primarily meant to support the development of a PROM-PGHD, it is possible that participants were not asked all the relevant questions around PGHD enablement features. In the event, many concepts found through the literature review were supported by qualitative studies, and indeed, most of the resulting heuristics were formed from new concepts found in those studies. Therefore, although it might appear to be a limiting factor, it actually indicates the robustness of the process followed and highlights the importance of this suggested augmentation. Moreover, the validation stage (step 5) still allows for possible additional heuristics to be identified.

The flexibility of the R3C methodology [44] meant that it is possible that the process followed in this study deviated from the original intent of the authors. However, we believe that the detailed, step-by-step implementation of R3C and the suggested augmentation have in effect modeled a way to build on and strengthen it.

Conclusions

The new set of heuristics for PGHD enablement, following a detailed, systematic development process augmented from best practice that we have presented, could serve as a guide for future developers of specialized heuristics in general and specifically for developers of heuristics for PGHD enablement of a variety of technology domains and health conditions. The new set of heuristics is needed in a period of rising demand for, supply of, and variety of PGHD-enabled technologies in health care. It offers health care providers a standard way to evaluate technologies as part of selecting and implementing PGHD programs with their patients [11], complementing other in-depth PGHD evaluation methods [2,15], and has a broader relevance for the design and implementation of HITs. In addition, an interesting dimension to the PROM-PGHD development process was discovered, and it highlights the value of considering the sociotechnical context of HITs in their design and evaluation.
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Abstract

Background: The standard approach for evaluating the effects of population-level substance use prevention efforts on youth and young adult perceptions and behaviors has been to compare outcomes across states using national surveillance data. Novel surveillance methods that follow individuals over shorter time intervals and capture awareness of substance use prevention policy and communication efforts may provide a stronger basis for their evaluation than annual cross-sectional studies.

Objective: This study aimed to identify a combination of strategies to recruit a sample of youth and young adults sufficiently representative of the Vermont population and determine how best to retain a web-based panel of youth and young adults over a 6-month period.

Methods: Eligible participants were Vermont residents aged 12 to 25 years who were willing to complete three 10 to 15-minute web-based surveys over a 6-month period. Recruitment was conducted via the following three main mechanisms: (1) web-based recruitment (paid and unpaid), (2) community-based recruitment through partners, and (3) participant referrals via a personalized link. Upon completion of the baseline survey, participants were randomly assigned to one of the following three retention incentive conditions: (1) guaranteed incentive (US $10), (2) lottery incentive (US $50 weekly lottery drawing), and (3) preferred method (guaranteed or lottery). Analyses examined cost per survey start by recruitment source, distribution of demographic characteristics across incentive conditions, and retention by study condition at 3-month and 6-month follow-ups.

Results: Over a 10-week period in 2019, we recruited 480 eligible youth (aged 12-17 years) and 1037 eligible young adults (aged 18-25 years) to the Policy and Communication Evaluation (PACE) Vermont Study. Facebook and Instagram advertising produced the greatest number of survey starts (n=2013), followed by posts to a state-wide web-based neighborhood forum (n=822) and Google advertisements (n=749). Retention was 78.11% (1185/1517) at 3 months and 72.18% (1095/1517) at 6 months. Retention was equivalent across all incentive study conditions at both waves, despite a strong stated preference among study
participants for the guaranteed payment at baseline. Youth had greater retention than young adults at both waves (wave 2: 395/480, 82.3% vs 790/1037, 76.18%; wave 3: 366/480, 76.3% vs 729/1037, 70.30%). Substance use prevalence in this cohort was similar to national and state-level surveillance estimates for young adults, but was lower than state-level surveillance estimates for youth. Most participants retained at wave 3 provided positive qualitative feedback on their experience.

**Conclusions:** Our study supports the feasibility of recruiting a web-based cohort of youth and young adults with representation across an entire state to evaluate substance use prevention efforts. Findings suggest that a guaranteed payment immediately upon survey completion coupled with a bonus for completing all survey waves and weekly survey reminders may facilitate retention in a cohort of youth and young adults.

**J Med Internet Res 2020;22(7):e18446** doi:10.2196/18446
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**Introduction**

Adolescence and young adulthood are defined by developmental processes that mark increased susceptibility to risk-taking behaviors, including substance use [1-4]. In tobacco control, prevention efforts have shifted from individual and group-level interventions to population-based approaches, including policy and mass media efforts to reduce the appeal and accessibility of tobacco products to young people [5]. Concurrently, state-level cannabis policies in the United States have aimed to liberalize the accessibility of cannabis products, though there have been few state-level prevention campaigns. Using national surveillance data across states has been the standard approach to evaluate the effects of these policies on youth and young adult perceptions and behaviors [6,7]. These evaluations, which use cross-sectional data over time, may mask more nuanced trends in individual-level changes in harm perceptions and behavior and have largely failed to address spillover effects on other substance use. Novel surveillance methods that follow individuals over time and capture awareness of substance use prevention policy and communication efforts may provide a stronger basis for their evaluation.

Vermont represents a unique test case for the evaluation of population-level interventions for substance use for three reasons. First, the prevalence of substance use in young people from Vermont is higher than national estimates [8-10]. Second, Vermont has implemented a number of new policies related to substance use in the past 5 years, including a state-wide opioid drug disposal program, stronger prescribing guidelines, and requirements in the Vermont Prescription Monitoring System (2016); legalized possession of cannabis for adults aged 21 years or above [11] (2018); a ban on the web-based sale of e-cigarettes [12] and a 92% tax on e-cigarettes [13] (2019); and an increase in the legal age of tobacco sale to 21 years [14] (2019). In addition to policy efforts, the Governor’s 2018 Opioid Coordination Council Report recommended development and implementation of school-based primary prevention programs for opioid use and a comprehensive drug prevention messaging campaign [15]. Third, while Vermont has a relatively homogeneous population in terms of race/ethnicity, it is the second most rural state in the country [16], with between 60% and 100% of the area classified as rural depending on the definition [17]. Thus, policy and communication interventions may be implemented or experienced differently than in settings with greater population density.

In 2018, researchers and program staff at the University of Vermont and the Vermont Department of Health began discussing the development of a longitudinal cohort study of youth and young adults to evaluate responses to changes in tobacco, alcohol, and other substance use policies, communication, and interventions at the state level. The Policy and Communication Evaluation (PACE) Vermont Study was designed to complement existing evaluation efforts that rely on a combination of state-level surveillance and smaller convenience samples [18]. The PACE Vermont Study uses web-based data collection in a large sample of youth and young adults, with surveys at shorter intervals to capture changes over time. The survey instrument was also designed to be flexible, allowing for assessment of emerging issues and communication outcomes (eg, knowledge, attitudes, and beliefs) not typically captured in state surveillance systems.

Web-based data collection was proposed to reduce barriers to participation in research among rural people from Vermont, given that as of 2018, 98% of young adults aged 18 to 29 years use the internet, as do 78% of adults who live in rural communities [19]. Similarly, 94% of young adults aged 18 to 29 years and 65% of adults in rural communities own a smartphone [20]. Adoption of web-based surveys for data collection is likely to appeal to young people, who grew up with computers and use them in virtually all aspects of their lives, while reducing transportation and other costs that serve as barriers to engaging in traditional clinical trials [21-24]. With respect to retaining young people in longitudinal studies, there was no clear recommendation on incentives to maximize retention, as previous studies had identified multiple means, including increasing participant payments, conducting sweepstakes, providing bonuses, and sending reminder postcards [25-28].

This study had the following two primary goals: (1) to identify the combination of recruitment strategies that would provide a sample of youth and young adults sufficiently representative of the Vermont population and (2) to determine how best to retain a web-based panel of youth and young adults to be able to attribute changes in knowledge, attitudes, beliefs, and behaviors to specific interventions. Specifically, this study experimentally compared the effects of a lottery payment, a guaranteed
payment, and participant preference for a particular completion incentive on retention at 3-month and 6-month follow-ups. Our a priori hypothesis was that retention would be higher in the participant preference incentive condition than in the lottery or guaranteed payment incentive condition, as providing choice for some study-related decisions has been described as a means to improve retention in studies involving young adults [29].

**Methods**

**Study Overview**

The study consisted of three web-based surveys conducted from March 2019 through October 2019 and was approved by the Institutional Review Boards of the University of Vermont and Vermont Department of Health. This research also received a Certificate of Confidentiality from the National Institutes of Health.

**Recruitment and Enrollment**

Eligible participants were Vermont residents aged 12 to 25 years who were willing to complete three 10- to 15-minute web-based surveys over a 6-month period. Youth participants aged 12 to 17 years also had to report being a US citizen or permanent resident. Recruitment was conducted by Hark, a Vermont-based digital design and marketing firm [30], over a 10-week period (March 26–June 4, 2019). Participants were recruited via the following three main mechanisms: (1) web-based recruitment including both paid and unpaid advertising, (2) community recruitment through partner organizations, and (3) participant referrals via a personalized link. Each recruitment type contained a unique link to the study website to be automatically tracked via Google Analytics. Web-based recruitment occurred through paid Facebook, Instagram, and Google display and Gmail advertisements; free Craigslist Vermont advertisements; posts on PACE Vermont’s social media accounts (Facebook, Instagram, and Twitter); paid posts on a state-wide online neighborhood forum (Front Porch Forum) [31]; and paid placement of advertisements in local web-based and print newspapers with relevant news stories. Community recruitment occurred through outreach from engaged partners to their constituents and via news media on the PACE Vermont Study. Partner organizations received a recruitment toolkit, with a tailored newsletter blur, flyers, sample email language, and sample social media posts for print and digital promotion of the study, as well as a timeline for distribution of recruitment material to their networks. Participant referrals were requested at the end of baseline survey completion via a thank you email with a personalized referral link, a request to share the survey link with friends on social networks, and a direct link to the PACE Vermont Facebook page. Parents of youth participants were able to opt in to be considered for a small study incentive (US $5) for referring another eligible family to the study using their unique link. The PACE research team met weekly to monitor representation by age, race, ethnicity, and county, and promotional strategies during this period were adjusted to focus on underrepresented areas of the state or sociodemographic groups.

Digital advertising channels, including Google display advertisements, Google Gmail advertisements, and Facebook display advertisements, delivered content to the following three Vermont-based segments: youth (aged 12-17 years), young adults (aged 18-25 years), and parents (aged ≥18 years). In addition to age and geography, Google and Facebook’s interest and lifestyle-based targeting enabled specific targeting of parents. Prior to recruitment, the PACE team integrated Google and Facebook advertisements with the study landing page and its web analytics tool. Google and Facebook campaigns for the PACE Vermont Study were set to optimize their targeting algorithms and advertisement variations to achieve a maximum number of survey starts rather than clicks or page views. The initial structure of both the Facebook and Google advertisement campaigns mirrored the audience segments (youth, young adults, and parents). Advertisements for each segment featured visual assets (ie, photographs, illustrations, and graphics) and text in the form of headlines, posts, email body, and call-to-action buttons. Advertisements directed at youth and young adults used the following message themes: (1) earn cash rewards and buy the things you really want and (2) be a leader in your community and share your opinion on important topics. Advertisement visuals took the following two approaches: (1) photographs of youth and young adults smiling and holding a mobile phone or gift card and (2) eye-catching illustrations and graphics with action-oriented phrases like “We want to hear from you.” Advertisements directed at parents were designed to motivate parents to encourage their children to join the study. Parent-focused messages used the following themes: (1) your family can help improve the health of Vermont’s youth for years to come and (2) your teen’s participation will help Vermont create substance-abuse resources for other families. Advertisement visuals took the following two approaches: (1) humorous photography of toddlers and young children making messes and (2) sentimental photography of parents embracing their babies and young children. A separate wave of Facebook and Google advertisements ran close to the end of the recruitment window and highlighted the urgency of participation with messages like “Don’t miss out on PACE VT” and “Time is running out.” Other promotional channels like Front Porch Forum and Craigslist primarily targeted parents and older young adults. Because these channels do not allow for advanced targeting beyond geography, promotional messages mirrored those of parents in our paid campaigns.

All study advertisements and links directed participants to the PACE Vermont website, where there was a brief study description and link to an open web-based screener. In addition to direct advertising to youth, parents of eligible youth were also targeted via promotional efforts. They were asked to review an information sheet and provide informed consent prior to youth providing assent to complete the screener. Youth who initiated the screening survey without parental consent were asked to provide parent contact information, which triggered an email to the parents. Upon parental consent, youth received a unique link to the screener to provide assent. Youth and young adults underwent an electronic informed consent process and received an email link to contact study personnel to ask questions about the study. Eligible consenting youth and young adults were automatically forwarded to the baseline survey, where they completed demographic information and questions on substance use knowledge, attitudes, beliefs, and behaviors.
These included measures of ever and past 30-day use of cigarettes, alcohol, and marijuana, which served as benchmarks for comparison to prevalence estimates from state and national surveillance on substance use data. Participants were then automatically forwarded to a web-based version of the University of Vermont participant payment form required for internal tracking of study payments. All surveys were voluntary, deployed via Qualtrics [31], and optimized for completion via a computer or mobile phone.

During baseline data collection, we revised our survey delivery to ensure the eligibility of participants and the validity of study responses in several ways as follows: (1) adding automatic screening within our survey platform, Qualtrics [32], to exclude participants with an IP address outside Vermont; (2) conducting consistency checks between age and date of birth, as well as state of residence and location of IP address; (3) adding a CAPTCHA item in the screener to ensure that respondents were human and not bots; (4) conducting additional screening of respondents with suspicious email addresses (eg, common e-mail format across surveys completed within minutes of each other and email addresses including names that did not correspond to contact information) and out-of-state phone numbers; and (5) using information from the screening and payment forms (eg, consistency of name across forms and location of participant address) to verify eligibility. Potentially fraudulent participants were flagged and received an email from the study team offering an opportunity to confirm their contact information and remain in the study. Respondents who did not confirm that they were valid participants were removed from the study.

**Intervention and Retention**

At the end of the baseline survey, participants were asked “Which of the following would you like to receive for completing other web-based surveys like this?” with the following two response choices: “Receive a $10 online gift card” or “Be entered into a lottery to receive $50.” After responding to this question, participants were randomly assigned within the Qualtrics survey system to one of the following three study conditions: (1) guaranteed incentive (US $10), (2) lottery incentive (US $50 weekly lottery drawing), and (3) preferred method (guaranteed or lottery, based on the response to the question). Participants were informed of their study condition, and those in the guaranteed condition were automatically directed to a web interface [33] to confirm their email address and receive their US $10 gift card (wave 1 study payment). Gift cards were emailed to wave 1 participants once they were confirmed as participants with valid completion. Lottery drawings were conducted among those who had completed the survey in a given week (n=3 youth and n=3 young adult winners selected each week during each survey wave), and winners were notified by email. Participants were told that they would receive a bonus payment for completing all three surveys (lottery payment group: US $50 bonus; guaranteed payment group: US $20 bonus in addition to US $10 per completed survey). Thus, all participants received US $50 upon completing all three surveys and lottery participant winners could receive more.

Follow-up surveys were launched approximately 3 months (June 27-July 31, 2019) and 6 months (September 17-October 15, 2019) after the baseline survey. Each survey was distributed initially via email or text message, based on participant preference, with a message that notified participants about the dates of data collection, including the 1-month window during which the follow-up survey would be open for completion. Weekly reminder messages were sent to youth and young adults who had not completed the survey via both email and text message throughout the 1-month window, with additional reminders in the last 2 days of each window via email, text message, and social media. Incentive payments at each follow-up were dictated by the study condition, with those in the guaranteed condition automatically linked to Rybbon to confirm their email address and receive their US $10 gift card immediately. As in the baseline survey, lottery drawings (US $50) were conducted each week during data collection for the two follow-up surveys and winners were notified by email. At the completion of the final follow-up survey, participants who had completed all three waves received their bonus payment immediately via Rybbon.

**Participant Feedback**

At the end of the final survey, participants were asked the following two questions about their experience in the PACE Vermont Study: “What was your favorite part of participating in the PACE Vermont Research Study?” and “What could we improve in the PACE Vermont Research Study to make it easier for you to participate?” Responses were open-ended. Two coders (SEL and CM) reviewed the responses and created in vivo inductive categories from themes that arose during the course of data analysis, as described by Miles and Huberman [34]. Responses for each question were then coded in NVivo software (QSR International) independently by each coder, and responses were allowed to fall into more than one category. Reliability of the coders for each category ranged from a kappa value of 0.47 to 0.97, representing moderate to almost perfect agreement. For the question “What was your favorite part of participating in the PACE Vermont Research Study?” the coding category with the lowest level of agreement was “other” (κ=0.47) and the category with the highest level of agreement was “compensation” (κ=0.97). For the question “What could we improve in the PACE Vermont Research Study to make it easier for you to participate?” the coding category with the lowest level of agreement was “learning” (κ=0.54) and the category with the highest level of agreement was “compensation” (κ=0.88).

**Statistical Analysis**

This study used the following two sources of data: advertising metrics, and enrollment and follow-up data from our surveys. First, we estimated the cost per survey start according to the recruitment source by dividing the total amount spent on each source by the number of survey starts. Second, we developed a CONSORT diagram to track participants from enrollment through the three survey waves and estimated differences in retention by the intervention condition at each stage using chi-square tests. We conducted additional analyses to test whether retention differed by concordance between preference.
and the intervention condition (ie, lottery vs guaranteed compensation). We also examined the distribution of sociodemographic characteristics (ie, county, sex, race/ethnicity, and employment status) and substance use (ever and past 30-day cigarette, alcohol, and marijuana use) by age and the intervention condition using chi-square tests and t tests and the differences in these characteristics among those retained at all three waves versus those lost to follow-up. Survey weights were developed post-hoc from population estimates of females and males between the ages of 12 and 25 years (year by year) residing in each of Vermont’s 14 counties in 2017 [35]. The goal of survey weighting was to determine how closely the convenience sample matched other state surveillance, as well as correct for the higher response by females and those residing in Chittenden County. Each cell of the table was divided by the total number of individuals between the ages of 12 and 25 years residing in the 14 counties (n=116,407) to generate population-based proportions. A comparable table of survey respondents was created, totaling the number of individuals who completed the baseline survey by sex, age, and county of residence. Each subtotal was divided by the total number of respondents (n=1517) to generate sample-based proportions. Survey weights were then calculated by dividing population proportions by sample proportions, again by sex, age, and county. We compared the weighted prevalence of ever and past 30-day use of cigarettes, alcohol, and marijuana in our sample to national and state-level surveillance estimates from the National Survey on Drug Use and Health (NSDUH) [10,36]. Finally, we assessed the major categories of responses to two participant feedback items from qualitative coding.

Results

Recruitment and Enrollment

Table 1 presents information on new visitors to the study website; survey starts for parents, youth, and young adults; and cost per survey start by recruitment source. Survey starts by recruitment source were tracked using Google Analytics on the PACE Vermont study website. Survey completions by recruitment source could not be captured as surveys were conducted within Qualtrics. Overall, there were 9975 new visitors to the study website, with Facebook and Instagram advertisements accounting for 54.55% (5441/9975) of web traffic, with 2013 survey starts. Google display and Gmail advertisements accounted for 35.10% (3501/9975) of web traffic and 749 survey starts. Three postings in an email digest with state-wide coverage (Front Porch Forum) generated 9.75% (973/9975) of web traffic and 939 survey starts. Partner referrals, newspaper print advertisements, and Craigslist advertisements produced smaller numbers of new users and survey starts. The cost per conversion to a survey start was US $382 considering all recruitment sources; when newspaper print advertisements were excluded, the cost per conversion to a survey start was US $11. Only four parents received the US $5 referral incentive.

The best performing Google advertisements were Gmail advertisements run close to the end of the recruitment window highlighting the urgency of participation for parents, youth, and young adults; the top Facebook posts for youth and young adults highlighted urgency and the importance of youth and young adult feedback (“We want to hear from you.”) The top performing Facebook post for parents cited how findings from the PACE Vermont Study would be used to guide resources for substance use prevention in Vermont. While advertisements targeting youth ran for the duration of the recruitment period, advertisements targeting parents were more effective at recruiting youth than youth-specific advertisements.

In addition to the 2723 youth and young adult survey starts from the study advertisements, participants referred others to the study, resulting in 2861 completed screenings (Figure 1). Of those assessed for eligibility, 1008 were deemed ineligible (eg, not aged 12-25 years and not Vermont residents) and 336 were excluded for other reasons, including being flagged as potentially fraudulent.

Overall, there were 480 youth respondents and 1037 young adult respondents included in the PACE Vermont Study sample (Table 2). The recruitment cost per eligible enrolled participant was US $29 (US $44,111/1517 participants). Participants represented each of the 14 counties in the state, with the distribution by county generally reflecting 2017 population estimates for Vermont youth and young adults [35]. The majority of the sample was female (1071/1517, 70.60%), was white (1318/1517, 86.88%), and reported working either part-time or full-time (898/1517, 59.20%).

Table 3 presents the number of responses and weighted prevalences of cigarette, alcohol, and marijuana use by age group in the PACE Vermont Study compared with estimates for the same measures in the NSDUH. Ever use estimates for each substance were provided in the 2018 NSDUH national report [36] and past 30-day measures were drawn from the 2016-2017 state-level report [10]. Prevalence of ever cigarette, alcohol, and marijuana use in PACE Vermont Study youth participants was generally similar to national estimates from the NSDUH, although past 30-day use estimates tended to be lower in PACE Vermont youth compared with state-level estimates from the NSDUH. Ever and past 30-day use in young adult PACE Vermont participants tracked closely with NSDUH estimates, with the following three exceptions: past 30-day cigarette use was lower in the PACE Vermont sample compared with the NSDUH estimate (18.78% vs 33.38%), and the PACE Vermont sample showed higher ever alcohol use (PACE vs NSDUH: 89.52% vs 79.70%) and ever marijuana use (70.57% vs 51.50%).
Table 1. Recruitment sources, costs, and conversions in the PACE Vermont Study 2019.

<table>
<thead>
<tr>
<th>Source</th>
<th>Cost (total: US $44,110.71)</th>
<th>New users (N=10,250)</th>
<th>Conversions, n</th>
<th>Cost per conversiona</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook &amp; Instagram advertising</td>
<td>US $23,676.42</td>
<td>5441</td>
<td>443</td>
<td>1247</td>
</tr>
<tr>
<td>Google display &amp; Gmail advertising</td>
<td>US $9213.78</td>
<td>3501</td>
<td>331</td>
<td>233</td>
</tr>
<tr>
<td>Front Porch Forum (paid post, partial state coverage)</td>
<td>US $4950.00</td>
<td>223</td>
<td>37</td>
<td>26</td>
</tr>
<tr>
<td>Front Porch Forum (two sponsored posts, state wideb)</td>
<td>US $3666.00</td>
<td>1025</td>
<td>199</td>
<td>248</td>
</tr>
<tr>
<td>Newspaper print advertisements</td>
<td>US $2604.51</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Craigslist</td>
<td>US $0.00</td>
<td>8</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Partner sources</td>
<td>US $0.00</td>
<td>51</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>

aAverage cost per conversion was US $381.55, and average cost per conversion, excluding print advertisements, was US $11.06.
bSponsored posts available to the Vermont Department of Health for outreach activities.

Figure 1. CONSORT flow diagram of participants in the Policy and Communication Evaluation (PACE) Vermont Study, 2019.
Table 2. Participant characteristics by incentive condition in the PACE Vermont Study 2019.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Incentive condition</th>
<th>Total (N=1517), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Guaranteed (N=517), n (%)</td>
<td>Lottery (N=495), n (%)</td>
<td>Preference (N=505), n (%)</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12-17</td>
<td>161 (31.14)</td>
<td>163 (32.93)</td>
<td>156 (30.89)</td>
</tr>
<tr>
<td>18-25</td>
<td>356 (68.86)</td>
<td>332 (67.07)</td>
<td>349 (69.11)</td>
</tr>
<tr>
<td><strong>County of residence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Addison</td>
<td>41 (7.93)</td>
<td>33 (6.67)</td>
<td>40 (7.92)</td>
</tr>
<tr>
<td>Bennington</td>
<td>20 (3.87)</td>
<td>18 (3.64)</td>
<td>16 (3.17)</td>
</tr>
<tr>
<td>Caledonia</td>
<td>16 (3.09)</td>
<td>23 (4.65)</td>
<td>21 (4.16)</td>
</tr>
<tr>
<td>Chittenden</td>
<td>228 (44.10)</td>
<td>225 (45.45)</td>
<td>203 (40.20)</td>
</tr>
<tr>
<td>Essex</td>
<td>—</td>
<td>—</td>
<td>8 (1.58)</td>
</tr>
<tr>
<td>Franklin</td>
<td>33 (6.38)</td>
<td>25 (5.05)</td>
<td>25 (5.95)</td>
</tr>
<tr>
<td>Grand Isle</td>
<td>6 (1.16)</td>
<td>5 (1.01)</td>
<td>—</td>
</tr>
<tr>
<td>Lamoille</td>
<td>10 (1.93)</td>
<td>19 (3.84)</td>
<td>25 (4.95)</td>
</tr>
<tr>
<td>Not sure</td>
<td>9 (1.74)</td>
<td>10 (2.02)</td>
<td>12 (2.38)</td>
</tr>
<tr>
<td>Orange</td>
<td>14 (2.71)</td>
<td>20 (4.04)</td>
<td>12 (2.38)</td>
</tr>
<tr>
<td>Orleans</td>
<td>10 (1.93)</td>
<td>8 (1.62)</td>
<td>11 (2.18)</td>
</tr>
<tr>
<td>Rutland</td>
<td>22 (4.25)</td>
<td>24 (4.85)</td>
<td>37 (7.33)</td>
</tr>
<tr>
<td>Washington</td>
<td>68 (13.15)</td>
<td>51 (10.30)</td>
<td>62 (12.28)</td>
</tr>
<tr>
<td>Windham</td>
<td>18 (3.48)</td>
<td>18 (3.64)</td>
<td>18 (3.56)</td>
</tr>
<tr>
<td>Windsor</td>
<td>19 (3.68)</td>
<td>12 (2.42)</td>
<td>11 (2.18)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td>.16</td>
</tr>
<tr>
<td>Female</td>
<td>356 (68.86)</td>
<td>361 (72.93)</td>
<td>354 (70.10)</td>
</tr>
<tr>
<td>Male</td>
<td>161 (31.14)</td>
<td>132 (26.67)</td>
<td>151 (29.90)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td>.21</td>
</tr>
<tr>
<td>White</td>
<td>442 (85.49)</td>
<td>444 (89.70)</td>
<td>432 (85.54)</td>
</tr>
<tr>
<td>Nonwhite/other/multiple race</td>
<td>45 (8.70)</td>
<td>34 (6.87)</td>
<td>45 (8.91)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>30 (5.80)</td>
<td>16 (3.23)</td>
<td>28 (5.54)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
<td>.33</td>
</tr>
<tr>
<td>Do not currently work for pay</td>
<td>222 (42.94)</td>
<td>207 (41.82)</td>
<td>189 (37.43)</td>
</tr>
<tr>
<td>Work part-time (&lt;15 hours/week)</td>
<td>101 (19.54)</td>
<td>80 (16.16)</td>
<td>106 (20.99)</td>
</tr>
<tr>
<td>Work part-time (15-34 hours/week)</td>
<td>74 (14.31)</td>
<td>83 (16.77)</td>
<td>85 (16.83)</td>
</tr>
<tr>
<td>Work full-time (35 hours/week or more)</td>
<td>120 (23.21)</td>
<td>124 (25.05)</td>
<td>125 (24.75)</td>
</tr>
</tbody>
</table>

*a* There were missing data for county (n=1), sex (n=2), race/ethnicity (n=1), and employment status (n=1).

*b* Suppressed due to unweighted numerator <5 or unweighted denominator <50.
Table 3. Comparison of substance use prevalence by age group in the PACE Vermont sample and the National Survey on Drug Use and Health.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Youth (aged 12-17 years)</th>
<th>NSDUH estimate</th>
<th>Young adults (aged 18-25 years)</th>
<th>NSDUH estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value, n</td>
<td>Weighted % (95% CI)</td>
<td>Value, n</td>
<td>Weighted % (95% CI)</td>
</tr>
<tr>
<td>Cigarette use</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>42</td>
<td>9.1% (6.3-12.9)</td>
<td>9.6% [36]</td>
<td>487</td>
</tr>
<tr>
<td>Past 30 days</td>
<td>11</td>
<td>2.2% (1.1-4.4)</td>
<td>5.8% [10] (4.5-7.3)</td>
<td>178</td>
</tr>
<tr>
<td>Alcohol use</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>141</td>
<td>29.4% (24.5-34.7)</td>
<td>26.3% [36]</td>
<td>935</td>
</tr>
<tr>
<td>Past 30 days</td>
<td>43</td>
<td>9.3% (6.6-12.9)</td>
<td>13.6% [10] (11.3-16.3)</td>
<td>743</td>
</tr>
<tr>
<td>Binge alcohol use, past 30 days</td>
<td>13</td>
<td>3.1% (1.6-5.8)</td>
<td>7.2% [10] (5.7-9.0)</td>
<td>484</td>
</tr>
<tr>
<td>Marijuana use</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever</td>
<td>80</td>
<td>16.3% (12.8-20.7)</td>
<td>15.4% [36]</td>
<td>742</td>
</tr>
<tr>
<td>Past 30 days</td>
<td>47</td>
<td>8.7% (6.3-12.1)</td>
<td>10.8% [10] (8.7-13.2)</td>
<td>412</td>
</tr>
</tbody>
</table>

*NSDUH: National Survey on Drug Use and Health.

Intervention and Retention

Randomization of the 1517 eligible participants was generally equal across study conditions, with 34.08% (517/1517) allocated to the “guaranteed” incentive, 32.63% (495/1517) to the “lottery” incentive, and 33.29% (505/1517) to the “preferred” incentive. Proportions were similar when looking at youth and young adult subgroups separately. There were no differences in the distribution of participants to the study condition by age, county of residence, sex, race/ethnicity, or employment status (Table 2). Response to the question about incentives for completing similar web-based surveys indicated a strong preference for the guaranteed incentive (1304/1517, 85.96%), and 70.20% (1,065/1517) completed all three waves of the study (74.0% [355/480] of youth and 68.47% [710/1037] of young adults; P=.03).

Retention did not differ by incentive condition at wave 2 (P=.28) or wave 3 (P=.59). Retention was also similar when examining concordance between preference and the intervention condition, with 77.98% (804/1031) retention at wave 2 among those with concordant preference and an incentive condition compared with 78.4% (380/485) in the nonconcordant group (P=.87). Proportions were also similar at wave 3 (concordant: 751/1031, 72.84%; nonconcordant: 343/485, 70.7%; P=.39). Retention across all three waves did not differ by county, sex, race/ethnicity, or employment status. Retention was lower, however, among participants who had ever used a cigarette (P=.005) and those who reported past 30-day use of marijuana (P=.001; data available upon request).

Participant Feedback

Of the 1095 respondents in the wave 3 survey, 86.58% (948/1095) provided a response to the question regarding their favorite part of the survey and 81.55% (893/1095) provided a response to the question regarding potential improvements to the survey. Table 4 presents coded responses to each item. With some responses categorized into more than one code, there were 1049 responses to the item on the favorite part of participating in the study, with 28.60% (300/1049) noting financial compensation as their favorite part, followed by learning something new (192/1049, 18.30%) and making a meaningful contribution to science or to the community (184/1049, 17.54%).

There were 910 responses to the item on potential improvements to the study, with the majority noting no changes needed (496/910, 54.5%), followed by specific recommendations related to ease of use (302/910, 33.2%). Recommendations included suggestions for improvements to survey structure, survey timing, and survey wording.
Table 4. Participant feedback at the end of the PACE Vermont Study.

<table>
<thead>
<tr>
<th>Question, code, and subcode</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>What was your favorite part of participating in the PACEa Vermont Research Study? (1049 responses)</td>
<td></td>
</tr>
<tr>
<td>Survey task (κ=0.50)</td>
<td>162 (15.4)</td>
</tr>
<tr>
<td>Favorite part was the survey task itself.</td>
<td></td>
</tr>
<tr>
<td>Learning (κ=0.57)</td>
<td></td>
</tr>
<tr>
<td>Favorite part was learning something new.</td>
<td></td>
</tr>
<tr>
<td>Learning: self (κ=0.91)</td>
<td>85 (8.1)</td>
</tr>
<tr>
<td>Enjoyed learning something about themselves or having an opportunity to self-reflect.</td>
<td></td>
</tr>
<tr>
<td>Learning: other (κ=0.72)</td>
<td>89 (8.5)</td>
</tr>
<tr>
<td>Enjoyed learning new information about policies, organizations, or substances.</td>
<td></td>
</tr>
<tr>
<td>Ease of use (κ=0.80)</td>
<td>110 (10.5)</td>
</tr>
<tr>
<td>Favorite part was the ease of use and accessibility of the surveys.</td>
<td></td>
</tr>
<tr>
<td>Contribution (κ=0.83)</td>
<td>184 (17.5)</td>
</tr>
<tr>
<td>Favorite part was making a meaningful contribution to something (eg, science and the community).</td>
<td></td>
</tr>
<tr>
<td>Compensation (κ=0.97)</td>
<td>300 (28.6)</td>
</tr>
<tr>
<td>Favorite part was the financial compensation.</td>
<td></td>
</tr>
<tr>
<td>Other (κ=0.47)</td>
<td>80 (7.6)</td>
</tr>
<tr>
<td>Response not otherwise categorized.</td>
<td></td>
</tr>
<tr>
<td>None (κ=0.71)</td>
<td>21 (2.0)</td>
</tr>
<tr>
<td>Did not generate a response (eg, “I did not have a favorite part”).</td>
<td></td>
</tr>
<tr>
<td>What could we improve in the PACE Vermont Research Study to make it easier for you to participate? (910 responses)</td>
<td></td>
</tr>
<tr>
<td>Learning (κ=0.54)</td>
<td>16 (1.8)</td>
</tr>
<tr>
<td>Requested more resources or opportunities to learn.</td>
<td></td>
</tr>
<tr>
<td>Ease of use (κ=0.88)</td>
<td>302 (33.2)</td>
</tr>
<tr>
<td>Suggested improving survey’s ease of use.</td>
<td></td>
</tr>
<tr>
<td>Survey design (κ=0.81)</td>
<td>119 (13.1)</td>
</tr>
<tr>
<td>Suggested improvement to survey structure or design.</td>
<td></td>
</tr>
<tr>
<td>Reminders &amp; timing (κ=0.87)</td>
<td>43 (4.7)</td>
</tr>
<tr>
<td>Suggested improvement to timing of surveys or the reminder system.</td>
<td></td>
</tr>
<tr>
<td>Question improvement (κ=0.84)</td>
<td>140 (15.4)</td>
</tr>
<tr>
<td>Suggested improvement to wording or content of survey questions.</td>
<td></td>
</tr>
<tr>
<td>Compensation (κ=0.88)</td>
<td>53 (5.8)</td>
</tr>
<tr>
<td>Suggested improvement to the compensation system.</td>
<td></td>
</tr>
<tr>
<td>Other (κ=0.58)</td>
<td>43 (4.7)</td>
</tr>
<tr>
<td>Not otherwise categorized.</td>
<td></td>
</tr>
<tr>
<td>None (κ=0.78)</td>
<td>496 (54.5)</td>
</tr>
<tr>
<td>No response generated (eg, “nothing”).</td>
<td></td>
</tr>
<tr>
<td>None: positive (κ=0.83)</td>
<td>244 (26.8)</td>
</tr>
<tr>
<td>Response generated was wholly positive.</td>
<td></td>
</tr>
</tbody>
</table>

aPACE: Policy and Communication Evaluation.

Discussion

Principal Findings

This study identified successful recruitment strategies for a web-based cohort study of youth and young adults to inform and evaluate state-level substance use prevention efforts. It also tested the effect of three incentive conditions (guaranteed, lottery, and preferred) on retention over a 6-month period. Over a 10-week period in 2019, we were able to recruit 480 eligible youth and 1037 eligible young adults to the PACE Vermont Study. Findings from this study indicated that Facebook and Instagram advertising produced the greatest number of survey starts, followed by posts to a state-wide online neighborhood...
Retention was 78.11% (1185/1517) at 3 months and 72.18% (1095/1517) at 6 months. Contrary to our hypothesis, retention was equivalent across all incentive study conditions. This may have been due to a strong stated preference among study participants for the guaranteed payment and assignment of approximately two-thirds of participants to an incentive condition that was concordant with their preference. Youth participants at both waves had greater retention than young adult participants. Participants retained at all three waves were less likely to be ever cigarette users or past 30-day marijuana users compared with those lost to follow-up. The majority of participants retained at wave 3 provided feedback on their experience of the study, with largely positive comments about compensation, learning something new, and making a difference. Participants also provided specific feedback to improve future surveys, such as requests for more resources or opportunities to learn and suggestions to improve timing and reminders for surveys.

Limitations
The PACE Vermont Study was limited to a small largely rural state, and thus, successful recruitment strategies may not be generalizable to other study contexts. Additionally, while the sample was generally aligned with population distribution by county, there were imbalances by sex in the study sample, with the majority of the sample being female (1071/1517, 70.60%) in contrast to 48% of the state population of youth and young adults. There was also one county (Chittenden) with a higher response than expected according to population distribution, but this county is both the most populous and home to the University of Vermont with the largest population of undergraduates in the state who would have been eligible for the study. Lower prevalence of past 30-day cigarette, alcohol, and marijuana use in the PACE Vermont youth compared with state estimates suggests that youth enrolled in this study may represent a lower risk sample. This may be due to the recruitment process for youth that required parental consent to participate, thus attracting a lower risk pool of youth, or the smaller sample size of youth than young adults. Additional attrition by ever cigarette users and past 30-day marijuana users may have produced a sample with fewer risk behaviors at follow-up. Given the randomized nature of the incentive condition and balance in demographic characteristics across conditions, findings related to retention are likely to be generalizable to other web-based survey studies of youth and young adults.

Comparison With Prior Work
Similar to other web-based studies [28,38], Facebook and Instagram advertisements provided the greatest reach and lowest cost per survey start when considering parent, youth, and young adult screener surveys; these were followed by Google advertisements via display and Gmail. The success of these strategies may have been related to consistency with recommendations for Facebook recruitment, including having an attractive website [18] and existing social media accounts (@pace_vt) that identified the partner organizations involved in the study (ie, University of Vermont and Vermont Department of Health) and supported the credibility of the study [34].

Retention in our cohort of youth and young adults was higher at 6 months (72.18%) compared with a national cohort of young adults aged 15 to 21 years who also completed web-based surveys (63%) [27]. Our randomized experiment regarding incentive conditions showed, similar to previous studies [37-40], that multiple means of compensation produce equal retention when combined with providing completion bonuses and sending multiple reminders. However, our baseline item regarding incentive preference suggests that the majority of youth and young adults prefer a small guaranteed payment for responding to a web-based survey. Thus, providing guaranteed compensation could help to improve recruitment of youth and young adults in future studies. Our ongoing retention efforts draw on expertise gathered from in-person cohort studies of youth and young adults [25,29]; we send birthday postcards to participants at the start of each month and continue to post on our social media accounts to retain awareness of and engagement in the study.

Conclusions
Findings from the PACE Vermont Study demonstrated the feasibility of using traditional web-based advertising strategies (eg, Facebook and Google), in addition to web-based outreach through local community forums and organizations, to recruit a cohort of 1517 Vermont youth and young adults for a web-based study to evaluate state-level substance use prevention efforts. Participants were well distributed by age and county according to state population estimates and reported substance use prevalence comparable to national estimates in these age groups. Youth participants generally reported lower prevalence of risk behaviors compared with state-level estimates [10]. The higher proportion of female participants enrolled in the PACE Vermont Study is consistent with other studies, documenting higher recruitment of women to health studies via web-based advertising [38,40,41]. Retention in this web-based cohort study was over 70% at a 6-month follow-up and did not differ by the incentive condition, as seen in other studies of young adults
Participant feedback on the study experience was positive. Results from our study suggest that providing a guaranteed payment immediately upon survey completion coupled with a bonus for completing all survey waves and weekly survey reminders may facilitate retention in a cohort of youth and young adults. Future work in our cohort will assess the impact of other means of retaining participants, including ongoing cohort engagement via regular contact (eg, birthday postcards and social media posts), ongoing community engagement (eg, reporting to community partners on PACE Vermont Study outcomes), and nonfinancial incentives (eg, lottery for PACE-branded items).
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Abstract

Background: The prevalence of social media use among youth and young adults suggests it is an appropriate platform for study recruitment from this population. Previous studies have examined the use of social media for recruitment, but few have compared platforms, and none, to our knowledge, have attempted to recruit cigarillo users.

Objective: The purpose of this study was to examine the effectiveness of different social media platforms and advertisement images for recruiting cigarillo users aged 14-28 years to complete a cigarillo use survey.

Methods: We obtained objective data for advertisement impressions for a 39-week social media recruitment campaign. Advertisements were targeted to users based on their age, geography, and interests. Effectiveness was defined as the percentage of approved surveys per advertising impression. Chi-square tests were performed to compare the effectiveness of different advertisement images and platforms.

Results: Valid survey completers (n=1089) were predominately older (25-28 years old, n=839, 77%). Of the 1089 survey completers, 568 (52%) identified as male, 335 (31%) as African American, and 196 (18%) as Hispanic. Advertisements delivered via Facebook/Instagram were more effective than Twitter; 311/1,027,738 (0.03%) vs 661/2,998,715 (0.02%); \( \chi^2 = 21.45, N=4,026,453); P<.001. Across platforms, ads featuring exclusively an image of cigarillos were more effective (397/682,994, 0.06%) than ads with images of individuals smoking (254/1,308,675, 0.02%), individuals not smoking (239/1,393,134, .02%), and groups not smoking (82/641,650, 0.01%); \( \chi^2 = 133.73, N=4,026,453; P<.001.

Conclusions: The campaign was effective in recruiting a diverse sample representative of relevant racial/ethnic categories. Advertisements on Facebook were more effective than Twitter. Advertisements that featured an image of a cigarillo were consistently the most effective and should be considered by others recruiting cigarillo users via social media.

(Keywords: adolescent, young adult; tobacco products; social media; research subject recruitment)

(J Med Internet Res 2020;22(7):e12619) doi:10.2196/12619
Introduction

Recent data on smoking prevalence indicates that a substantial proportion of youth in the US smoke cigar products, including cigarillos [1]. Like other tobacco products, cigarillo use increases the risk of cancer, cardiovascular disease, and mortality, and some early evidence suggests that cigarillos may be more harmful to organ systems than cigarettes [2]. Cigarillo use is also concentrated among young, urban, minority populations that have traditionally experienced health disparities related to tobacco use and may be more vulnerable to the long-term harmful effects of smoking [3]. Considering the public health risk presented by cigarillo use, understanding patterns of use and the addictive properties of these products via survey research could serve as the first step in reversing current trends in their adoption and use by youth and young adults.

Recruiting cigarillo users for survey research presents unique challenges using traditional methods. Youth and young adults are less likely to respond to survey recruitment via telephone and change their residency often, making mail-based recruitment less effective [4]. Youth and young adults may also feel more comfortable completing surveys addressing behaviors such as tobacco use, which may be illegal or stigmatized among these participants, online rather than in a school setting or other public venue [5]. Web-based recruitment may, therefore, be more appropriate given the increasing comfort and amount of time spent with digital platforms in this population and the relative anonymity of accessing and completing surveys online [6].

Web-based recruitment using social media may be particularly appropriate in reaching youth and young adult cigarillo users [7]. In addition to being delivered on the web, social media reaches a diverse group of users, including significant proportions of low-socioeconomic status, minority populations, especially among younger age groups [8]. Advertising on social media also allows for the specific targeting of these groups using demographic characteristics as well as specific behaviors associated with tobacco use [9]. There is also a seamless user recruitment experience as social media advertisements link participants directly to online screeners and surveys.

A growing body of research has examined the use of social media advertisements for tobacco research recruitment. Studies have found social media advertising recruitment to be more efficient for recruiting smokers when compared to specialized mailings [10], research databases, course-based recruitment [11], and online panels [12]. Conversely, school-based referrals, bus ads, participant referrals, and fliers were found to be more cost-effective than social media when recruiting adolescent smokers [13]. Other studies that did not compare social media to alternative recruitment methods describe social media as effective in recruiting young adult smokers for survey and intervention research [14,15].

Most studies examining social media advertising recruitment have used Facebook [7]. The few direct comparisons of Twitter and Facebook for study recruitment have yielded mixed results, primarily used interpersonal modes of social media recruitment vs paid advertising, and assessed effectiveness with nonmonetary outcomes [16,17]. Given the significant risk of cigarillo use among youth and young adults, the growing evidence of the efficacy of social media in recruiting young adult smokers, and a lack of evidence supporting effective social media advertising strategies, the purpose of the current study was to examine the relative effectiveness of using Facebook, Instagram, and Twitter to recruit cigarillo users to complete an online nicotine dependence survey and provide guidance for future efforts using social media to study cigarillo use behavior.

Methods

Recruitment

Participants between 14 and 28 years old who smoked at least two cigarillos per week were considered eligible. Participants also had to read and understand English and have access to an internet-connected device. Study procedures were approved by the Case Western University Institutional Review Board, and participants provided informed consent. Our study did not collect individually identifiable data from social media platforms, reducing risks related to social media data privacy and anonymity recently raised in the research community [18]. Six social media advertisements were developed to run simultaneously on Facebook, Instagram, and Twitter platforms. Because advertisements were run together on a combined Facebook/Instagram campaign with the same URL, we were unable to separate the results for Facebook and Instagram at the survey completion level. We will refer to these combined platforms as “Facebook” when describing analyses for survey initiation and valid completion. To partially address this limitation, we analyzed advertising effectiveness between Facebook and Instagram at the level of advertisement clicks, which is available from the advertising management platform. Each advertisement contained identical wording that encouraged viewers to participate and featured a direct link to a brief eligibility screener administered via Qualtrics (Figure 1).

Advertisements featured planned images representing characteristics we intended to evaluate for advertising effectiveness (a cigar product, a smoking individual, a group of people, and gender). Advertisements were targeted to geographic areas reporting a high prevalence of cigarillo use (Cuyahoga County, OH; Baltimore, MD; Broward County, FL; Detroit, MI; DeKalb County, GA; Houston, TX; Philadelphia, PA; Washington, DC, Duval County, FL; and Fort Worth, TX) [1]. Advertisements were delivered daily for approximately 4 weeks in each location over 39 weeks beginning in June of 2017 and ending in March 2018. Advertisements were targeted using the age range most similar to our inclusion criteria that were an available option. We targeted Facebook advertisements to users 14-28 years old during the entire campaign and Twitter advertisements to users 13-34 years old, starting in November, once that feature became available. Advertisements were also targeted on relevant keywords such as “cigarillo” and “blunt” that were considered relevant to the target population. We did not encourage the sharing of social media advertisements through advertising messages or any other mechanism.

A budget of $240/day was set, and advertisements were scheduled to run with identical budgets so that advertisements would be delivered with similar frequency by the advertising.
platform algorithm. This method was essential to allow a fair comparison of advertisements as less effective advertisements may run for a brief time when using social media advertising optimization algorithms. We used the cost/click method of payment traditionally used by advertisers wishing to direct users to a website whereby costs are based on an online auction for individual clicks on the advertisement.

**Figure 1.** Facebook advertisement examples.
Survey

Individuals who completed the screener and met the eligibility criteria were invited to take the survey. Invitations were delivered via a brief email or text message, based on participant preference, and included a link to a survey administered via Qualtrics. Reminders were sent via the preferred method at 2, 5, and 8 days after initially sending the survey link. Respondents who submitted valid surveys were remunerated with a $15 gift card.

The survey included questions assessing several dimensions relevant to cigarillo consumption, including demographic information, nicotine dependence, brand preference, group smoking behavior, psychosocial constructs, and the sequence of product initiation. Several sections of the survey used branching logic such that for each tobacco product endorsed, additional questions were assessed. Therefore, the number of survey items varied based on participants’ reported product use.

Because nomenclature for tobacco products varies across audiences and geographically [19], several features were incorporated into the questions about tobacco products to ensure that items about tobacco products would be consistently understandable across participants with varying demographic and geographic characteristics. The questions referring to tobacco products used: the name of the product type (eg, “tipped cigarillo”), a familiar product brand (eg, “Black & Mild”), and a photograph of the product. Instructions and survey items were written at a 6th grade literacy level. On average, the survey took about 30 minutes to complete.

Strategies to Ensure the Quality of the Survey Data

Multiple strategies were used to ensure the quality of online survey data, which can be adversely affected by respondents who falsely complete surveys for financial gain [20]. First, for the screener survey, we analyzed contact information items (email address and phone number) for validity and consistency and to identify possible repeat respondents [21]. Second, the screener survey included an open-answer item asking for a brief description of how participants got started smoking little cigars or cigarillos. This item required a multiple word response and was used to screen out responses generated by computer programs. This question was manually evaluated before a link to the survey was sent to the eligible participant. Third, a question about how the participant heard about the survey was written at a 6th grade literacy level. On average, the survey took about 30 minutes to complete.

Completed surveys were manually assessed by study staff for validity before analysis. Validation was performed through the use of “trap” or “red herring” questions [22], checking for surveys completed abnormally fast or with poor response consistency [23], checking for unusually repetitive responses (“straight-lining”) [24], and checking response sets with similar email addresses or IP addresses. Surveys that exhibited these characteristics were reviewed more carefully. Suspected repeat responders (based on emails or IP addresses) were rejected if there was sufficient evidence (based on the reviewer’s judgment) to do so. For example, if respondents with the same IP address gave similar answers, the surveys were completed one immediately after the other, or the respondents had emails sufficiently similar to suggest they were, in fact, the same person. Suspected satisficing cases were reviewed and either outright rejected or placed in a questionable category for further review. Multiple members of the study staff then reviewed these cases to make a final determination to accept or reject the survey.

Measures

Data on advertising effectiveness were obtained objectively from the Facebook/Instagram and Twitter advertising analytics platforms. Data included advertisement impressions (number of individuals to whom the advertisement was delivered), cost, number of times an advertisement was clicked, and number of times an advertisement was shared on the social media platform. The advertisement that generated each survey was identified by linking the response to a unique URL. Survey data included demographics and metadata related to survey and screener completion.

Statistical Analysis

Statistical analyses were conducted with SAS (Version 9.2) and SPSS (Version 25). Descriptive statistics were used to assess participant characteristics and sharing rates. Advertising effectiveness by platform and content is expressed as ratios. These included the number of screeners started per impression, the number of valid surveys per impression, and the cost per started screener and valid survey. We chose started screeners and valid surveys as the indicators of recruitment effectiveness except for the analyses of Facebook vs Instagram, where clicks were used as a metric of effectiveness. We also calculated the time in hours from when a participant started a screener to when they completed a survey. Differences between advertisement effectiveness were examined using Pearson chi-square tests. Analysis of which participant characteristics predicted recruitment advertising platform was performed using logistic regression models. Differences in survey time to completion were examined using t tests.

Results

The combined social media advertising campaign generated 4,026,453 impressions, and 8287 started screeners. Of 6327 completed screeners, 3150 (50%) were identified as eligible and were sent a link to the survey (Figure 2). Slightly more than half of the eligible participants started the survey (1614/3150, 51%), and 1321 of those completed it. Of the completed surveys, 349 were rejected due to a low level of cigarillo use, satisficing, or not meeting other review criteria. Table 1 shows the demographic characteristics of the total valid survey completers (n=1089) and valid survey completers who were recruited using social media (n=972). We found no significant differences in gender, age, race/ethnicity, and education between those who were recruited via Twitter or Facebook and subjects recruited by other methods (eg, palm cards, referral by another participant, n=117). Of note, 509 (47%) of the total sample were female, 839 (77%) were aged 25-28, 335 (31%) were African American, and 196 (18%) were Hispanic. The median number of cigarillos
per day for all valid survey completers was 0.93. In addition, 585 (53.7%) also smoked cigarettes, and 866 (79.5%) reported using at least one other combustible tobacco product in the past 30 days.

Figure 2. Screener to survey completion flowchart.

Tables 2-3 describe advertisement effectiveness and cost comparisons. There was no significant difference between the percent of started screeners by impressions between Facebook and Twitter. Advertisements featuring a female image were more successful in generating started screeners than those with male images, and advertisements with a cigarillo image were more effective than those without. Facebook generated a greater percentage of valid surveys per impression than Twitter. There was no significant difference by the gender of the advertising image, and advertisements with a cigarillo image again were markedly more effective. Facebook was less cost-effective for generating started screeners but more cost-effective for producing valid surveys. Facebook was significantly more effective in generating clicks on the study advertisement per impression than Instagram (n=8507, 1.76% vs n=1198, 1.16%,
\(\chi^2 \text{ }_{1} = 188.24, \ P < .001, \ N = 585,648\). Instagram was also more expensive than Facebook per click obtained ($1.32 US vs $0.81 US). Facebook and Twitter significantly differed in the interval between respondents starting a screener and completing a survey (mean 66.63 h, SD 69.60 vs mean 80.03 h, SD 79.14; \(t = 2.55_{2967}, \ P = .01\)). Across platforms, advertisements were shared 310 times (79 on Facebook, 231 on Twitter).

Analysis of the predictors of social media recruitment platform is detailed in Table 4.

Gender and race/ethnicity of survey completers did not predict through which social media platform a participant was recruited. The odds of being recruited by Facebook (n=310) versus Twitter (n=659) were 1.5-fold higher for those aged \(\geq 21\) years when compared to adolescents. Those recruited via Facebook were also more likely to report lower levels of education.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total valid survey completers (N=1089), n (%)</th>
<th>Valid survey completers recruited via social media (N=972), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14-18</td>
<td>19 (1.7)</td>
<td>15 (1.54)</td>
</tr>
<tr>
<td>19-24</td>
<td>231 (21.2)</td>
<td>202 (20.78)</td>
</tr>
<tr>
<td>25-28</td>
<td>839 (77.0)</td>
<td>755 (77.67)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>509 (46.7)</td>
<td>448 (46.1)</td>
</tr>
<tr>
<td>Male</td>
<td>568 (52.2)</td>
<td>514 (52.9)</td>
</tr>
<tr>
<td>Other</td>
<td>12 (1.1)</td>
<td>10 (1.0)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>335 (31.8)</td>
<td>309 (31.9)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>196 (18.0)</td>
<td>170 (17.5)</td>
</tr>
<tr>
<td>White</td>
<td>436 (40.1)</td>
<td>385 (39.7)</td>
</tr>
<tr>
<td>Other</td>
<td>120 (11.0)</td>
<td>106 (10.9)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;GED or high school</td>
<td>109 (10.0)</td>
<td>98 (10.1)</td>
</tr>
<tr>
<td>GED or high school</td>
<td>235 (21.6)</td>
<td>199 (20.5)</td>
</tr>
<tr>
<td>Some college</td>
<td>432 (39.7)</td>
<td>396 (40.8)</td>
</tr>
<tr>
<td>Associate</td>
<td>93 (8.5)</td>
<td>83 (8.6)</td>
</tr>
<tr>
<td>BA+</td>
<td>219 (20.1)</td>
<td>195 (20.1)</td>
</tr>
<tr>
<td><strong>Tobacco use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of cigarillos smoked/day</td>
<td>0.93</td>
<td>0.90</td>
</tr>
<tr>
<td>Cigarette smoker</td>
<td>585 (53.7)</td>
<td>520 (53.5)</td>
</tr>
<tr>
<td>Smoked at least one other combustible tobacco product</td>
<td>866 (79.5)</td>
<td>772 (79.4)</td>
</tr>
</tbody>
</table>
Table 2. Advertising effectiveness by platform, image type, and cost (N=4,026,453).

<table>
<thead>
<tr>
<th>Advertisement type</th>
<th>Impressions, n (%)</th>
<th>Started screeners %</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>4,026,453 (100)</td>
<td>8,287</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Platform</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Twitter</td>
<td>2,998,715 (74)</td>
<td>6,203</td>
<td>.21</td>
<td>.062 (1)</td>
</tr>
<tr>
<td>Facebook</td>
<td>1,027,738 (26)</td>
<td>2,084</td>
<td>.20</td>
<td></td>
</tr>
<tr>
<td><strong>Image gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1,303,549 (32)</td>
<td>2,249</td>
<td>.17</td>
<td>15.55 (1)</td>
</tr>
<tr>
<td>Male</td>
<td>1,398,260 (35)</td>
<td>2,142</td>
<td>.15</td>
<td></td>
</tr>
<tr>
<td><strong>Image type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cigarillo</td>
<td>682,994 (17)</td>
<td>3,196</td>
<td>.47</td>
<td>941.75 (3)</td>
</tr>
<tr>
<td>Smoking</td>
<td>1,308,675 (32)</td>
<td>2,174</td>
<td>.17</td>
<td></td>
</tr>
<tr>
<td>Nonsmoking</td>
<td>1,393,134 (35)</td>
<td>2,217</td>
<td>.16</td>
<td></td>
</tr>
<tr>
<td>Group</td>
<td>641,650 (16)</td>
<td>700</td>
<td>.11</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Advertising effectiveness continued.

<table>
<thead>
<tr>
<th>Advertisement type</th>
<th>Valid surveys</th>
<th>%</th>
<th>Chi-square (df)</th>
<th>P value</th>
<th>Cost/started screener</th>
<th>Cost/valid survey</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>972</td>
<td></td>
<td></td>
<td></td>
<td>$4.73</td>
<td>$40.34</td>
</tr>
<tr>
<td><strong>Platform</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Twitter</td>
<td>661</td>
<td>0.02</td>
<td>21.45 (1)</td>
<td>&lt;.001</td>
<td>$4.63</td>
<td>$43.41</td>
</tr>
<tr>
<td>Facebook</td>
<td>311</td>
<td>0.03</td>
<td></td>
<td></td>
<td>$5.05</td>
<td>$33.82</td>
</tr>
<tr>
<td><strong>Image gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>246</td>
<td>0.02</td>
<td>0.54 (1)</td>
<td>.38</td>
<td>$5.65</td>
<td>$51.69</td>
</tr>
<tr>
<td>Male</td>
<td>247</td>
<td>0.02</td>
<td></td>
<td></td>
<td>$6.17</td>
<td>$53.54</td>
</tr>
<tr>
<td><strong>Image type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cigarillo</td>
<td>397</td>
<td>0.06</td>
<td>133.73 (3)</td>
<td>&lt;.001</td>
<td>$2.19</td>
<td>$17.62</td>
</tr>
<tr>
<td>Smoking</td>
<td>254</td>
<td>0.02</td>
<td></td>
<td></td>
<td>$5.99</td>
<td>$51.26</td>
</tr>
<tr>
<td>Nonsmoking</td>
<td>239</td>
<td>0.02</td>
<td></td>
<td></td>
<td>$5.83</td>
<td>$54.06</td>
</tr>
<tr>
<td>Group</td>
<td>82</td>
<td>0.01</td>
<td></td>
<td></td>
<td>$8.97</td>
<td>$76.54</td>
</tr>
</tbody>
</table>

Table 4. Odds of recruitment via Facebook vs Twitter (N=969).

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Coefficient</th>
<th>SE</th>
<th>P value</th>
<th>OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male gender (vs female and other)</td>
<td>-0.282</td>
<td>.145</td>
<td>.06</td>
<td>0.755 (0.568-1.002)</td>
</tr>
<tr>
<td>Age 21-28 (vs 14-20)</td>
<td>0.372</td>
<td>.180</td>
<td>.04</td>
<td>1.451 (1.019-2.065)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>-0.247</td>
<td>.176</td>
<td>.16</td>
<td>0.781 (0.553-1.104)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.104</td>
<td>.198</td>
<td>.60</td>
<td>1.110 (0.752-1.637)</td>
</tr>
<tr>
<td>Other</td>
<td>0.113</td>
<td>.239</td>
<td>.64</td>
<td>1.120 (0.701-1.788)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;GED or high school</td>
<td>1.422</td>
<td>.304</td>
<td>&lt;.001</td>
<td>4.147 (2.286-7.521)</td>
</tr>
<tr>
<td>GED or high school</td>
<td>1.447</td>
<td>.250</td>
<td>&lt;.001</td>
<td>4.250 (2.603-6.939)</td>
</tr>
<tr>
<td>Some college</td>
<td>0.983</td>
<td>.228</td>
<td>&lt;.001</td>
<td>2.672 (1.710-4.173)</td>
</tr>
<tr>
<td>Associate’s degree</td>
<td>1.019</td>
<td>.306</td>
<td>&lt;.001</td>
<td>2.770 (1.519-5.050)</td>
</tr>
</tbody>
</table>

*OR: odds ratio.
Discussion

This study was successful in recruiting a large sample of youth and young adult cigarillo users, supporting the use of social media-based advertising to reach this group, which traditionally presents a challenge to survey and study recruitment efforts. The recruited sample was diverse and representative of individuals most likely to use cigarillos, with over a third of our sample consisting of African Americans, a demographic group with the highest reported cigarillo use among adults [3].

Advertisements on Facebook were more effective than Twitter in producing valid surveys. Facebook was also a more cost-effective recruitment method. Differences observed in the cost per approved survey (approximately $10 US) could represent a significant increase in the overall costs of recruitment in extensive studies. A limited number of previous studies have compared Facebook and Twitter recruitment research. A feasibility study examining the use of QR codes, Facebook, and Twitter for recruiting adolescents to take a health-related survey found Twitter to be marginally more cost-effective than Facebook [16]. That study, however, used student seeds to deliver Twitter recruitment as opposed to advertising. In another study that recruited focus groups about vaccination, Facebook was found to be more efficient than Twitter when comparing staff time spent per questionnaire received, but this study also used individual Facebook and Twitter accounts, not advertisements [17].

Our cost per valid survey of $40 US falls within a broad range of previous findings related to the cost-effectiveness of social media recruitment of tobacco users. Ramo et al reported substantially lower Facebook costs of $8.80 US per eligible, consented participant in a tobacco cessation intervention and $4.28 per completed survey in a separate study, both targeting young adults [14,15]. Other recent studies recruiting tobacco-related survey participants reported a cost per completed survey of $1.86 US (Facebook) [11], $21.73 US (Twitter) [12], and a cost per enrolled smoker for randomized controlled trials ranging from $41 to $62 US (Facebook) [25,26]. Many factors affect social media advertising costs, including seasonality, industry type, and the specificity of the audience being targeted [27]. It might be the case that a more specific audience (e.g., individuals who smoke cigarillos) reduces the cost-effectiveness of the advertisements. In addition, social media advertising costs have risen in recent years as more advertisers use the platform and as a result of recent changes to the advertising algorithm, which may account for some of the increase from previous studies [28]. When comparing social media costs in the current study to other modalities for recruiting tobacco users, Facebook and Twitter advertisements fall in the middle of the cost-effectiveness range. For instance, Brodar et al reported a cost per enrolled smoker in an experimental trial ranging from $7 US using Craigslist to $375 US for newspaper advertisements [25].

Our results also demonstrate that differences in effectiveness are a function of the metric used. Twitter was as effective in generating started screeners as Facebook but was less effective in generating approved surveys. Investigators should use the measure of effectiveness most closely related to their recruitment goal as opposed to more distal measures such as advertising clicks that are more accessible via social media advertising platforms. Participants recruited via Facebook also completed the process of producing a valid survey more rapidly than those recruited via Twitter. For large studies or those on a short timeline, this measure of performance should be considered to ensure that the study goals are met. We observed minimal naturally occurring sharing of advertisements across platforms when compared to the reach of paid advertising. The viral nature of social media platforms, however, lends itself to this mode of recruitment, and researchers are beginning to use this strategy for a variety of recruitment and communications tasks [29,30].

Regardless of the platform, the inclusion of a cigarillo image was consistently the most effective advertisement design. A similar result was found in a comparison of Facebook advertisement images used to recruit young smokers, where the advertisement with an image of a cigarillo had the lowest cost per unique click of 4 images used [15]. This strategy was also used in another successful Twitter recruitment campaign where all advertisements featured a prominent image of a tobacco product [12]. The impact of the image may be the result of having a strong visual cue similar to existing cigarillo marketing or the simplicity of the image given the limited space available for social media advertisements.

This study has several strengths. We had a large sample of advertising impressions on which to base our analysis. We created individual URLs for each advertisement on each platform linked to individual participants’ screeners and surveys, allowing us to examine more relevant forms of effectiveness and assess demographic factors associated with social media platform advertising effectiveness. Limitations include our inability to examine Facebook and Instagram separately at the same level of effectiveness as our other analyses. The demographic profile of these social media platforms differs on several key demographic factors such as age and race, which may create differences in their effectiveness as suggested by our results comparing clicks per impression. In addition, over the past five years, Instagram use has consistently increased while Facebook has leveled off [31]. Understanding the effectiveness of Instagram should increase in importance if this trend continues. This study is not experimental, meaning that individuals were not randomized to the social media platform exposure. This limitation creates the possibility that participants may have been exposed to advertisements from Facebook and Twitter and responded only after being exposed to a specific dose. Additionally, the targeting features of social media platforms, such as geo-targeting, are inferred based on data collected in part through self-report, which may reduce their accuracy.

Social media platforms should be considered for tobacco-related research, especially in studies attempting to recruit hard-to-reach populations, such as youth, young adults, and minorities. This
method is cost-effective when compared to other modalities and provides a convenient means of digital recruitment on a nationwide basis. Although in the current study, Facebook was a more cost-effective platform, given the fact that we observed some differences in the likelihood of recruitment platform between age and education levels and our inability to determine how many individuals in the sample use both, it may be that using multiple platforms remains the optimal recruitment strategy. Using multiple social media platforms may be less cost-effective, but by increasing the potential audience size, researchers may improve the ability to reach subgroups and recruit rapidly, if required.
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Abstract

Background: Word embeddings are dense numeric vectors used to represent language in neural networks. Until recently, there had been no publicly released embeddings trained on clinical data. Our work is the first to study the privacy implications of releasing these models.

Objective: This paper aims to demonstrate that traditional word embeddings created on clinical corpora that have been deidentified by removing personal health information (PHI) can nonetheless be exploited to reveal sensitive patient information.

Methods: We used embeddings created from 400,000 doctor-written consultation notes and experimented with 3 common word embedding methods to explore the privacy-preserving properties of each.

Results: We found that if publicly released embeddings are trained from a corpus anonymized by PHI removal, it is possible to reconstruct up to 68.5\% (n=411/600) of the full names that remain in the deidentified corpus and associated sensitive information to specific patients in the corpus from which the embeddings were created. We also found that the distance between the word vector representation of a patient’s name and a diagnostic billing code is informative and differs significantly from the distance between the name and a code not billed for that patient.

Conclusions: Special care must be taken when sharing word embeddings created from clinical texts, as current approaches may compromise patient privacy. If PHI removal is used for anonymization before traditional word embeddings are trained, it is possible to attribute sensitive information to patients who have not been fully deidentified by the (necessarily imperfect) removal algorithms. A promising alternative (ie, anonymization by PHI replacement) may avoid these flaws. Our results are timely and critical, as an increasing number of researchers are pushing for publicly available health data.

\textit{(J Med Internet Res 2020;22(7):e18055)}  doi:10.2196/18055
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Introduction

Motivation

Natural language processing (NLP) is increasingly used to assist medical practitioners with various tasks, ranging from patient phenotyping to unplanned hospital readmission prediction [1-3]. Although a diverse range of approaches are used, a large number of NLP applications use algorithms, such as Continuous Bag of Words (CBOW), Skipgram, and Global Vectors (GloVe) [4,5], which represent tokens as dense numeric vectors termed \textit{word embeddings}. Most of these representations are computed from large corpora of text, such as clinical notes or narratives from health records, made available by health care providers (HCPs). Usually, before these data are provided to researchers, the HCPs apply anonymization algorithms to deidentify the personal health information (PHI) in the data. In this work, we adopted the terminology of the US Health Insurance Portability and Accountability Act (HIPAA), where PHI refers to \textit{individually identifiable health information}, which includes personal identifiers ranging from names and phone numbers to fingerprints.

There is a wide variety of techniques to locate and deidentify PHI in clinical text, ranging from dictionaries [6] to recurrent neural networks [7]. Once the sensitive information is located within a record, anonymization can employ either \textit{removal or replacement}, that is, the sensitive information is either simply deleted, changed to a data-type identification tag such as \texttt{*NAME*}, or replaced with another randomly chosen PHI of the same type. Many publicly available resources use PHI removal, for example, the Multiparameter Intelligence Monitoring in Intensive Care (MIMIC-III) dataset [8] used informative deidentification tags. However, in this paper, we showed that as no perfect PHI search algorithm exists, data \textit{secured} this way can be exploited because traces of identities remain in the text and are detectable even in embeddings that are generated from it.

Specifically, we discussed the privacy concerns that arise from publicly releasing word embeddings that have been trained on clinical notes secured using the PHI removal paradigm. At first glance, it may seem that releasing word embeddings has low risk because of the unordered nature of these models; all that is released is a list of words, arbitrarily ordered, with dense numeric vectors associated with each word. However, through our experiments with three of the most popular embedding techniques, we showed that they can be leveraged to learn information presumed to be removed.

Our work relies on the assumption that some name tokens will inevitably be missed by the deidentification process. This is a realistic assumption as, to date, there is no deidentification algorithm that has perfect recall (ie, captures all PHI). This necessarily means that the word list of the embedding model will contain names that are not properly protected. We also assume that malicious actors will be able to successfully identify these tokens from a very large wordlist. Given these two assumptions, a publicly released traditional word embedding model then presents a small, but nontrivial, risk of patient identities being attacked. This risk is relative to the number of patients in the data set and the particular deidentification and embedding algorithms used. Up to 0.6% of all patients may be at risk of having their full names detected in a data set (built from individual name tokens), and as many as 0.02% to 0.15% may have their full name associated with a diagnosis. Although these risks appear small, with the growing number of publicly available embeddings trained on clinical data, we aimed to draw attention to the possible critical mass of potential privacy exposure.

Specifically, we showed that (1) it is possible to associate name tokens together to form \textit{true} name pairs, (2) there is a significant difference between the distances of diagnoses that have been associated with a patient and those of diagnoses not associated, and this is true both at the population level and at the patient level, and (3) it is possible for a malicious actor to determine diagnoses assigned to multiple patients, using only precomputed embeddings. In this work, we will refer to diagnostic codes and diagnoses interchangeably, although this is not, of course, a general equivalence. Here, we take the diagnostic code simply as an indication of the condition that the patient is suspected of having, which is sensitive information that must be protected. Finally, we replicate these results and perform further experiments with a synthetic data set that we make publicly available.

Our work is the first to study the privacy implications of releasing word embeddings. This demonstrates how anonymizing clinical notes using PHI removal is likely to leave sensitive patient information vulnerable. By methodically exploring a variety of algorithms and hyperparameters, we showed that our observation holds in the general case. Furthermore, we demonstrated that it is easier to reassociate sensitive information with rare names compared with common ones. Finally, we argue that, given our results, data holders and providers should explore whether other paradigms, such as PHI replacement, are more successful in securing sensitive information when compared with PHI removal.

Background

\textbf{Clinical Word Embeddings}

Word embeddings (ie, \textit{word vectors} or \textit{distributed representations}) are dense numeric vectors used to represent words. Many word embedding techniques fall into one of two categories: low-rank approximations of co-occurrence matrices [4,9] and those created using shallow neural networks using contextual information [10]. There is also a recent and growing body of embedding models employing deeper neural networks to create contextual word embeddings, which vary depending on the surrounding context [11,12].

Inspired by the distributional hypothesis [13], word embeddings trained on health care data are strongly correlated with human-annotated word similarity metrics for medical terms [2], although their performance on clinical classification tasks is strongly dependent on the quality, size, and type of data from which they are created [14]. In fact, embeddings created from clinically related data (eg, clinical notes and biomedical text, such as a collection of all PubMed Central articles and PubMed...
Until recently, there had been no publicly released embeddings trained on clinical data [15-18]. However, some newly released embeddings [15-18] are trained using contextual word embedding models on MIMIC, which itself uses PHI removal to abide by HIPAA regulations. Our work demonstrates how, if no additional security measures are taken, then traditional (noncontextual) models may be compromised. More work is required to assess whether our findings hold for the four new models as well (ie, contextual word embeddings) [15-18].

**Privacy of Clinical Notes**

There are 3 main approaches to protect the privacy of patients: dictionary-based, statistical, and hybrid approaches. Dictionary-based methods often use large wordlists or predefined regular expressions to locate private information in the text [6,19]. Statistical methods, often more robust than dictionary-based approaches [20], use models such as recurrent neural networks [7] to automatically detect private information. Hybrid methods combine the two approaches to compensate for their respective weaknesses [21]. No matter the method used to detect PHI, once it is detected, there are two ways to secure the data: PHI removal and PHI replacement.

**Personal Health Information Removal**

In PHI removal, sensitive information is located in text via a specialized search algorithm and then is either deleted or replaced with an informative deidentification tag (eg, all names are replaced with \[^*\text{NAME}\*\]). Although simple and common, this approach is not secure and can be easily exploited. Given that no PHI search algorithm is perfect, as a data set increases in size, it becomes increasingly certain that some PHI will be missed. Thus, if clinical notes are shared in a text format after this technique is used for deidentification, a malicious party can uncover names missed by the algorithm by manually inspecting the data. We demonstrate later that word embeddings created from such data are also vulnerable to similar exploits.

**Personal Health Information Replacement**

In PHI replacement, sensitive information, once located within the text by the search algorithm, is replaced with other information of the same type; for example, names can be randomly replaced with other names. This approach is more secure than PHI removal as it obscures instances where the PHI detection algorithm has failed and thus provides the data-curator with plausible deniability for any specific record.

We advocate that HCPs and data providers employ this paradigm because, if done correctly, it is much harder to exploit and thus reduces the risk to patient privacy. It is also a simple and effective way to protect against the exploitation of word embeddings that we demonstrated in this work.

**Methods**

**Data**

In our experiments, we used consultation notes. In Multimedia Appendix 1, we demonstrate how these findings are reproducible with an experiment performed with a selected subset of Wikipedia pages. We made the latter publicly available alongside the code. For all texts, we removed all punctuation and numeric characters, and we lowercased all text but performed no lemmatization, tokenization, or any other preprocessing.

We used consultation notes provided to the authors by ICES (formerly known as the Institute for Clinical Evaluative Sciences) under data sharing agreements with physicians for the purposes of evaluation and research. Consultation notes are written by specialist physicians and other health care consultants to a patient’s family physician. They describe the tests performed, results observed, and other details that the specialist physician or health care consultant considers relevant. We compiled patients’ consultation notes and all their prescribed diagnostic codes that are indicative of suspected diagnoses and ordered tests, and are therefore sensitive health information that must not be connected to patient identities. The billing codes table includes text fields describing each code in 1 to 3 words, for example, *colon screening*. These data sets are linked using unique encoded identifiers and analyzed using ICES.

Although this work is conducted at ICES, ICES does not grant its research affiliates (including the authors of this paper) access to true patient names, but replaces them in the manner described earlier (PHI replacement), using a semimanual, dictionary-based masking process to consistently replace each true name with a randomly chosen fake name. We used heuristics to detect names in the notes. More concretely, we looked for semistructured notes that have `Name: str1, ..., strN` (representing a series of alphabetical tokens separated by commas followed by a semicolon) to indicate the presence of a name. The heuristic is not 100% accurate, which is why, in Multimedia Appendix 2, we can provide only an estimate of how many true names exist by manually analyzing a randomly sampled set.

We perform our experiments on clinical consultation notes for which we can locate the associated fake patient name. For our experiments, we treat the fake names as if they were the true names and removed 99% of them, thus emulating current PHI removal algorithms [7]. This protected data set is then used as the first step of our experiments, as shown in Figure 1. Detailed information regarding the data is provided in Multimedia Appendix 2.
Experiments

Experimental Hypothesis

The intuition behind reidentifying patient information solely from word embeddings stems from the distributional hypothesis [13]—that words appearing in similar contexts tend to have similar meanings and therefore have closer vector representations than other words. Knowing this, we expect differences between both:

1. The average distance between the tokens that make up a person’s name, compared with tokens from different names.
2. The average distance in vector space between a person’s name and their diagnoses (referred to as the in-group), compared with the average distance between their name and those diagnoses with which they are not associated (referred to as the out-group).

If there is a large enough distance between a person's in-group and out-group, then this observation could be used to extract sensitive information thought to have been hidden by the unordered nature of embeddings. In the following sections, we validated this hypothesis empirically.

Experiment 1: Name Reconstruction Experiment

In the first experiment, we tested whether it is possible to reconstruct true name pairs simply from a list of individual name tokens. Figure 2 presents the steps of this experiment, picking up from the last step of Figure 1.

A list of individual name tokens, corresponding to the fifth step in Figure 2, is easily generated by manual exploration of the words. However, as we left 1% of the names, to emulate the imperfect deidentification algorithms, we knew all the tokens (ie, the 1% of name tokens purposefully left in place).

We performed this experiment on our consultation notes data set, where over 99% of names were removed to emulate a PHI removal approach and only 1054 unique name tokens (from 650 full names) remained in the text.

We performed our experiment with 3 commonly used traditional word embedding algorithms (CBOW, Skipgram, and GloVe) for clinical prediction and modeling tasks. For each, we tested a variety of hyperparameters. Where a specific hyperparameter is not explicitly mentioned, we used the default hyperparameter
of the training model, which can be found in Multimedia Appendix 2.

However, for the sixth step, an attacker would not know how many full names were in the data set. If we assume that each name is composed of 2 tokens and none of the names share any name tokens; we would expect the number of complete names to be half the number of name tokens (ie, 1052/2 complete names). Relaxing both assumptions increases the expected names. Given name tokens A and B, we considered a name to exist if either (A,B) or (B,A) exist as names (ie, ignoring ordering). On this data set, we created many word embedding models (n=88) with a wide set of hyperparameters (ie, model specifications) that included variations in the distance metric (cosine or cityblock) and context window size.

**Experiment 2: Name-Diagnostic Code Association Experiment**

In this section, we explored the second part of our hypothesis: is there a difference between the average distance in vector space between a person’s name and their diagnoses (their in-group) compared with the average distance between their name and those diagnoses with which they are not associated (their out-group)?

For this experiment, we used the same data and tested the properties of the same word embedding algorithms for various hyperparameters, as in the last experiment. We first define a patient’s name vector as the average of the vectors of its components (ie, first, last, and possibly middle names). Here, numtoken is the number of space-separated tokens in a string and is the vector representation of the i-th token of the name:

Second, we defined the in-group $d_{in}$ as the set of diagnoses for name and the out-group $d_{out}$ as all other diagnoses, with $d_i$ representing any individual diagnosis. The average distance for each of these groups from their respective names are referred to as in_group and out_group, respectively:

We presented the results using the cityblock distance (ie, the Manhattan distance) instead of the cosine distance because it performs better at this task (by uncovering more information), and past work has shown that the vector magnitude (ie, the sum of all dimensions) is affected by the number of times that the word occurs in the corpus [22]. However, our experiments were performed using the cosine distance metric as well, and complete results can be found in Multimedia Appendix 2.

Initially, we explored the raw data (ie, without any deidentification algorithm) by plotting the difference between the in- and out-groups for names that occur below different frequency thresholds. A name is below the threshold if the average counts of its components are below that threshold. For example, if “James” occurs 201 times in the corpus and “Qwerty” appears twice, then “James Qwerty” is below an arbitrary threshold of 200 (101.5<200).

**Figure 3** shows that the more frequently a name occurs, the smaller the difference between the in-groups and out-groups. Nonetheless, the difference is still pronounced when all names are considered, with the lowest value being just under 5. Surprisingly, against our intuition, the in-group is larger than the out-group. We saw this result consistently throughout our testing described in the following sections.

**Figure 3.** Relationship between frequency of name occurrence and the average difference between the in-group and out-group for patients. This graph is generated from an experiment run on a GloVe model with a dimension of 100, window of 10, learning rate of 0.05, minimum occurrence of 1, and alpha of .75.
Statistical Testing

Given our initial observation that, on raw data, there is a difference between in- and out-groups on the population level on raw data, we now examine if the observed differences are statistically significant at both the population and patient levels for various embedding algorithms and hyperparameters on the deidentified data set (ie, 99% of names have been removed to emulate an optimum real-life data sharing scenario). A diagram of the experimental process is shown in Figure 4.

Figure 4. Process flow for generating word embeddings and performing statistical testing. For population-level statistical testing, we performed a Wilcoxon signed-rank test, and for patient-level statistical testing, we calculated empirical P values using 1000 randomly generated permutations.

Experiment 2a: Population-Level Statistical Testing

In this experiment, we aimed to determine whether the difference between the in- and out-groups on the population level is statistically significant.

Here, as with all the clinical text experiments, the embedding model is trained using all consultation notes after 99% of the names have been removed. Using the same setup as in the previous section to obtain distances between in- and out-groups, we used the Wilcoxon signed-rank test to compare the pairings of in- and out-groups for each name on the population level. The Wilcoxon signed-rank test is nonparametric and, unlike the paired Student two-tailed t test, makes no assumptions regarding normality.

This experiment is performed for various embedding algorithms, distance metrics, and hyperparameter ranges.

Experiment 2b: Patient-Level Statistical Testing

Here, we explored whether there is a statistically significant difference between the in- and out-groups for each patient, which would indicate that an individual patient is at risk of having their diagnostic code uncovered.

In this experiment, we compared the average difference between a patient’s in-group and the out-group. Although each comparison will result in a P value for each patient, for brevity and privacy, we do not report the per patient analysis of the ICES data, but instead report the number of patients for which the difference is significant after correcting for multiple comparisons. To determine statistical significance at the patient level, we calculated empirical P values by randomly sampling in- and out-groups generated using 1000 permutations of the same size from the same data set.

We experimented with various embedding algorithms, distance metrics, and hyperparameter ranges.

Experiment 3: Scenario Simulation

In this experiment, we performed a hypothetical attack to examine whether the results of the previous 2 experiments demonstrate an actionable level of risk. Assuming the role of an attacker who has access only to released embeddings built from doctor-patient consultation notes that have been secured by using PHI removal, we showed how we are able to associate name tokens that were missed by PHI removal to arrive at a list of complete patient names and that we are able to associate these names with some target diagnoses.

For this hypothetical scenario, we used the same data and tested the properties of the same word embedding algorithms for various hyperparameters as in the last experiment.

The attack is as follows:

1. Identify a list of target diagnoses that we wish to attribute to patients. As an example, we considered the following set of diagnoses: constipation, diarrhea, vaginitis, sexual dysfunction, urinary infection, herpes genitalis, dementia, anorexia, alcoholism, threatened abortion, and AIDS.
2. For each name, calculate the 5 diagnoses that are farthest from the name.
3. Using these 5 diagnoses as the basis for prediction, we calculated Top-1 (A@1) and Top-5 (A@5) accuracy.

To ensure that our results are not an artifact of the selected diagnoses, we repeated the above experiment 1000 times for each tested hyperparameter, randomly selecting 30 target diagnoses. To be as stringent as possible, we chose from diagnoses that appeared at least 10 times in the data (which likely will result in a pessimistic bias, as demonstrated in Multimedia Appendix 2).
Results

Experiment 1: Name Reconstruction Experiment

The results of this experiment demonstrate that it is possible to reconstruct true name pairs simply from a list of individual name tokens and their respective embeddings.

In this section, we present the results for various context window sizes, an expected name list of size 600, and a cosine distance metric. We observed that up to 68.5% (411/600) of the paired tokens come from true names, as shown in Table 1 and Figure 5. As there are over 170,000 name-pair combinations, these embeddings clearly carry patient information that can be identified, thus affirming our hypothesis. The complete results for other hyperparameters, the number of names expected, and the cityblock distance metric are presented in Multimedia Appendix 2.

Table 1. The number and percentage of paired tokens that are part of true names as a function of context window size, using the cosine distance metric of the first 600 paired tokens sorted in ascending order.

<table>
<thead>
<tr>
<th>Context window size</th>
<th>Skipgram names, n (%)</th>
<th>CBOW\textsuperscript{a} names, n (%)</th>
<th>GLoVe\textsuperscript{b} names, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>51 (8.5)</td>
<td>17 (2.8)</td>
<td>8 (1.3)\textsuperscript{c}</td>
</tr>
<tr>
<td>3</td>
<td>369 (61.5)</td>
<td>265 (44.2)</td>
<td>158 (26.3)</td>
</tr>
<tr>
<td>5</td>
<td>393 (65.6)</td>
<td>323 (53.8)</td>
<td>278 (46.3)</td>
</tr>
<tr>
<td>7</td>
<td>410 (68.3)</td>
<td>331 (55.2)</td>
<td>317 (52.8)</td>
</tr>
<tr>
<td>9</td>
<td>411 (68.5)</td>
<td>340 (56.7)</td>
<td>323 (53.8)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}CBOW: Continuous Bag of Words.

\textsuperscript{b}GLoVe: Global Vectors.

\textsuperscript{c}Result not significant after correcting for multiple comparisons using the Holm-Bonferroni correction.

Figure 5. Visual representation of the percentage of paired names belonging to true names from the first 600 paired tokens when sorted in ascending order.

Experiment 2: Name-Diagnostic Code Association Experiment

Experiment 2a: Population-Level Statistical Testing

The results of this experiment indicate that, at the population level, the average difference between the in- and out-groups per patient is statistically significant. Table 2 and Figure 6 show the results for various embedding algorithms, varying context window sizes, and a cityblock distance metric. The complete results for other hyperparameters, other distance measures, and absolute distances are shown in Multimedia Appendix 2.
Table 2. Difference between the in-group and out-group as a function of context window size for various word embedding algorithms using the cityblock distance metric. The differences are relative distances between word embedding vectors in an n-dimensional space.

<table>
<thead>
<tr>
<th>Context window size</th>
<th>Skipgram difference</th>
<th>CBOW(^b) difference</th>
<th>GLoVe(^c) difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.91</td>
<td>7.59</td>
<td>4.85</td>
</tr>
<tr>
<td>3</td>
<td>2.88</td>
<td>28.53</td>
<td>5.69</td>
</tr>
<tr>
<td>5</td>
<td>2.33</td>
<td>39.55</td>
<td>5.45</td>
</tr>
<tr>
<td>7</td>
<td>1.84</td>
<td>47.10</td>
<td>5.12</td>
</tr>
<tr>
<td>9</td>
<td>1.51</td>
<td>51.61</td>
<td>5.54</td>
</tr>
</tbody>
</table>

\(^a\)All differences were statistically significant after correcting for multiple comparisons.

\(^b\)CBOW: Continuous Bag of Words.

\(^c\)GLoVe: Global Vectors.

Figure 6. Visualization of the difference between the in-group and the out-group as a function of context window size for various word embedding algorithms using the cityblock distance metric.

Given our selected hyperparameters, we observed that for all sizes tested and for all embedding techniques, the difference between the in- and out-groups on the population level was statistically significant with \(P < .001\) calculated using the Wilcoxon test, after correcting for multiple comparisons using the Holm-Bonferroni correction [23]. The Holm-Bonferroni correction is a sequentially rejective procedure for correcting multiple comparisons that keeps the family-wise type I error bounded. Figure 6 shows that the difference between the in-group and out-group decreases for embeddings created with the Skipgram algorithm as the context window increases. Conversely, the difference grows for CBOW, while it remains relatively stable for all GLoVe models.

Experiment 2b: Patient-Level Statistical Testing

Building on our previous observations, the results of this experiment indicate that, at the patient level, for a percentage of examined patients (up to 449/638, 70.4%), the average difference between in- and out-groups per patient is statistically significant.

Table 3 and Figure 7 show the results for various embedding algorithms, varying context window sizes, and a cityblock distance metric. The complete results for other hyperparameters, other distance measures, and absolute distances are shown in Multimedia Appendix 2.
Table 3 presents the patient-level analysis for different context window sizes. As shown in Figure 7, using the CBOW algorithm, an increasing window size initially correlates positively with the number of vulnerable patients, defined as having a significant difference between the in-group and out-group. The opposite trend is observed for the Skipgram model. Context window size does not appear to have an effect on word embeddings created using GloVe, as the number of patients remains relatively stable.

**Experiment 3: Scenario Simulation**

Having demonstrated that the difference between in- and out-groups is statistically significant, in this section, we showed that our hypothetical attack results in an actionable level of risk, that is, an attacker who has access only to released embeddings built from doctor-patient consultation notes that have been secured by using PHI removal may be able to arrive at a list of complete patient names, and associate these names with target diagnoses.

We observed that for our chosen target diagnoses (ie, constipation, diarrhea, vaginitis, sexual dysfunction, urinary infection, herpes genitalis, dementia, anorexia, alcoholism, threatened abortion, and AIDS) our approach out performs the majority baseline for both top 1 (A@1) and top 5 (A@5) accuracy of 0.00 and 0.70, respectively, Multimedia Appendix 2 (top n rate is the fraction of examples for which the correct label is among the n labels considered most probable by the model). The complete results for all hyperparameters as well as both distance metrics are presented in Multimedia Appendix 2.

We observed similar results when the above experiment was repeated 1000 times for each tested hyperparameter, randomly selecting 30 target diagnoses. Table 4 shows how often our attacker’s approach surpasses the baseline of choosing the majority diagnoses for both top-1 and top-5 accuracies. We show that we can consistently beat strong baselines, although the highest top-1 and top-5 accuracies are modest at 0.08 and 0.15, respectively. The complete results for all hyperparameters as well as both distance metrics are presented in Multimedia Appendix 2.
that is, when all known PHIs have been randomly shuffled, it becomes much more difficult (but not impossible) to determine which names in the data set belong to true patients, as the names that are shuffled together will behave in a manner similar to true names that have been missed. Such embeddings can theoretically still be at risk if an attacker is able to determine how to differentiate between fake and true names. However, this would mitigate the methods of attack described in this work, thereby making the created embeddings more secure. Alternatively, noise can be added to the generated embedding model to induce privacy and reduce risk. This risk reduction is, naturally, relative to the amount of noise added, and determining the exact amount of noise without distorting the signal or degrading performance is the subject of future research.

Regarding reassociating name tokens or associating names with diagnostic codes, Skipgram is least effective at preserving privacy, followed by CBOW and GloVe. However, when examining the number of statistically significant differences, we observe the opposite ranking. Although many sentence- and text-classification tasks observe little difference in downstream performance between these 3 algorithms, past work [5] has demonstrated differences in the ability of these algorithms to represent words. For example, Skipgram can perform better than CBOW for more frequent words [5], possibly explaining the difference in modeling names (which are infrequent in our vocabulary).

As expected, tokens from the same complete name have closer vector representations. However, despite our intuition, we find that the in-group is surprisingly larger than the out-group. That is, the average distance between a name and a diagnosis is larger if the person with that name has a diagnosis. This was consistent among all parameters tested, and among all 3 embedding models. This was also observed in our novel data set. This was perplexing because our expectation of word embeddings informs us that words that occur in similar contexts should be closer together, and in-group diagnoses are often in the same note as the name, while out-group diagnoses are not in the note at all. Even though the name and diagnosis tokens may not co-occur directly, as they would gravitate to words that co-occur with both, this would result in the names and in-group diagnoses being closer. Although a deeper theoretical investigation remains to be conducted, we hypothesize that this may be due to interaction effects within the contexts; names are quite tightly

Discussion

Principal Findings

In this work, we have shown the following:

- There is a statistically significant difference between the distance of patients’ in- and out-groups at the population level.
- For many individual patients, the difference between their personal in-group and out-group is also statistically significant.
- A malicious actor working only with word embeddings may identify full names occurring in the training corpus of the embeddings as well as sensitive attributes associated with these names.

Limitations

We explored the induced privacy (or lack of privacy) of embeddings created from medical notes. We empirically highlighted the security risks of sharing clinically sourced word embeddings. Although their nature does serve to obfuscate information, we have shown that it is still possible to connect PHI to names from word embeddings secured using PHI removal. There is much variation in the risks observed in this work, which are dependent on imperfect deidentification algorithms and very skilled attackers. The actual risk to patient information, while nonzero, remains small and dependent on many variables such as the attack strategy, deidentification method, and embedding algorithm. We therefore advocate for more research to see whether the adoption of PHI replacement would better secure released embeddings. In addition to deidentification methods (where more research needs to be done), appropriate controls on who can access the anonymized data and oversight of these data are also recommended.

Conclusion

We have focused on the reidentification of names and their association with diagnostic codes, although other sensitive PHIs may also be vulnerable. We demonstrated how sharing word embeddings trained on clinical notes that have been protected using only PHI removal is not safe, as any PHI missed by the algorithm will remain in its original context. The risk of obtaining sensitive information from embeddings can be diminished by applying the anonymization methods of PHI replacement on the clinical notes before training the embedding.

Table 4. The percentage of times using a word embedding–based attack beats the majority baseline for A@1 and A@5 for various context window sizes over 1000 random diagnosis selections.

<table>
<thead>
<tr>
<th>Context window size</th>
<th>Skipgram A@1, A@5</th>
<th>CBOWb A@1, A@5</th>
<th>GLoVe6 A@1, A@5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>55.8, 56.7</td>
<td>61.8, 61.8</td>
<td>55.4, 56.9</td>
</tr>
<tr>
<td>3</td>
<td>55.6, 53.1</td>
<td>51.2, 52.6</td>
<td>60.5, 59.5</td>
</tr>
<tr>
<td>5</td>
<td>57.4, 55.6</td>
<td>53.6, 54.5</td>
<td>59.4, 57.2</td>
</tr>
<tr>
<td>7</td>
<td>57.4, 53.5</td>
<td>54.6, 53.9</td>
<td>55.9, 54.0</td>
</tr>
<tr>
<td>9</td>
<td>57.2, 53.2</td>
<td>53.7, 51.2</td>
<td>60.6, 56.7</td>
</tr>
</tbody>
</table>

aWe observed that the majority baseline is surpassed consistently and up to 60% of the time.
bCBOW: Continuous Bag of Words.
cGLoVe: Global Vectors.
clustered together, and they rarely occur in the same context window of the diagnosis with which they are associated. It may be that these other names draw the common diagnoses closer, as they occur with more names, in turn leaving the less common, but relevant, diagnoses further from the name cluster. This requires further research.
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Abstract

Background: Noncommunicable diseases (NCDs) have become the main public health concern worldwide. With rapid economic development and changes in lifestyles, the burden of NCDs in China is increasing dramatically every year. Monitoring is a critical measure for NCDs control and prevention. However, because of the lack of regional representativeness, unsatisfactory data quality, and inefficient data sharing and utilization, the existing surveillance systems and surveys in China cannot track the status and transition of NCDs epidemic.

Objective: To efficaciously track NCDs epidemic in China, this pilot program conducted in Ningbo city by the Chinese Center for Disease Control and Prevention (CDC) aimed to develop an innovative model for NCDs surveillance and management: the integrated noncommunicable disease collaborative management system (NCDCMS).

Methods: This Ningbo model was designed and developed through a 3-level (county/district, municipal, and provincial levels) direct reporting system based on the regional health information platform. The uniform data standards and interface specifications were established to connect different platforms and conduct data exchanges. The performance of the system was evaluated based on the 9 attributes of surveillance system evaluation framework recommended by the US CDC.

Results: NCDCMS allows automatic NCDs data exchanging and sharing via a 3-level public health data exchange platform in China. It currently covers 201 medical institutions throughout the city. Compared with previous systems, automatic popping up of the report card, automatic patient information extraction, and real-time data exchange process have highly improved the simplicity and timeliness of the system. The data quality meets the requirements to monitor the incidence trend of NCDs accurately, and the comprehensive data types obtained from the database (ie, directly from the 3-level platform on the data warehouse) also provide a useful information to conduct scientific studies. So far, 98.1% (201/205) of medical institutions across Ningbo having been involved in data exchanges with the model. Evaluations of the system performance showed that NCDCMS has high levels of simplicity, data quality, acceptability, representativeness, and timeliness.

Conclusions: NCDCMS completely reshaped the process of NCD surveillance reporting and had unique advantages, which include reducing the work burden of different stakeholders by data sharing and exchange, eliminating unnecessary redundancies,
reducing the amount of underreporting, and structuring population-based cohorts. The Ningbo model will be gradually promoted elsewhere following this success of the pilot project, and is expected to be a milestone in NCDs surveillance, control, and prevention in China.

*J Med Internet Res 2020;22(7):e17340*  doi:10.2196/17340
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**Introduction**

With the rapid socioeconomic development and acceleration of population aging and urbanization, noncommunicable diseases (NCDs), such as cardiovascular diseases, cancers, chronic obstructive pulmonary diseases (COPDs), and diabetes, have become the main public health concerns worldwide. The WHO reported that NCDs kill around 40 million people every year, equivalent to 70% of all deaths globally [1]. China, as a developing country with the largest population, has been experiencing incremental prevalence of NCDs over the past decades; the proportional burden of NCDs increased by 37.27% from 60.21% in 1990 to 82.65% in 2016 [2]. Studies have shown that the prevalence of diabetes in adults was 9.7% in 2013, COPD among people aged 40 and above was 13.6% in 2015, and hypertension in adults aged 35-75 years was 44.7% in 2014-2017 in China [3-5]. Moreover, cardiovascular diseases, cancer, and chronic respiratory disease were the leading causes of death, accounting for approximately 79.4% of total deaths [6].

Monitoring is a critical and indispensable measure for NCDs control and prevention, including providing evidence for policy making and data support for evaluation of the global and regional targets [7]. As a cornerstone of public health practice in improving disease surveillance, the US Centers for Disease Control and Prevention (CDC) launched the CDC Surveillance Strategy in 2014 to achieve the targets of advancing the use of electronic health records (EHRs), retiring redundant systems, and maximizing performance of agency resources [8]. In China, the Chronic Disease and Risk Factor Surveillance Survey was introduced in 2004 using a multistage stratified cluster random sampling method to monitor NCD epidemics nationwide every 3 years [5,9-11]. However, due to the collection of NCD information by self-reports and the heavy workload involved in field survey, the monitoring data can only be obtained through selected surveillance points and their quality varies among regions. Several surveys and registries on specific chronic diseases are available in China, including those on stroke, hypertension, COPD, diabetes, and cancer, which provide valuable national epidemiological data on NCDs [3-5,12,13]. However, because these surveys and registries are independent from each other with inconsistent research methods and different population coverage, it is difficult to compare the varied results and obtain a whole picture of current situation of NCDs in China, which also reflects the shortcomings of traditional surveillance system in data sharing and utilization [14]. A population-based data with high quality generated from a reliable surveillance system is crucial to detect the priorities to track and tackle NCDs and find the cost-effective interventions to reduce the burden of NCDs.

Ningbo is a prefecture-level city of Zhejiang province in eastern China, consists of 10 districts with a registered population of 5.93 million, and has the very advanced regional health information platform in China. In 2016, Ningbo successfully achieved the 3-level (county/district, municipal, and provincial level) direct reporting of infectious diseases through a data exchange platform, which shortened the reporting time to 2 minutes from uploading a report card in the hospital information system (HIS) to the national information system [15]. Two years later, a similar but improved reporting and management model for NCDs was successfully implemented, named integrated noncommunicable disease collaborative management system (NCDCMS). This pilot study was conducted in Ningbo by the Chinese CDC and aimed to develop an innovative model for NCDs surveillance and management in order to efficaciously tackle NCDs epidemic in China.

**Methods**

**Ningbo Model**

The Ningbo model was constructed through a 3-level direct reporting strategy based on the regional health information platform. The uniform data standards and interface specifications were developed to connect different platforms and conduct data exchanges. NCDs registration report and management standards were issued to clarify data quality evaluation indicators and data security management standards. 9 attributes of the surveillance system evaluation framework recommended by the US CDC were used for evaluating the performance of NCDCMS [16,17].

**Architecture of the NCDCMS**

With full consideration of the current situation of Ningbo and the potential requirements of system development, the SOA (service-oriented architecture) and ESB (enterprise service bus) technologies were used for building a multilayer architecture system based on the concept of integrated information system design. The architecture of NCDCMS is made up of 7 components: the infrastructure platform layer, the NCDs information resource center, the business support layer, the application system, the application portal, the safety assurance system, and the standard and regulation system. Figure 1 shows the architecture of the overall system.
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Process of Model Construction

To build an effective and reliable NCDs surveillance and management system, the NCDs 3-level direct reporting model was constructed by following these 4 aspects: (1) We completed the construction of the 3-level public health data exchange platform by connecting Ningbo Health Network (municipal level) with Zhejiang Provincial Health Network (province level) and County/District Health Network (county/district level). Health Network is the special information network for health industry in China. On this basis, the Ningbo public health data exchange platform was organized to achieve the data exchange from the county/district platform to the municipal platform, and further to the provincial platform. (2) We developed uniform data standards and interface specifications. The interface specifications were used as regulations and standards to connect different platforms and conduct data collection, exchange, inquiry, and reconciliation. (3) To connect HIS with the data...
exchange platform, all medical institutions were required to adjust their public health module in accordance with the uniform data standards and the interface specifications. After the adjustment, automatic popping up of report card, automatic extraction of patient information, and real-time data exchange among platforms can be achieved. (4) We finally issued the Ningbo NCDs Registration Report and Management Standards. It elaborated the standardized workflow and mechanisms for interdepartmental collaborations between different stakeholders. The indicators of data quality evaluation and data security management were also included and elaborated in detail in these standards.

**Evaluations of the System Performance**

Because NCDCMS is a public health surveillance system, its performance should be evaluated to ensure the public health problems are being monitored efficiently and effectively. We evaluated the performance of the NCDCMS with the 9 surveillance system attributes based on the guidelines for evaluating public health surveillance systems developed by the US CDC: simplicity, flexibility, data quality, acceptability, sensitivity, predictive value positive, representativeness, timeliness, and stability [16]. As public health surveillance systems vary in objective, methods, purpose, and scope, attributes that are important in one system might be less important in another. Taking into account the purpose and characteristics of NCDCMS, we selected 6 attributes to evaluate the performance of NCDCMS. The definitions of these 6 attributes are presented in Table 1 [17].

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simplicity</td>
<td>System’s structure and ease of operation</td>
</tr>
<tr>
<td>Flexibility</td>
<td>Ability to adapt to changing information needs or technological operating conditions with little additional time, personnel, or allocated funds</td>
</tr>
<tr>
<td>Data quality</td>
<td>Completeness and validity of the data recorded in the system</td>
</tr>
<tr>
<td>Acceptability</td>
<td>Willingness of persons and organizations to participate in the system</td>
</tr>
<tr>
<td>Representativeness</td>
<td>Ability to accurately describe the occurrence of a health-related event over time and its distribution in the population by place and person</td>
</tr>
<tr>
<td>Timeliness</td>
<td>Speed between steps in a system</td>
</tr>
</tbody>
</table>

**Ethical Considerations**

Because the construction of NCDCMS is also a component of the Ningbo Smart City Project, it is a governmental initiative rather than a study. The ethical issues need to be addressed but could be different from general scientific studies. In the process of system construction, the protection of residents’ personal privacy has been fully taken into account. Moreover, the regional health information platform of Ningbo is nationally certified and has reached the maturity level of IV, which is considered the highest level of regional information protection. Thus, it is legal and safe to collect residents’ data through the system.

**Ethics Approval**

The study was approved by the Ethics Review Committee of Ningbo Municipal Centers for Disease Control and Prevention.

**Availability of Data and Material**

The data sets generated/analyzed during this study are not publicly available due to the protection of residents’ personal privacy but are available from the corresponding author on reasonable request.

**Results**

**Data Collection and Exchange**

In NCDCMS, 4 types of notifiable NCDs (diabetes mellitus, ischemic heart disease and cardiac arrest, cerebrovascular disease, malignant neoplasms, and benign neoplasm of central nervous system) report cards are collected through a stepwise 3-level public health data exchange platform. The types of NCDs and the corresponding ICD-10 codes are listed in Table 2. Besides, a vital registration system is integrated into NCDCMS, which is able to collect cause-of-death data accurately and efficiently, from which we can obtain insights into the underlying causes of death.

When a clinician diagnoses a notifiable chronic disease on his/her clinic system, a disease reporting card pops up automatically that presents data about that specific patient, which are extracted from the HIS or EHR. Clinicians only need to type in their diagnosis and treatment information to complete the whole report card, which takes only a few minutes. Health care doctors working in hospitals will then review the card to ensure the accuracy and logicality of the information. Besides, public health physicians who work in county/district CDC will double check the information afterward. If the content does not meet the standard requirements, the card will be returned to the health care doctors along with the feedback so as to be further edited. Once this has been done, the data will be transmitted to the regional health information platform immediately. Through a stepwise data exchange process, report cards will be transmitted to the Zhejiang Provincial Chronic Disease Surveillance Management System, and finally to the national system. Furthermore, these data will be exchanged with the Ningbo Digital Platform of Disease Control System and be shared across branch systems as shown in Figure 2. The process of data exchange and data sharing through a 3-level public health data exchange platform is presented in Figure 2. The data type collected on report card of notifiable NCDs is shown in Table
3. Data collected on regional health information platform include residents’ personal information, demographic characteristics, outpatient information, hospitalization information, results of examinations and laboratory tests, prescription lists, and immunization information. For municipal hospitals, the NCD cards reporting process is consistent with the reporting process of county hospital/health clinics/community service centers depicted in Figure 2.

Figure 2. The process of data exchange and data sharing through a 3-level (county, district, and municipal provincial level) public health data exchange platform.

Importantly, the purpose of building NCDCMS is not only to monitor the incidence of NCD but also to achieve better health management of patients with NCDs. Data exchange among platforms is not unidirectional, but rather a bidirectional data exchange process. When the NCD data are transmitted to the upper-level platform, cause of death and other branch surveillance system data (eg, infectious diseases, immunization records) of that particular patient will eventually be integrated into the EHR and transmitted back to the county/district regional information platform in order to achieve a two-way data exchange based on the principle of 1 person 1 file. Even if the NCD card is reported outside the place of residence, as long as it is reported within the Zhejiang Province, it will be returned to the place of residence following a bidirectional data exchange process.

Based on the stepwise 3-level public health data exchange platform, routine monitoring of 4 types of notifiable NCDs can be achieved on NCDCMS. Tables and charts can be automatically generated from surveillance data to track changes as needed.

Table 2. Four types of notifiable NCDs and their respective ICD-10 code(s).

<table>
<thead>
<tr>
<th>Disease</th>
<th>ICD-10 code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes mellitus</td>
<td>E10-E14, O24</td>
</tr>
<tr>
<td>Ischemic heart disease and cardiac arrest</td>
<td>I20-I25, I46</td>
</tr>
<tr>
<td>Cerebrovascular disease</td>
<td>I60-I61, I63-I64</td>
</tr>
<tr>
<td>Malignant neoplasms</td>
<td>C00-C96</td>
</tr>
<tr>
<td>Benign neoplasm of the central nervous system</td>
<td>D32-D33, D42-D43</td>
</tr>
</tbody>
</table>
Table 3. Data types collected on report card of notifiable NCDs.

<table>
<thead>
<tr>
<th>Disease Category</th>
<th>Data Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes mellitus</td>
<td>Ischemic heart disease and cardiac arrest</td>
</tr>
<tr>
<td>Electronic health record number</td>
<td>Electronic health record number</td>
</tr>
<tr>
<td>Patient name</td>
<td>Patient name</td>
</tr>
<tr>
<td>Gender</td>
<td>Gender</td>
</tr>
<tr>
<td>Nationality</td>
<td>Nationality</td>
</tr>
<tr>
<td>Education level</td>
<td>Education level</td>
</tr>
<tr>
<td>Identity card number</td>
<td>Identity card number</td>
</tr>
<tr>
<td>Date of birth</td>
<td>Date of birth</td>
</tr>
<tr>
<td>Occupation</td>
<td>Occupation</td>
</tr>
<tr>
<td>Contact number</td>
<td>Contact number</td>
</tr>
<tr>
<td>Marital status</td>
<td>Marital status</td>
</tr>
<tr>
<td>Age</td>
<td>Age</td>
</tr>
<tr>
<td>Registered address</td>
<td>Registered address</td>
</tr>
<tr>
<td>Current address</td>
<td>Current address</td>
</tr>
<tr>
<td>Outpatient number</td>
<td>Outpatient number</td>
</tr>
<tr>
<td>Hospitalization number</td>
<td>Hospitalization number</td>
</tr>
<tr>
<td>Report institution</td>
<td>Report institution</td>
</tr>
<tr>
<td>Report doctor name</td>
<td>Report doctor name</td>
</tr>
<tr>
<td>Date of report</td>
<td>Date of report</td>
</tr>
<tr>
<td>ICD-10 code of disease</td>
<td>ICD-10 code of disease</td>
</tr>
<tr>
<td>Disease type</td>
<td>Disease type</td>
</tr>
<tr>
<td>Date of diagnosis</td>
<td>Date of diagnosis</td>
</tr>
<tr>
<td>Symptoms</td>
<td>Symptoms</td>
</tr>
<tr>
<td>Examinations and tests</td>
<td>Examinations and tests</td>
</tr>
<tr>
<td>Complications</td>
<td>Complications</td>
</tr>
<tr>
<td>Risk factors</td>
<td>Risk factors</td>
</tr>
<tr>
<td>Family history</td>
<td>Family history</td>
</tr>
<tr>
<td>Underlying cause of death</td>
<td>Underlying cause of death</td>
</tr>
<tr>
<td>Date of death</td>
<td>Date of death</td>
</tr>
<tr>
<td>ICD-10 code of death</td>
<td>ICD-10 code of death</td>
</tr>
</tbody>
</table>

\(^a\)Not applicable.

**Evaluations of System Performance**

**Simplicity**

Previously, during the data reporting process, clinicians first filled in NCD cards (either paper card or electronic card in HIS), and then health care doctors in hospitals manually entered the data into the Zhejiang Provincial Chronic Disease Surveillance Management System. Clinicians using electronic cards reported each patient information variable one by one (ie, on separate fields) into the HIS. It is well-known that manual data entry
consumes a huge amount of human resources. Therefore, the NCDCMS was developed to offset the inefficiency of manual entries. Now, in the current system, when a clinician diagnoses a notifiable chronic disease on his/her clinic system, an NCD reporting card pops up automatically that presents much of the data about that specific patient, which are extracted from the HIS or EHR. Clinicians only need to type in their diagnosis and treatment information to complete the whole report card, which takes only a few minutes. Public health doctors in hospitals do not need to manually enter the reporting data in the surveillance system; instead, they only need to audit the report card and click the upload button, which transmits the data to the regional health information platform.

Meanwhile, because the NCDCMS realized the data collection process through a stepwise 3-level public health data exchange platform, which combined various independent platforms into one interconnected model, once a case has been reported, the data can be used in multiple ways and serve a variety of purposes. The data need to be reported by the clinicians only once and after the process is completed, the reported data can be transmitted directly to each platform in real time. This allows to eliminate duplicate entries.

**Flexibility**

To connect HIS with the data exchange platform, all medical institutions were required to adjust their public health module in HIS in accordance with the uniform data standards and the interface specifications; importantly, this adjustment is neither time consuming nor costly. In addition, the establishment of NCDCMS has a solid preliminary informatization foundation: (1) Ningbo is a city with a high level of informatization. (2) The 3-level direct reporting of notifiable infectious diseases by the 3-level public health data exchange platform was successfully achieved in 2016. (3) The key component of the system was structured by one company, which also increased the feasibility of the system to adapt to various requirements afterward. Because the adjustment of the public health module in HIS is neither time-consuming nor costly, with the solid informatization foundation of the whole city, the flexibility of the system can be guaranteed.

**Data Quality**

The quality of data collected by NCDCMS can be guaranteed in the following 4 aspects: (1) Each level of platform has a built-in logic check system and each type of NCD report card has several required items to be filled in. If the required items are not filled in completely or the contents of the report data do not meet the requirements of logical check, the report card information cannot be uploaded to the upper-level platform. (2) As mentioned above, a multilevel audit for all data reported will allow the data entered to be reviewed by health care doctors and public health physicians, which further ensures the accuracy of the collected data. (3) As the data platforms are directly related to each other, patient’s EHR file can be accessed during the case review process. In this way, data errors made by clinicians can be detected on time and accuracy of the data can be improved. (4) We perform data cleaning regularly and issue data analysis reports on a monthly, quarterly, and yearly basis to ensure that data quality meets the requirements. In addition, to ensure the authenticity of the reported data and have a continuous understanding of patients’ health status, a first visit within 1 month of data entry and a yearly follow-up of each NCD patient are conducted.

**Acceptability**

In the initial stages of the system construction, we selected 2 counties and 1 municipal-level hospital for model pilot tests. These early trials provided us with a great deal of experience in system construction. One year after the completion of the pilot tests, the system was gradually promoted and expanded to the whole city. This progressive approach of system construction also increased the acceptability of NCDCMS.

The construction of NCDCMS was government managed. The Health Commission of Ningbo explicitly demands every medical institution in Ningbo to complete the public health module adjustment to achieve the 3-level direct reporting of notifiable NCD diseases. Meanwhile, the completion of adjustment was considered as an indicator in the annual performance assessment of medical institutions. Therefore, China’s national conditions determine that this model can be widely accepted among medical institutions of Ningbo. At the time of this writing, among the 205 medical institutions that are required to report notifiable chronic diseases in Ningbo, 201 have completed the module adjustment, with the completion rate of 98.1% (201/205).

**Representativeness**

NCDCMS is totally based on the case reporting of medical institutions and has a facility coverage rate of 98.1% (201/205), meaning that as long as patients with NCDs visit medical institutions, either in hospital or in community, they will be reported by clinicians. Therefore, the NCD cases we collected via NCDCMS can reflect the actual situation of the whole population in Ningbo over time. In addition, based on the data collected by the system, the occurrence of 4 types of notifiable NCDs over time and their distribution in the population by place and person could be accurately described. Because of the continuous monitoring, the incidence trend of NCDs could be displayed and compared.

In addition to the NCDs data collected from NCDCMS, with the patient’s identity card number as a unique data matching criterion, more information can be drawn from other sources such as HIS and HER, which allows to build a more comprehensive database at the back end. Technically, from this comprehensive database, each patient’s data including his/her personal information, demographic characteristics, hospitalization information, results of examinations and tests, prescriptions, and survival situations could be obtained. Furthermore, branch surveillance systems are linked by the Ningbo Digital Platform of Disease Control and Prevention, and hence the data from these branch systems can also be shared and used for multiple purposes. From this perspective, using the data collected from Ningbo NCDCMS, the priorities of public health issues can be identified and the burden of disease can be measured in an accurate and convenient approach.
**Timeliness**

In the past, if a clinician reported an NCD card, irrespective of whether using a paper card or an electronic card, health care doctors working in hospitals had to manually enter report data variable one by one (ie, separately on each field) into the provincial chronic disease surveillance management system within 7 days. Although these cards are not immediately audited by county/district CDC staff, according to the registration and validation procedure established by provincial CDC, the staff are required to audit these cards within 7 days after data entry. Thus, this process, from initial data reporting on cards to the final completion of review, usually took several days, with a maximum duration of up to 14 days. However, because of escalating burden of NCDs in China, this procedure consumed a great deal of human resources, time, and costs.

Following the implementation of the new model, health care doctors’ working hours have been greatly reduced because of the removal of duplicate entries. Thus, more of their working time could be devoted to controlling the overall quality of the report card and training and improving the clinicians’ reporting skills. Thanks to the automatic popping up of the report card and information extraction approach, clinicians could fill in the report card when patients visit their clinic, or during the patient’s hospitalization, allowing simpler and faster completion. In addition, with the great improvement in the overall effectiveness of the new model, staff members from district/county CDC will review report cards on a daily basis. This new process greatly reduces the total time from reporting to reviewing of NCD cards, from the previous maximum of 14 days to the current minimum of 1 day. Compared with the past, the average card entry time is reduced from 10 minutes to 1 minute. Besides, the time taken for clinicians to enter relevant data at first visit and follow-up is reduced from 15 minutes to less than 1 minute, respectively. Excluding the time taken for manual auditing and reviewing, data are exchanged in real time between different platforms.

**Data Utilization**

Using the data collected from NCDCMS and EHR, one study was conducted to describe the epidemiological characteristics of patients with diabetes mellitus (DM) diagnosed with oculopathy in one district in Ningbo. The diagnosed DM cases generated from NCDCMS were matched with the oculopathy cases generated from the regional health information platform by ID number and EHR number. The results showed that 1819 patients with DM were diagnosed with oculopathy in 2015. Among them, 195 patients with DM were newly diagnosed. The oculopathy comorbidity rate of the patients with DM and those newly diagnosed with DM in 2015 were 12.78% and 19.25%, respectively. The time intervals of patients with type 1 DM and type 2 DM from being diagnosed with diabetes to comorbidity of oculopathy was 4.00 and 3.00 years, respectively [18]. By linking diabetes cases and cancer cases generated from NCDCMS, one study implied that the patients with newly diagnosed type 2 DM, who were taller and had normal BMI, had a higher risk of cancer. Compared with their overweight (standardized incidence ratio 0.62) or obese (standardized incidence ratio 0.35) counterparts, the all-cause standardized incidence ratios of the normal BMI group was 1.13. Patients with normal BMI had a high risk of liver, pancreatic, esophagus, and ovary cancers [19].

Instead of field surveys, which consumed a large amount of human resource for data collection and analysis, the ecological studies and pilot epidemiological studies can be conducted directly through this 3-level public health data exchange platform. Moreover, we have started collecting NCD surveillance data since 2009 and each NCD case is required to be followed up once per year. These data will therefore contribute to carrying out different kinds of population-based cohort studies. Different variables needed for building cohorts can be obtained from multiple sources as mentioned earlier. Meanwhile, the information on all-cause mortality is also being collected, meaning that we can obtain data on the reliable survival situation of each patient with NCD. In one district of Ningbo, a cohort based on regional health information platform has been built to predict the risk factors of cardiovascular diseases [20]. Thus, big data tools can be applied for analyzing different data collected from the 3-level exchange platforms, with the results likely to be useful for decision making on various policies and strategies related to NCDs prevention and treatments.

**Discussion**

To the best of our knowledge, NCDCMS is the first platform in China that achieved the 3-level direct reporting model based on regional health information platform. NCDCMS currently covers 201 medical institutions throughout the city, including municipal hospitals, county hospital, health clinics, and community service centers. The evaluations of the system performance showed that NCDCMS has high levels of simplicity, data quality, acceptability, representativeness, and timeliness. This 3-level direct reporting model helps relieve the burden of case reporting, as it allows real-time reporting, eliminates unnecessary redundancies, reduces the amount of underreporting, and provides a better database of chronic diseases.

The Ningbo Model is an innovative practice that aimed to develop a reliable population-based surveillance system via a real-time bidirectional 3-level data exchange process. It completely reshaped the traditional process of NCD surveillance data reporting and had three unique advantages: (1) It reduces the work burden of different stakeholders by data sharing and exchange. Previously, NCD reporting was completely dependent on manual data entry, which cannot guarantee the accuracy and was time-consuming. Now, clinicians could complete the case reporting during patient’s visit; thus, both the patient’s visit time and the work burden of clinicians are reduced due to the reduction of duplicated entries and repeated inquires. Besides, the workload of health care doctors who were responsible for checking the report card submitted by clinicians is reduced. (2) The amount of underreporting was greatly reduced through the automatic popping up of the report card. Some hospitals also link NCD reports with the discharge summary submission procedure. If the NCD cases are not reported as required, clinicians cannot eventually transfer the medical records of discharged patients to the medical record room. (3) The system...
contains better databases that allow data sharing among different platforms. A fairly complete personal health file can be obtained at the back end by linking different sources mentioned above. On this basis, the follow-up data, mortality data, and EHR data can be built into different kinds of NCD cohorts and the risk prediction models can be established. Different types of risk factors can be addressed and evidence-based interventions can also be performed. These research results can help policy makers to make decisions in an evidence-based way.

In the 2 years of NCDCMS construction, one difficulty was how to convince all medical institutions to use the uniform data standards and interface specifications. Because different medical institutions used different HISs developed by various companies, coordination among multiple stakeholders was initially expected to be difficult. In this aspect, the Health Commission of Ningbo and Ningbo CDC played important roles in facilitating the construction of the whole model. However, in order to obtain more accurate and reliable databases, a great amount of effort was still needed. Although we had the assistance of computer technology that helped avoid most logic mistakes in case reporting, a standardized training for case reporting was still important, especially for the clinicians who just started to use the system. The rapid development of health informatization also increased the need to establish better requirements for data security. Although the issue of underreporting has been greatly decreased, this situation could be reduced further with the progress of system development.
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Abstract

Background: Despite extensive literature describing the use of social media in health research, a gap exists around best practices in establishing, implementing, and evaluating an effective social media knowledge translation (KT) and exchange strategies.

Objective: This study aims to examine successes, challenges, and lessons learned from using social media within health research and to create practical considerations to guide other researchers.

Methods: The Knowledge Translation Platform of the Alberta Strategy for Patient-Oriented Research SUPPORT Unit formed a national working group involving platform staff, academics, and a parent representative with experience using social media for health research. We collected and analyzed 4 case studies that used a variety of social media platforms and evaluation methods. The case studies covered a spectrum of initiatives from participant recruitment and data collection to dissemination, engagement, and evaluation. Methods and findings from each case study as well as barriers and facilitators encountered were summarized. Through iterative discussions, we converged on recommendations and considerations for health researchers planning to use social media for KT.

Results: We provide recommendations for elements to consider when developing a social media KT strategy: (1) set a clear goal and identify a theory, framework, or model that aligns with the project goals and objectives; (2) understand the intended audience (use social network mapping to learn what platforms and social influences are available); (3) choose a platform or platforms that meet the needs of the intended audience and align well with the research team’s capabilities (can you tap into an existing network, and what mode of communication does it support?); (4) tailor messages to meet user needs and platform requirements (eg, plain language and word restrictions); (5) consider timing, frequency, and duration of messaging as well as the nature of interactions (ie, social filtering and negotiated awareness); (6) ensure adequate resources and personnel are available (eg, content creators, project coordinators, communications experts, and audience stakeholder or patient advocate); (7) develop
an evaluation plan a priori driven by goals and types of data available (ie, quantitative and qualitative); and (8) consider ethical approvals needed (driven by evaluation and type of data collection).

Conclusions: In the absence of a comprehensive framework to guide health researchers using social media for KT, we provide several key considerations. Future research will help validate the proposed components and create a body of evidence around best practices for using and evaluating social media as part of a KT strategy.

(J Med Internet Res 2020;22(7):e15121) doi:10.2196/15121
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Introduction

Background
The concept of social media has been constantly evolving alongside advances in technology and the development and abandonment of various platforms. Social media has now become an integral means for sharing information while engaging and interacting with others across all sectors of society [1,2]. Subsequently, engaging with anyone, anywhere, at any time has presented opportunities for people, businesses, nonprofit organizations, and health care organizations to engage with a wide audience [3,4]. Social media have changed people’s relationships with how they find and use information. Health care consumers (ie, members of the public) can now use web-based platforms to search for health information, seek others’ experiences and opinions, create their own interest and advocacy groups to raise awareness, fundraise, and share information among like-minded communities. Similarly, health researchers have started to capitalize on social media for a number of purposes, from patient engagement to research dissemination and exchange, with countless applications in between [5-7]. Evidence suggests that health researchers largely hold favorable views with respect to the use of social media in a professional capacity [8,9], considering it to provide an engaging and convenient source of information [10], while meeting their need to gain and exchange knowledge with relevant stakeholders [6]. Despite the enthusiasm, there remains a gap around best practices in developing and implementing social media as part of a successful knowledge translation (KT) strategy.

Knowledge Translation Theories and Social Media Models
Many KT strategies (often guided by theories, models, or frameworks) require that the goals, audience, and messaging be carefully considered to ensure success. However, there is no current KT theory, model, or framework that addresses what makes a successful social media KT strategy. The unique requirements that social media has around the what (materials and procedures needed), who (provider), and how (mode of delivery and platform and to whom) are quite nuanced. Likewise, current social networking theories and models need to be incorporated. There are 3 components of social media that can be classified as explanatory and predictive, which could help guide this [17]:

1. Posting frequency, which means how often a user (person, group, or enterprise) circulates content, asks for input, or responds to a comment or request, without respect to any other factor, that is, quality, depth of detail (whether a post is a simple headline or a detailed infographic), and kind of post (response to another user, announcement of an event or a resource, or key findings of a study) [17-19].
2. Whether and to what degree the user allows or affords other users to select effectively within their content and to find what they need to find and whether and to what degree the selection activity is used by the user as grounds to optimize or refine their offerings (social filtering) [20].
3. Whether and to what degree the user allows or affords other users to select effectively within their content and to find what they need to find and whether and to what degree the selection activity is used by the user as grounds to optimize or refine their offerings (social filtering) [20].

To date, no KT or social media framework incorporates these explanatory and predictive components. In the absence of a suitable framework, we draw on 4 case studies using social media for engagement and dissemination of health research. We summarize the successes, challenges, and lessons learned and present recommendations for others considering social media as part of a KT strategy.

1. Posting frequency, which means how often a user (person, group, or enterprise) circulates content, asks for input, or responds to a comment or request, without respect to any other factor, that is, quality, depth of detail (whether a post is a simple headline or a detailed infographic), and kind of post (response to another user, announcement of an event or a resource, or key findings of a study) [17-19].
2. Whether and to what degree the user allows or affords other users to select effectively within their content and to find what they need to find and whether and to what degree the selection activity is used by the user as grounds to optimize or refine their offerings (social filtering) [20].

Integrated KT models emphasize that translation of knowledge is expedited when knowledge producers (eg, researchers and scientists) and knowledge users (eg, patients, caregivers, and policy makers) are known to one another and are familiar with one another’s needs, preferences, and circumstances [14,15]. Pick et al [16] conceptualized the 4 Cs of social media in an attempt to describe how social media is used, proposing that content is developed within a given context, to make connections leading to conversations. However, the ability of social media users to successfully share, mobilize, and cocreate knowledge still needs to be understood.

Connecting the Dots: Social Media and Knowledge Translation
We propose that to facilitate effective use of social media as part of a KT strategy, researchers need to know how to reach and engage their target audience through social media, with the information the research teams want to share. Likewise, considerations around what stakeholders want to hear and learn need to be incorporated. There are 3 components of social media that can be classified as explanatory and predictive, which could help guide this [17]:

1. Posting frequency, which means how often a user (person, group, or enterprise) circulates content, asks for input, or responds to a comment or request, without respect to any other factor, that is, quality, depth of detail (whether a post is a simple headline or a detailed infographic), and kind of post (response to another user, announcement of an event or a resource, or key findings of a study) [17-19].
2. Whether and to what degree the user allows or affords other users to select effectively within their content and to find what they need to find and whether and to what degree the selection activity is used by the user as grounds to optimize or refine their offerings (social filtering) [20].

To date, no KT or social media framework incorporates these explanatory and predictive components. In the absence of a suitable framework, we draw on 4 case studies using social media for engagement and dissemination of health research. We summarize the successes, challenges, and lessons learned and present recommendations for others considering social media as part of a KT strategy.
Methods

General Approach

In 2016, the Alberta Strategy for Patient-Oriented Research (SPOR) SUPPORT Unit’s Knowledge Translation Platform hosted a national meeting (which included a number of KT and communication experts, platform staff, and consumers) to explore the potential linkage between social media and KT research. Subsequently, a national working group was formed of representatives (n=12) from academia (ie, faculty and research staff) and community (ie, knowledge brokers and parent representative), all with experience using social media as part of a KT strategy for health research. The working group defined the approach to the topic and scope of the project. The goal was to create a document that compared researchers’ experiences and provided considerations to guide other researchers wanting to utilize social media as part of a KT strategy. The working group met monthly over the course of a year (November 2017 to November 2018), collectively identified possible case studies for inclusion based on pre-established inclusion criteria (described below), and developed data collection forms for extracting key findings. Once data from each case study were collected and summarized, deliberative dialogue [21] was used to draw out important concepts and points to consider for discussion. Working group members were then responsible for creating considerations for other researchers through iterative discussions. All working group members were invited to help draft the final report and be part of the authors’ team.

Social Media Case Studies

The aim was to collect case studies of social media use in health research that covered a spectrum of KT initiatives as well as a mix of social media platforms and evaluation methods. Case studies had to be focused on child health, include an evaluation component, and have been published in the past 5 years. The working group (n=12) first looked internally to gather case studies and evaluated the collective breadth of experience using social media for KT activities. An invitation was then extended to other research groups to supplement the working group’s experiences. Researchers providing case studies were also invited to be part of the working group and authors’ team. Four case studies were selected by the working group for inclusion.

The authors of the case studies were then asked to provide information and data about the project in a pre-established data collection form. The data collection form gathered information about the case study’s topic and objectives, intended audience, project logistics (eg, social media platform(s) used, staffing requirements, and project timeline), use of any predictive or explanatory factors such as posting frequency, negotiated awareness and social filtering, dimensions of communication used (Multimedia Appendix 1), evaluation methods (including outcomes and metrics), key findings, and self-reported lessons learned (ie, successes and challenges). To ensure validity and reliability of the data collected from the case studies, collated and summarized data were presented to case study authors for review.

Group Discussions and Development of Considerations

Once data were collected, a summary document that highlighted the similarities and differences between the case studies was created. Self-reported barriers and facilitators to KT encountered when using social media were also collated. Barriers and facilitators were coded into categories based on what part of the KT strategy they impacted (eg, planning, doing, and evaluating). These categories were then broken down into specific elements that formed part of each category (eg, planning—personnel and resource requirements, platform used, and scope of messaging). This prompted focused discussions on the overall key successes and challenges. Working from the summary tables and coded elements, deliberative dialogue [21] (facilitated by SE) was used to draw out important concepts and points to consider for discussion. Through an iterative discussion process, the working group converged on considerations for researchers planning to use social media for KT, guided by the explanatory and predictive components of social media.

Results

Summary of Case Studies

The 4 case studies are summarized in Table 1. More details are presented in Multimedia Appendix 2.

Here, we synthesize the common case study elements (processes of implementing the social media KT strategies) with regard to lessons learned and challenges faced.
<table>
<thead>
<tr>
<th>Case study</th>
<th>Objective</th>
<th>Intended audience</th>
<th>Platform</th>
<th>Dimensions of communication</th>
<th>Time frame and intensity (posting frequency)</th>
<th>Social filtering</th>
<th>Negotiated awareness</th>
<th>Staffing requirements</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cochrane Child Health [7]</td>
<td>Dissemination</td>
<td>Child health HCP(^b), child health researchers, and health care organizations</td>
<td>Twitter and blog</td>
<td>Asynchronous, one to many, dynamic, pull, remote, and iconic indexical</td>
<td>6 months, weekly blog posts, daily tweets, monthly journal club on Twitter</td>
<td>Influencers were tagged in tweets; hashtags were used to identify conditions under discussion</td>
<td>Content shared by influencers tagged and research group stakeholders</td>
<td>0.2 FTE(^c), 0.2 FTE, information specialist, and 0.3 FTE graduate student or RA(^d)</td>
<td>Twitter analytics, Bitly statistics, Altmetric scores, journal club, and participant survey feedback</td>
</tr>
<tr>
<td>#ItDoesn'tHaveToHurt [22]</td>
<td>Dissemination and engagement</td>
<td>Parents (primarily mothers)</td>
<td>Blog, Twitter, Facebook, Instagram, YouTube, and stakeholder websites</td>
<td>Asynchronous, one to many, dynamic, remote, recorded, focal, push, durable, phonetic sylabic, and iconic indexical</td>
<td>12 months, varied with approximately 3 posts per month plus amplification and sharing</td>
<td>Content appeared on partner website and social media with a well-established community of patients, influencer promotion and engagement (parent bloggers across the country amplified content using their own social channels), hashtag use #ItDoesn'tHaveToHurt</td>
<td>Content shared by influencers, research groups' social media channels, and research partners' social media channels</td>
<td>0.75 FTE RC, 0.2 FTE, stakeholder PC, and digital content creators, as needed</td>
<td>Web-based analytics, pre- and postsurveys and interviews, social listening and sentiment analysis, media analysis, partnership analysis, and patient engagement evaluation</td>
</tr>
<tr>
<td>Hirschsprung's Disease Community [23]</td>
<td>Engagement (with caregivers to identify knowledge gaps) and knowledge exchange</td>
<td>Caregivers of children with Hirschsprung disease</td>
<td>Twitter, Facebook, and blog</td>
<td>Asynchronous, one to many, dynamic, and remote</td>
<td>1-month, daily interaction from parent-led administrative team, weekly posting and reminders during research</td>
<td>Content related to community was pre-established</td>
<td>Posts and messages from the administrator of an established community; the community has a clear focus, consistent posting, and committed membership</td>
<td>0.5 FTE RA, parent partner (ongoing community management), and communication staff (ongoing community management)</td>
<td>Google analytics and number of surveys completed</td>
</tr>
<tr>
<td>Parents Participating in Research Facebook Group [24]</td>
<td>Knowledge exchange and dialogue</td>
<td>Parents and caregivers of special needs children and child health researchers</td>
<td>Facebook</td>
<td>Asynchronous, many to one, dynamic, and synchronous</td>
<td>9 months, varied with approximately 4 posts per week</td>
<td>Parent moderators direct messaged or tagged topics to parents and research contributors with possible perspectives to add to the discussion</td>
<td>Content shared by moderators, parent and caregivers, or researchers</td>
<td>2 parent moderators—approximately 0.4-0.7 FTE; KT(^e) committee and parent moderator liaison—approximately 0.5 FTE</td>
<td>Analytics of engagement and activity (eg, number of posts and number of comments) and web-based survey of members</td>
</tr>
</tbody>
</table>

\(^{a}\)See Multimedia Appendix 3.  
\(^{b}\)HCP: health care providers.
Planning

It was unanimous that advanced planning was a key component to a successful social media KT strategy. Furthermore, a prior understanding of what theory, model, or framework best suited the goal of the KT strategy was helpful in planning the different approaches. The Cochrane Child Health strategy focused on disseminating information. As knowledge producers, they planned and implemented approaches to push (disseminate) knowledge toward audiences who they believed could benefit from receiving it (health care providers and researchers). The Hirschsprung’s Disease Community and #ItDoesntHaveToHurt employed strategies to build upon pre-established web communities. They leveraged partnerships to foster engagement and expedite information exchange with their intended audience (parents). The Hirschsprung’s Disease Community, #ItDoesntHaveToHurt, and Parents Participating in Research Facebook Group initiatives planned and implemented strategies to gather knowledge from sources (parents and caregivers) they identified as producing knowledge that was useful to their decision making and research agenda (priority setting and knowledge gaps). Additionally, to further build their communities, they planned to engage with their users through an interactive process (exchanging information through discussion boards, question and answer sessions, survey responses, and feedback sessions).

It was also noted that case studies focusing on a specific topic or disease led to engaging a more saturated audience. One case study reported that it was difficult to tap into any specific existing audience when posting about diverse clinical topics, whereas others that had a more focused topic (that meshed well with the focus of the pre-existing group) felt that a tighter community was developed, which enhanced information sharing.

Planning for the required staff and resources to successfully implement and maintain the KT strategy, including frequent posts and audience interactions, was challenging. The time frame from the case studies ranged from 1 month to 1 year. Case study authors reported not knowing how long a strategy needed to be for it to be effective. The main driver for the length of a strategy was the availability of financial and human resources support.

Many case studies made use of programs to help manage their social media campaigns. Tools such as Buffer (Buffer Inc, 2010) were used to preschedule tweets (the bulk of the campaigns), allowing for monitoring and interactions to be completed throughout the campaign. To keep track of this, the case studies used tools such as TweetDeck (Twitter, 2008) or Hootsuite (Hootsuite Inc, 2008), which provided a user-friendly interface to track and monitor the account, as well as log interaction notifications and collect analytics.

Platforms, Models of Communication, and Posting Frequency

A variety of different platforms were utilized among the case studies to increase reach and engagement. Three of the case studies used a multiplatform approach in which Twitter, Facebook, Instagram, and blogs were used to cross-post information and engage with multiple audiences across an expansive social network. Cochrane Child Health, whose target audience was health care providers, researchers, and organizations, focused on using Twitter and blog posts and hosting web-based journal clubs. Case studies targeting parents and caregivers, however, tended to use Facebook, YouTube, and Instagram in addition to Twitter. This was a strategic element, based on prior work to understand who their audiences were and where they gathered on the web. It was also noted that having an established platform or network (eg, Cochrane Child Health had >3500 followers at the time of the campaign) was easier than building a network from scratch for a specific campaign. Those that had a pre-established web presence or leveraged partners with such a pre-established presence reported greater interactions and reach.

A common element throughout the case studies was the dimension of communication, with all using an asynchronous approach in which messages were exchanged intermittently rather than in a steady stream. The intensity of communication varied greatly from daily to weekly between and within each case study. Across all case studies, we found that engaging the intended audience through specific posts, rather than constantly passively pushing information, amplified the sharing of information between users. However, it was noted that there was more web-based interaction overall with more frequent posts. Posting frequency was also dictated by platform use. On a platform in which information exchange occurs rapidly in real time (eg, Twitter), it was found to be important to post quite frequently; otherwise, users tended to disengage. On other platforms such as Facebook, 1 case study received feedback from their audience, suggesting that the ability for members to be able to read and contribute at any time (day or night) was what kept them engaged. Allowing users to contribute to ongoing community conversations enhanced engagement and exchange practices.

Negotiated Awareness, Social Filtering, and Content Development

Negotiated awareness and social filtering were valued by all case studies for their ability to expand the reach (numerically and geographically) of the KT strategy. Two case studies (Cochrane Child Health and #ItDoesntHaveToHurt) used specific social filtering techniques, utilizing social media influencers and hashtags to categorize messages, leading individuals to conversations and discussions pertaining to a
specific topic or theme. These techniques also helped researchers tap into existing networks that amplified sharing by engaging partners and audiences through their own social media networks and interests.

One case study highlighted that the use of an expert media partner who could create compelling digital content and who already had an established reach ensured that content creation was done more efficiently and effectively than traditional academic-led dissemination campaigns. For other case studies, developing content was often time- and resource-intensive, and there was often a trade-off between effort and return. All case study leads agreed that having a team member or partner who specialized in digital content creation is likely an important element of a successful campaign (audience engagement and resource development).

**Stakeholder Engagement**

The case studies in which patient or parent partners co-designed and facilitated the strategies had an extended reach and higher level of engagement from the web community than the ones in which information was just pushed out by researchers. Capitalizing on a recognized and established network, community, or partnership enabled efficient and effective content creation and sharing.

The *Hirschsprung’s Disease Community and Parents Participating in Research Facebook Group* projects highlight that working with someone from the campaign’s intended audience (eg, parent and clinician) leads to relevant content being produced, developed, and created with that specific audience in mind.

Collaborating with a parent moderator who had credibility within the parent and caregiver community and who understood the needs of the researchers and the overall purpose of the collaborative helped nurture the interconnectedness between members of those web-based communities. It was proposed that having a moderator or stakeholder known within the community added to the perceived credibility of the campaign. Additionally, peer mediation was found to be a facilitating factor in the exposure and diffusion of information on the web. The *Parents Participating in Research Facebook Group* project found a shift in emphasis from its primary goal of creating an advisory group for the researchers to being an active group of knowledge exchange for parents (ie, asking questions, deciphering the research, and providing peer support). Parents reported feeling a sense of belongingness to the community where they could safely share stories, ask questions, and provide support for other members. This provided the researchers with a deeper understanding of what issues were most important to the daily lives of families, a unique insight that might not have come to fruition if the researchers were guiding the discourse.

**Resource Requirements**

Project teams and personnel needs varied across the case studies. Resources, types of skills, and tasks also varied within and between campaigns. Regardless of the campaign length, all projects required at least the equivalent of one full-time position. All case studies employed a research coordinator. Digital content creators, information specialists, students, or parent partners were also involved depending on the specific nature of the project.

**Evaluating**

All case studies used various analytics (ie, Twitonomy, Facebook, Bitly, and Altmetric scores) to assess reach and engagement and understand how different facets of the strategies performed. A common evaluation component was web analytics to evaluate engagement (eg, likes, shares, and retweets) and uptake or use (eg, publication downloads and surveys completed) of information. However, not all web analytic programs were created equal. For example, harnessing accurate Facebook analytics with a private Facebook community was challenging because of privacy settings. Additionally, metrics such as Altmetric scores did not allow for the isolation of the study-specific impact and were time dependent (ie, older publications had more time to accumulate higher scores). The variability in the range of reporting periods for these statistics also influenced the usefulness of their collection, with availability ranging from a period of 30 days to all time. This was found to be a limiting factor when information was posted weekly or daily, making assessment of the impact of each post difficult.

A multimodal methodological approach (multiple qualitative and quantitative data collection) used by #ItDoesntHaveToHurt, *Hirschsprung’s Disease Community*, and the *Parents Participating in Research Facebook Group* helped evaluate less tangible aspects, such as passive involvement or interactions between community members or a shift from research teams pushing information out to audiences facilitating pull. However, it was felt that there was often a trade-off between scientific rigor (ensuring appropriate methods and analytics were used) and being able to adequately evaluate and report impact (more broadly than number of citations and analytics were used) and capturing the community’s engagement and understanding of the strategies. A common evaluation component was web analytics (eg, reaching a specific audience and understanding how different facets of the strategies were received and what impact they had on the community) and being able to adequately evaluate and report impact (eg, engagement and understanding of the strategies were received and what impact they had on the community).

**Ethics Considerations**

The constraints placed by needing ethics approval to evaluate and capture participant behavior as well as to vet media posts (in some cases) was seen as a major challenge. One case study needed to have ethics approval for each social media post, which hindered their ability to engage with the group on the web and highlighted a number of points for consideration. These include the value of spontaneous and organic conversation or the trade-off between not sharing information and the concern of providing health care advice rather than information to participants.
It was also noted that the need for ethics approval and informed participant consent was dictated by the outcomes evaluated. For example, the Parents Participating in Research Facebook Group set up rules of engagement that participants had to agree to before joining the community. However, to harvest the ideas and concerns of the group posted to the page to help other researchers know what was important to families, informed consent would have been needed. It felt that this may have stifled conversation, posing the following question: does the discourse of the web-based conversation change when participants are aware of ongoing monitoring and evaluation?

**Recommendations and Considerations**

From these collective experiences, we put forward recommendations and points to consider when using social media as part of a KT strategy for health research. As with any KT initiative, key areas include clearly defining the purpose (ie, engagement, dissemination, and exchange or dialogue), goals, intended audience, type and volume of resources needed, project scope, study design, and evaluation. In addition, we encourage researchers to carefully consider the 3 explanatory and predictive components of social media (ie, posting frequency, social filtering, and negotiated awareness) when developing an approach and choosing a platform.

The checklist for researchers has been provided in Table 2.
### Checklist for researchers: what to ask and consider when developing a social media knowledge translation strategy.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Probing questions</th>
<th>Considerations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Planning</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Purpose and goal</td>
<td>Are you wanting to engage, disseminate, or create a dialogue?</td>
<td>Identify a theory, framework, or model that aligns with the project’s purpose (eg, dissemination), objectives (eg, increase knowledge vs behavior change), and topic area (eg, health, sociology, and psychology)</td>
</tr>
<tr>
<td></td>
<td>What are the objectives of the campaign?</td>
<td>The scope of messages (ie, one clear message repeated over time in different formats or messages on multiple topics)</td>
</tr>
<tr>
<td>N/A</td>
<td>Create evaluation framework in planning phase</td>
<td></td>
</tr>
<tr>
<td>What will success look like?</td>
<td>What metrics for quantitative data will you collect and when (eg, at what point, how often, and for how long)?</td>
<td>Do you need qualitative evaluations?</td>
</tr>
<tr>
<td>How are you going to measure success?</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Intended audience</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Who is the intended audience?</td>
<td>Conduct formal or informal research to help answer these questions</td>
<td>Conduct a social networking map of the intended audience</td>
</tr>
<tr>
<td>What are the characteristics of the intended audience?</td>
<td></td>
<td>Involve some from the intended audience in planning (concepts of integrated KT)</td>
</tr>
<tr>
<td>What SM platforms do they use?</td>
<td>How do they interact on the web?</td>
<td>This may differ for each end-user group</td>
</tr>
<tr>
<td>How do they like to receive information?</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Duration and intensity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How long will the campaign run?</td>
<td>What resources do you have available?</td>
<td></td>
</tr>
<tr>
<td>How many posts a day or week or month?</td>
<td>This will be dependent on what platforms you use and your intended duration of interactivity</td>
<td>What hashtags are currently used for your topic area, and is there already a presence on the web?</td>
</tr>
<tr>
<td>Can you incorporate social filtering?</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Doing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Platform and messaging</td>
<td></td>
<td></td>
</tr>
<tr>
<td>What resonates with the intended audience?</td>
<td>Depending on resources and team expertise, you may use one or multiple platforms</td>
<td>Invest in a SM management tool (eg, Hootsuite, Buffer, and Twitonomy)</td>
</tr>
<tr>
<td>Are they already gathered in an SM community or are you creating a new presence or community?</td>
<td></td>
<td>Tailor strategy to ensure compatibility with each platform used</td>
</tr>
<tr>
<td>What will work best for the campaign’s purpose?</td>
<td></td>
<td>Ensure messages are tailored to target audience needs</td>
</tr>
<tr>
<td>How will messages be structured and delivered (scope, format, plain language, figures, pictures, etc)?</td>
<td></td>
<td>Map out who the influencers are that you want to reach</td>
</tr>
<tr>
<td>Are you incorporating social filtering or negotiated awareness techniques?</td>
<td></td>
<td>Find someone who will act as a community or peer mediator to build trust within the target group</td>
</tr>
<tr>
<td>Have you reached out to stakeholders? Do you have a campaign champion (preferably a peer of the target group)?</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Personnel, logistics, and other resources</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Who are the key personnel involved?</td>
<td>Content and communications experts are minimum requirements</td>
<td>Resources, time, and funding needed will differ across platforms</td>
</tr>
<tr>
<td>What skill sets are needed?</td>
<td></td>
<td>Connect with organizations with infrastructure already in place</td>
</tr>
<tr>
<td>Do you have an advocate or opinion leader from the intended audience or community?</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>How and how often will they post or interact with the audience or community?</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Can you link in with a larger organization?</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Ethics</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Phase | Probing questions | Considerations
--- | --- | ---
Is everyone a research participant or peripherally involved because of interactions with a participant? | Evaluate the nature of participant involvement and prospectively consider the potential risks to individuals
Does the audience understand informed consent and expectations for privacy? | Tailor communication about risks and expectations
Are you aware of the privacy policies governing the different SM platforms? | Work closely with governing bodies and develop standards of practice (eg, create SM policy or “rules of engagement” document)

**Evaluating**

**Planning**

Relates back to the goals—what are you hoping to achieve (eg, increased reach, engagement, and uptake)? | Create a logic model mapping goals to output indicators and ensure output indicators are measurable
How will you determine whether the SM campaign or strategy was successful? | Build an interim evaluation to ensure goals are being met and redeploy efforts and resources effectively

**Collecting**

Are you able to collect the data you need (eg, quantitative, qualitative, or both)? | Invest in web analytic tracking platforms

---

aSM: social media.
bKT: knowledge translation.
cUseful resources: World Health Organization communications work [25], value-added research dissemination framework [26], and a guide to KT theory [27].
dNot applicable.

**Discussion**

**Case Study Findings**

Social media has become prevalent in many people’s lives as a means to communicate and exchange knowledge. The diverse formats of multiple, easily accessible platforms allow the creation, sharing, and exchange of ideas and information to various audiences. Users of social media can become interactive and are given equal opportunity for participation in the diffusion of information [28,29]. This shift in the communication landscape has paved the way for different stakeholders to interact and engage with intended end users in less traditional formats.

The case studies identified in this collection highlight the potential of using social media to engage with an intended audience and support collective action. Elements integral to the appeal of social media, personalization, presentation, and participation [30,31], overlap with those of KT. Furthermore, social media platforms may provide a rapid, accessible, and cost-effective means of implementing a widespread KT strategy [9]. Although there is no singular framework to guide the use of social media in a health research context, there are a number of factors that need to be considered when creating, implementing, and evaluating a social media KT strategy.

**Considerations**

**Understand Why You Want to Use Social Media as Part of Your Knowledge Translation Strategy**

Social media has the power to engage with a wide variety of end users. Depending on the purpose of the strategy (eg, increase access to health information among the intended audience, increase reach and uptake of information, increase awareness or knowledge, and engage intended audience in dialogue [eg, for priority setting or information sharing]) and process (ie, letting it happen vs making it happen), there are many models that can be applied. These focus on dissemination, communication exchange, engagement, or behavior change [25,27,32-36].

We recommend that researchers select one or more social media platforms that align best with their purpose(s). For example, to create dialogue with patients who experience a common condition, a private Facebook group may be more appropriate than a live tweet chat. However, if the goal is broad dissemination, then tapping into an existing web network such as Twitter and posting frequently using social filtering and negotiated awareness techniques would be advantageous to rapidly reach a broader audience.

The scope of the messaging will also need to be taken into consideration during the development of the strategy. Focusing on a single message (one clear message repeated over time in different formats) or multiple messages (on multiple topics) will have implications for which platform you use, resourcing needs, and campaign length.

**How to Understand and Engage Web Audiences?**

Understanding your intended audience (eg, those engaged in a topic that can inform priority setting, those less engaged who need to access information, or those resistant to messaging and change in behavior) can help create a targeted strategy.

An in-depth understanding of the social network that you are trying to reach is also necessary to evaluate the current web environment. Understanding the structure of the web-based social networks of the intended audience might lead to the development of web-based algorithms that can detect trusted or influential users [37]. These users can then be identified and...
approached (in advance) to help engage a wider audience and disseminate information.

In the context of social media platforms, the users were self-selected; the question, therefore, becomes, how do we reach the users who were already there with the information that they need? Posting frequency is the grossest of metrics but can also be the most highly predictive [38-42]. Followers disengage when they perceive a channel or source to be dormant or dead. If you fail to post frequently in a noisy channel (eg, Twitter or any blog), you effectively do not exist. Additionally, people are more likely to draw close to those whose web activities are clear and apparent; this is why posting focused, tailored content frequently is beneficial. Users can then determine how the group of interest came to know of each other, what type of information (intent or agenda) they provide, and how it is being conveyed (personality). These factors can help them decide whether they want to connect with or follow the group. Social filtering, also collaborative filtering, is how a group organizes to allow people to find what could be useful or entertaining [43-45]. For example, if a tweet gets a lot of likes or retweets or a blog post is circulated across Twitter, Facebook, and numerous aggregators, this is interpreted as the judgment of the community.

By building on both direct (ie, proximate relationships and immediate relationships) and indirect (ie, distal relationships, connected by common factors, or influenced by external factors) social relationships, researchers can find users with similar interests. The impact this has on social capital (greater interactions generate a greater sense of community) should be considered and leveraged to enhance the success of a social media KT strategy. Targeted messaging and sharing content and knowledge that has been contributed or endorsed by other users can then be successfully capitalized on to reach the intended audience [46].

How Can a Social Media Platform Be Chosen?

Articulating the goal(s) of the strategy will help guide what platform should be used and for what purpose. Due to the unique functionality, interface, and content each platform offers, it is expected that people use and actively engage with the various platforms in different ways. For example, Voorveld et al [47] found that Facebook allowed people to respond, share, and be updated on information quickly (social interaction and topicality), whereas Twitter ensured people were quickly informed and up to date but had little topicality. Additionally, as there is often little overlap between different platforms regarding user demographics and conversations, multiple platforms may be necessary to reach all intended audiences [47,48].

Although empirical data to confirm whether cross-posting enhances reach and engagement are lacking, anecdotal evidence suggests that linking posts to multiple social media sites can enhance visibility and reach [47-49]. To gauge this, we suggest having representatives from the intended audience (eg, patient, consumer adviser, and other stakeholders) as part of the team or as a consultant. This will help determine which platform is most suitable and inform how best to engage with the intended audience from a messaging perspective. Additionally, whether

one is establishing a presence on single or multiple channels, a pre-established platform or following is easier to partner with rather than building a new network during the campaign.

What Personnel and Resources Will You Require?

Many different skill sets and dedicated personnel are required to effectively execute a social media KT strategy [50]. Many grant-funded research projects are under resourced, and employing staff to come onboard for a select amount of time to execute a strategy may be unsustainable. To overcome some of the constraints placed on researchers, partnering with stakeholder organizations, networks, or advocacy units that have the necessary resources is advantageous. Additionally, media partners can alleviate some of the burden placed on research teams who do not have the necessary skill sets or time to develop multiplatform-compatible social media content or nurture a social media strategy to gain widespread traction.

Although Young et al [51] have suggested a framework for building an effective web-based health community through 4 key phases (ie, inception, establishment, maturity, and mitosis), the applicability of its use within an asynchronous or push-pull communication format via a single social media channel is yet to be determined. In other words, it seems feasible to create a closed Facebook group that is self-sustaining and that will grow organically, yet it is unclear if it is possible to create a similar model on a broader, less confined (less private) platform such as Twitter.

How Will You Evaluate Success and Impact?

The evaluation piece of a social media KT strategy needs to be embedded from the beginning (eg, to be able to see the number of times a link was accessed, the link needs to be set up as a traceable link before the strategy is implemented). There is an ongoing debate about which metrics are the most useful and relevant to determining the success of a KT strategy. Although the number of times a post is viewed or interacted with on social media may give an indication of reach, it is insufficient for assessing influence. Assessing the direct impact on change in attitude or behavior is not easily quantifiable, and alternative methods of measuring success are needed [52].

A range of quantitative analytics can be used to identify the components of a campaign that are most effective for assessing reach and uptake. However, consideration of their reporting periods and comparability across platforms is needed. If assessing reach and engagement, metrics such as likes, shares, and retweets are effective; traceable links and the number of downloads (often available from journals) are useful measures of engagement. Evaluating engagement in more depth can be done by posing questions or comments and assessing the reaction of the audience. However, unless these are monitored in real time, a retrospective evaluation of the number of comments and interactions between researchers and the consumer audience can be difficult and time-consuming (posts are often moved further down the conversation as more relevant posts are made). Although qualitative data collection could assist in this area, easily obtaining and collecting this information may not be feasible on a broad scale.
One construct that has the potential to enhance our understanding of KT success is social network analysis (SNA). SNA proposes a network-level perspective that examines how connections among individuals or entities and the nature of the associated interactions influence an outcome (eg, accessing or sharing evidence and changing practice behaviors based on evidence) [53]. However, little research evidence is available on the success of social media to improve the understanding or communication of health research findings to patients and families and the public (or those not specifically seeking treatment). Research in this area would benefit the health research community.

Do You Need Ethics Approval?

Regardless of whether evaluation is to be done formally or informally, the ethical considerations around web-based data collection and transmission need to be adhered to by researchers. As these are constantly evolving and changing to reflect both the researchers’ need for information and participants’ desire for privacy and confidentiality, it is imperative that research institutions and researchers are in agreement and compliance with what constitutes the need for informed consent in the digital world. As privacy policies are variable between social media sites and change frequently, they need to be checked before implementing a strategy, and the constraints imposed by varying privacy policies considered during the planning stages.

Ethics around the use of qualitative data acquired also need to be considered. Often, web-based patient groups can be a rich source of information for researchers wanting to understand the experience and views of patients around a particular condition or care need. The line between public and private domains then becomes blurred, with web-based data collection presenting unique issues during data transmission. According to Eysenbach and Wyatt [54], there are 3 main types of data collection and analysis possible from these web-based social media networks: (1) passive analysis, in which information posted on discussion groups is evaluated without researchers embedding themselves into the network; (2) active analysis, in which researchers participate in communications (response to questions by the group and posting questions to the group for discussion); (3) when researchers identify themselves and explicitly set out to gather information and data (surveys and focus groups). In the first 2 types, internet community members do not expect to be research subjects, which brings the need for and approach to consent into consideration.

Researchers and institutes need to work together to develop a code of conduct that benefits the participant as well as the project’s integrity and intended purpose. In 2015, the Connected and Open Research Ethics initiative was launched, providing practical and accessible guidance for researchers designing social media–enabled studies [55]. We recommend that researchers consult these guidelines during the development of any social media KT strategy.

Limitations

Our study used a convenience sample of 4 pediatric case studies, which may not be representative of all health researchers’ experiences utilizing social media for KT. However, the generalist recommendations we provided are relevant to all health researchers and propose a broad set of considerations to others wanting to utilize social media for KT.

Although we did not specifically set out to complete a formal consensus building process (eg, Delphi), we acknowledge that this may have been a useful approach to avoid any bias associated with group think. Instead, we utilized deliberative dialogue. This process involved listening to other points of view; exploring and searching for new ideas, perspectives, and points of agreement; and bringing unexamined assumptions into the open. The end result produced a number of considerations based on collective insight and judgment on how best to utilize social media as part of a KT strategy.

As data were collected in 2017 to 2018, the findings may not reflect health researchers’ current experiences with social media. We evaluated a snapshot of social media use, which may have already changed given the direction and development of new platforms beyond Facebook and Twitter. The findings do, however, provide unique insights and ideas for future research.

Conclusions

Social media has the potential to build and link web-based communities and to engage with, disseminate, and exchange information. Interconnections between people on social network sites as well as negotiated awareness and social filtering can enhance the process of information transfer and exchange and amplify the influence of that information. However, this comes with a cost. Ensuring adequate resources and time are available is essential to ensure a successful social media KT strategy.

A greater understanding of how best to evaluate social media as a KT tool for both active and passive engagement is needed to direct researchers in planning and evaluating their intended strategy. The elements and challenges discussed herein are important for researchers to consider to plan and evaluate a strategy that harnesses the power and personal aspects of social media for KT.

Perhaps a greater challenge is understanding how knowledge sharing and engagement contribute to behavior change and health outcomes and how we can gather and evaluate such outcomes. Further research is needed to help validate the proposed components and create a body of evidence around best practices for utilizing and evaluating social media as part of a KT strategy in health research.
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Abstract

Background: Blended face-to-face and web-based treatment is a promising way to deliver smoking cessation treatment. Since adherence has been shown to be an indicator of treatment acceptability and a determinant for effectiveness, we explored and compared adherence and predictors of adherence to blended and face-to-face alone smoking cessation treatments with similar content and intensity.

Objective: The objectives of this study were (1) to compare adherence to a blended smoking cessation treatment with adherence to a face-to-face treatment; (2) to compare adherence within the blended treatment to its face-to-face mode and web mode; and (3) to determine baseline predictors of adherence to both treatments as well as (4) the predictors to both modes of the blended treatment.

Methods: We calculated the total duration of treatment exposure for patients (N=292) of a Dutch outpatient smoking cessation clinic who were randomly assigned either to the blended smoking cessation treatment (n=130) or to a face-to-face treatment with identical components (n=162). For both treatments (blended and face-to-face) and for the two modes of delivery within the blended treatment (face-to-face vs web mode), adherence levels (ie, treatment time) were compared and the predictors of adherence were identified within 33 demographic, smoking-related, and health-related patient characteristics.

Results: We found no significant difference in adherence between the blended and the face-to-face treatments. Participants in the blended treatment group spent an average of 246 minutes in treatment (median 106.7% of intended treatment time, IQR 150%-355%) and participants in the face-to-face group spent 238 minutes (median 103.3% of intended treatment time, IQR 150%-330%). Within the blended group, adherence to the face-to-face mode was twice as high as that to the web mode. Participants in the blended group spent an average of 198 minutes (SD 120) in face-to-face mode (152% of the intended treatment time) and 75 minutes (SD 53) in web mode (75% of the intended treatment time). Higher age was the only characteristic consistently found to uniquely predict higher adherence in both the blended and face-to-face groups. For the face-to-face group, more social support for smoking cessation was also predictive of higher adherence. The variability in adherence explained by these predictors was rather low (blended R²=0.049; face-to-face R²=0.076). Within the blended group, living without children predicted higher adherence to the face-to-face mode (R²=0.034), independent of age. Higher adherence to the web mode of the blended treatment would be of interest for future research.
was predicted by a combination of an extrinsic motivation to quit, a less negative attitude toward quitting, and less health complaints ($R^2=0.164$).

**Conclusions:** This study represents one of the first attempts to thoroughly compare adherence and predictors of adherence of a blended smoking cessation treatment to an equivalent face-to-face treatment. Interestingly, although the overall adherence to both treatments appeared to be high, adherence within the blended treatment was much higher for the face-to-face mode than for the web mode. This supports the idea that in blended treatment, one mode of delivery can compensate for the weaknesses of the other. Higher age was found to be a common predictor of adherence to the treatments. The low variance in adherence predicted by the characteristics examined in this study suggests that other variables such as provider-related health system factors and time-varying patient characteristics should be explored in future research.

**Trial Registration:** Netherlands Trial Register NTR5113; http://www.trialregister.nl/trialreg/admin/ctview.asp?TC=5113
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**Introduction**

**Background**

As smoking remains the leading cause of preventable death, cessation treatment is pivotal for public health promotion [1]. The introduction of electronic health (eHealth) [2] represents the expectation of information and communication technologies to improve health care [3]. However, adherence is generally low in web-based treatment [4] as well as in cessation treatment in general [5]. Low adherence is problematic because adherence has been shown to be an indicator of a treatment’s acceptability and a determinant of treatment effectiveness [6-9]. Therefore, adherence should be optimized because—assuming a dose-response relationship [10]—patients are more likely to quit smoking if they are more exposed to active ingredients of the treatment [6]. Adherence in general can be defined as the extent to which a person’s behavior (eg, taking medication, following a diet, or executing lifestyle changes) corresponds with recommendations from a health care provider [6]. In the context of behavioral change treatments such as smoking cessation, adherence issues are mainly related to premature termination of treatment and failure to perform tasks and exercises between sessions [11].

**Blended Treatment**

In the past few decades, a variety of effective interventions for smoking cessation have become available [12,13], including more recently developed eHealth services such as web-based interventions [14,15] or mobile phone interventions [16,17]. At present, traditional face-to-face interventions on the one hand, and both web-based and mobile phone interventions on the other hand are increasingly being transferred to blended treatment. Blended treatment is a promising eHealth service, because it is expected that the strengths of one mode of delivery will compensate for the weaknesses of the other [4,18-23]. The main strength of face-to-face treatment is to provide personal attention of a professional, which could compensate for the lack of face-to-face contact in web-based treatment. In turn, a main feature of web-based care is the accessibility anytime and anywhere, which could compensate for the time between face-to-face sessions when the user needs support. Blended treatment is applied in diverse settings (eg, individual vs group setting [24]), addresses several health issues (eg, depression [25], anxiety [26], or addiction [10,22]), uses various tools (eg, web platforms, email, SMS text messaging, apps [20,27]), and uses different modes of delivery (eg, mainly web-based [28,29] vs mainly face-to-face [26,30] or integrated [10,22] vs sequential [29]). Since a clear definition of blended interventions is still missing [18], in this paper we define blended treatment as a combination of face-to-face sessions and web-based sessions to an integrated treatment that can be delivered by health care professionals on an outpatient basis. The blended intervention adopted in this study is an integrated equal blend of face-to-face treatment and treatment via an online platform.

**Adherence to Blended Treatment**

Blended treatment has been shown to positively influence adherence [4,31-33]. However, to the best of our knowledge, no studies to date have directly compared adherence to a blended treatment with adherence to either a web-based treatment or a face-to-face treatment with identical active components. In this study, we used data from the LiveSmokefree study [22], which is a randomized controlled trial (RCT) comparing the effectiveness of a blended face-to-face and web-based smoking cessation treatment to a comparable face-to-face treatment. In a prior study, we explored measurement methods and levels and predictors of adherence to the blended treatment by including the blended treatment group participants of the RCT only [10]. In the current study, we extended this previous work by including participants from the face-to-face treatment, allowing for a direct comparison of the levels of adherence between blended and face-to-face treatments. Furthermore, to explore whether both modes of delivery within the blended treatment were used in equal frequency, we also focused on levels of adherence within the blended group in the two modes.

**Predictors of Adherence**

When adherence is low, adherence predictors become an area of interest because they may provide insight into the cause of low adherence and can help to generate new approaches to improving treatment or better alignment between the patient and treatment. Adherence, in general, is determined by provider behaviors, health system factors, and patient characteristics, and the latter have been most extensively examined as predictors of adherence to traditional interventions [6]. Within the context of adherence to blended treatment.
of smoking cessation treatment—including both face-to-face and web-based treatments—several demographic, smoking-related, and health-related predictors of adherence have been examined. To date, several studies have indicated that the likelihood of being adherent may increase with a higher age [34,35], male gender [35], higher internet skills [36,37], negative attitude toward smoking and higher motivation to quit at baseline [38,39], higher self-efficacy at baseline [39], early success in quitting after the start of the treatment [7,34,40], and lower nicotine dependency at baseline with fewer withdrawal symptoms after quitting [35,38]. For blended treatment, our previous study showed that higher adherence was best predicted by marital status (ie, having a partner) and social modeling (ie, more nonsmoking friends/partner) [10]. Building on this work, we have expanded on these previous findings in the current study by examining the predictors for adherence to both treatment arms (blended and face-to-face) and additionally the two modes of delivery (face-to-face mode and web mode) in the blended arm.

### Objectives

In detail, this study explored the following questions. With respect to adherence, we asked (1) how adherent are participants to blended compared to face-to-face treatment? and (2) within the blended treatment group, how adherent are the participants to the face-to-face mode compared to the web mode? With respect to predictors, we asked (1) which demographic, smoking-related, and health-related patient characteristics predict adherence to blended and to face-to-face treatments, and to both groups combined? and (2) within the blended group, which of these characteristics predict adherence to the face-to-face mode and to the web mode?

### Study Subjects

In this study, we used the already available data from patients (blended n=130; face-to-face n=162) of a not yet completed nonblinded RCT on the effectiveness of a blended smoking cessation treatment compared with a face-to-face treatment (LiveSmokefree study, n=172 allocated per group to determine a difference in abstinence rates of 5 percentage points with a power of 80% and 0.025) [22]. The patients were referred to the outpatient smoking cessation clinic at Medical Spectrum Twente hospital (Enschede, the Netherlands) by the treating physicians of the hospital or by their general practitioners, and attended the initial treatment session between May 2015 and September 2018. Inclusion criteria were: (1) willing to quit smoking, (2) aged 18 or older, and (3) current daily smoker (at least one cigarette a day). Exclusion criteria were: (1) no internet access (ie, email, websites) and (2) not able to read or write in the Dutch language. In line with the Dutch Medical Research Ethics Committee guidelines, the study was approved by the accredited MEC Twente (P14-37/NL50944.044.14). Before initiation, the study was registered in the Netherlands Trial Registry (NTR5113). All patients had to sign an informed consent form before they were randomized.

### Randomization

Patients were randomly assigned to either the blended or face-to-face group. Randomization was performed at the individual level (allocation ratio 1:1) using QMinim Online Minimization [41]. The minimization was stratified according to: (1) level of internet skills [42], (2) level of nicotine dependence (Fagerstrom) [43,44], and (3) the quitting strategy favored by the patient (stop at once, gradual change, scheduled reduced smoking; for details see the description of the study intervention below). The data used for QMinim minimization were collected using the baseline questionnaire completed online by the patient at home prior to the start of treatment.

### Study Interventions

The study interventions to be compared were a blended face-to-face and web-based smoking cessation treatment and a face-to-face treatment alone. Except for the differences in mode of delivery (ie, face-to-face mode and web mode), both treatments included the following same features: (1) high-intensity treatments comprising 10 sessions with a total treatment time of 230 minutes (20 minutes each, except for the first that was 50 minutes); (2) delivered by health care professionals in an outpatient cessation clinic; (3) derived from the Dutch Guideline for Tobacco Addiction [45] fulfilling the requirements of the Dutch care module for smoking cessation [46]; (4) executed by counselors registered in the Dutch quality register of qualified smoking cessation counselors; (5) treatment costs reimbursed by the patient’s health insurance; (6) supporting three quitting strategies that were chosen at the start of the treatment (stop at once, change gradually by increasing the number of daily activities that are performed smoke-free, or decrease smoking at regular intervals such as scheduled smoking reduction 100%-75%, 75%-50%, etc.). The chosen quitting strategy did not influence the course of the treatment in general. The order, pace, duration, and intensity were the same for all strategies.

Both the blended and face-to-face treatments included the following behavior change techniques, according to BCT taxonomy v1 of Michie et al [47]: 1.1 Goal setting (behavior), 1.2 Problem solving, 1.3 Goal setting (outcome), 1.4 Action planning, 1.5 Review behavior goal(s), 1.6 Discrepancy between current behavior and goal, 1.8 Behavioral contract, 1.9 Commitment, 2.3 Self-monitoring of behavior, 2.4 Self-monitoring of outcome(s) of behavior, 2.6 Biofeedback, 2.7 Feedback on outcome(s) of behavior, 3.1 Social support (unspecified), 4.2 Information about antecedents, 4.3 Reattribution, 5.1 Information about health consequences, 5.2 Salience of consequences, 5.3 Information about social and environmental consequences, 5.4 Monitoring of emotional consequences, 5.5 Anticipated regret, 5.6 Information about emotional consequences, 6.2 Social comparison, 6.3 Information about others’ approval, 7.4 Remove access to the reward, 8.1 Behavioral practice/rehearsal, 8.2 Behavior substitution, 8.3 Habit formation, 8.4 Habit reversal, 8.6 Generalization of a target behavior, 8.7 Graded tasks, 9.1 Credible source, 9.2 Pros and cons, 9.3 Comparative imagining of future outcomes, 10.7 Self-incentive, 10.9 Self-reward, 11.1 Pharmacological support (eg, nicotine replacement therapy [patches, gum], bupropion, etc.).
varenicline), 11.2 Reduce negative emotions, 12.1 Restructuring the physical environment, 12.2 Restructuring the social environment, 12.3 Avoidance/reducing exposure to cues for the behavior, 12.4 Distraction, 13.1 Identification of self as role model, 13.2 Framing/reframing, 13.5 Identity associated with changed behavior, 14.4 Reward approximation, 14.5 Rewarding completion, 14.6 Situation-specific reward, 14.7 Reward incompatible behavior, 14.8 Reward alternative behavior, 15.1 Verbal persuasion about capability, 15.3 Focus on past success, and 16.3 Vicarious consequences.

The face-to-face treatment consisted of 10 face-to-face sessions delivered at the outpatient smoking cessation clinic. The blended treatment comprised 5 face-to-face sessions at the outpatient clinic and 5 web-mode sessions delivered via an online treatment platform. Both the face-to-face and blended treatments consisted of both counselor-dependent and counselor-independent components. The counselor-dependent web-based components of the blended treatment were interactive and relied on (asynchronous) communication (email, messaging) between the counselor and participant. The counselor-independent components such as psychoeducational content or a smoking diary were used by the participants on their own and in their own time. In the face-to-face group, these components were provided in a paper manual that the participants took home. In the blended treatment, these components were accessible online. As such, both treatments were equivalent with regard to content and intensity. An additional benefit of the blended treatment was that the content of previous counselor-dependent components remained accessible as email and messaging correspondence saved online.

The most characteristic feature of the blended treatment examined in this study is an equal balance between the face-to-face and web mode sessions; that is, the focus of the treatment is neither on face-to-face mode nor web mode. In addition, there is constant alternation and interactive use of the two modes. Table 1 shows the order, timing, main features, duration, and modes of delivery of the treatment sessions in the face-to-face and blended treatments. Although an equal distribution was planned for the blended treatment with regard to the number of sessions, there was an uneven distribution for the duration of treatment because the first session (50 minutes for face-to-face mode) was longer than the remaining sessions (20 minutes for the face-to-face mode or 20 minutes for web mode); therefore, the participants in the blended group spent 130 minutes in face-to-face mode and 100 minutes in web mode.

A detailed description of the treatments can also be found in the protocol article of the RCT [22] and in the description of the user experience of the blended smoking cessation treatment [48]. Screenshots of the web sessions of the blended treatment are shown in Multimedia Appendix 1 to provide an impression of the look and feel of the web interventions.

<table>
<thead>
<tr>
<th>Session</th>
<th>Week</th>
<th>Main features</th>
<th>Duration (minutes)</th>
<th>Mode of delivery</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>Goal setting; prompt smoking diary; measure CO</td>
<td>50</td>
<td>BSCT(^a) F2F</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>Measures for self-control</td>
<td>20</td>
<td>F2F</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>Dealing with withdrawal</td>
<td>20</td>
<td>F2F</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>Breaking habits</td>
<td>20</td>
<td>Web</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>Dealing with triggers</td>
<td>20</td>
<td>F2F</td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>Food for thought</td>
<td>20</td>
<td>Web</td>
</tr>
<tr>
<td>7</td>
<td>14</td>
<td>Think differently; measure CO</td>
<td>20</td>
<td>F2F</td>
</tr>
<tr>
<td>8</td>
<td>18</td>
<td>Do differently</td>
<td>20</td>
<td>Web</td>
</tr>
<tr>
<td>9</td>
<td>22</td>
<td>Action plan; measure CO</td>
<td>20</td>
<td>F2F</td>
</tr>
<tr>
<td>10</td>
<td>26</td>
<td>Closure</td>
<td>20</td>
<td>Web</td>
</tr>
</tbody>
</table>

\(^a\)BSCT: blended smoking cessation treatment; total duration=230 minutes (130 minutes F2F mode, 100 minutes web mode).
\(^b\)F2F: face-to-face treatment; total duration=230 minutes.
\(^c\)CO: carbon monoxide.

Data Collection

Patient Characteristics

As part of the RCT (LiveSmokefree-study), 33 demographic, smoking-related, and health-related characteristics were assessed with the intake measurement using an online questionnaire. A detailed description of these characteristics is available in the protocol article of the RCT [22].

Measuring Adherence

Established measures for adherence to a blended treatment are still lacking. Therefore, for the 2018 study [10], we constructed a customized measure for adherence by selecting 18 patient activities (eg, using a web-based smoking diary tool, responding to counselors’ messages) to trace adherence to the blended treatment. Adequacy of this adherence measure was confirmed by the observed dose-response relationship between adherence and the likelihood of quitting, which is consistent with the
smoking cessation literature [6-9]. However, this activity-based method was quite detailed and labor-intensive and was particularly interesting from a methodological point of view. Since the current study was mainly focused on comparing treatment modalities in a clinical context, we used a simpler time-based method for measuring adherence, which was proven to be as suitable for clinical research as the activity-based method and was also found to be more efficient [49,50]. Although this time-based method was not as accurate as the activity-based method, it was applicable in this case because the primary goal of this study was to determine differences between the groups in terms of levels and predictors of adherence. Therefore, the analysis of relative level differences was more relevant than an exact measurement of absolute levels. Furthermore, the time-based method allowed for analysis of a larger sample and thus more accurate statistics, as it required less time and money.

Table 2. Codes, descriptions, modes of delivery, and duration of face-to-face (F2F) and blended treatment sessions used to measure adherence.

<table>
<thead>
<tr>
<th>Code</th>
<th>Description of the session</th>
<th>Mode</th>
<th>Duration (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSN</td>
<td>First individual F2F session at treatment start</td>
<td>F2F</td>
<td>50</td>
</tr>
<tr>
<td>RSAB</td>
<td>Like RSN, but visiting a patient at another department of the hospital</td>
<td>F2F</td>
<td>50</td>
</tr>
<tr>
<td>RSNS</td>
<td>Like RSN, but with 2 patients at the same time (eg, husband and wife)</td>
<td>F2F</td>
<td>35</td>
</tr>
<tr>
<td>RSC</td>
<td>Usual individual F2F session</td>
<td>F2F</td>
<td>20</td>
</tr>
<tr>
<td>RSAC</td>
<td>Additional consult (to add to RSN/RSAB/RSNS/RSC if more time is needed)</td>
<td>F2F</td>
<td>20</td>
</tr>
<tr>
<td>RSTC</td>
<td>Individual telephone consult</td>
<td>F2F</td>
<td>20</td>
</tr>
<tr>
<td>RSOC</td>
<td>Any other individual consult</td>
<td>F2F</td>
<td>10</td>
</tr>
<tr>
<td>RSIC</td>
<td>Web-mode treatment session via rokendebaas.nl</td>
<td>Web</td>
<td>20</td>
</tr>
<tr>
<td>RSEC</td>
<td>Email consulting</td>
<td>Web</td>
<td>10</td>
</tr>
</tbody>
</table>

**Statistical Analysis**

All analyses were performed using SPSS version 24.

**Patient Characteristics**

For both the blended and face-to-face groups, 33 demographic, smoking-related, and health-related characteristics were measured and are reported as means (SDs) for normally distributed continuous variables and as medians (IQRs) for nonnormally distributed continuous variables. Categorical variables are reported as numbers with corresponding percentages. To identify between-group differences within the 33 demographic, smoking-related, and health-related patient characteristics, independent t tests or Mann-Whitney U tests were performed as appropriate for continuous variables; Pearson or Spearman correlation tests were performed as appropriate for continuous variables; independent t tests or Mann-Whitney U tests were performed as appropriate for dichotomous variables. Variables with significance at P<.15 were considered as candidates for multivariate linear regression analyses. They were first tested with univariate linear regression analyses so that univariate and multivariate odds ratios could be compared, and were entered in the multivariate linear regression analyses after checking for multicollinearity. The variables were either all entered and removed step by step via the backward selection method (all patients; blended group; face-to-face group; face-to-face mode of the blended treatment) or entered step by step via the forward selection method (web mode of the blended treatment). Variables were entered or eliminated step by step based on the model fit. In the case of multicollinearity, the variable with the best model fit was selected for linear analyses.
Results

Participant Flow

Figure 1 shows the flow of participants through the study. A total of 292 patients were eligible for the study, provided written consent, filled out the baseline questionnaire, and were randomized (blended n=130; face-to-face n=162). Before the start of treatment, 7/130 (5.4%) patients of the blended group and 6/162 (3.7%) patients of the face-to-face group withdrew. Finally, data from 123/130 (94.6%) patients in the blended group and 156/160 (96.3%) patients in the face-to-face group were available for adherence analysis.

Figure 1. Flow of participants through the study. BSCT: blended smoking cessation treatment; F2F: face-to-face.

Patient Characteristics

Table 3 shows the patients’ characteristics for both the blended group (n=130) and the face-to-face group (n=162). Significant differences ($P<.05$) between the blended and face-to-face group were found for 6 of the 33 characteristics. Patients in the face-to-face group had higher internet skills, used more medication in general, reported less health complaints, and scored higher on the Depression Anxiety Stress Scale (DASS) subscales depression and anxiety, and on the total DASS score.
Table 3. Patients’ characteristics of both the blended smoking cessation treatment (BSCT) and face-to-face (F2F) groups.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>BSCT (n=130)</th>
<th>F2F (n=162)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>62 (47.7)</td>
<td>77 (47.5)</td>
<td>.98</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>47.1 (12.8)</td>
<td>46.6 (13.2)</td>
<td>.76</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td>.18</td>
</tr>
<tr>
<td>With partner</td>
<td>87 (66.9)</td>
<td>96 (59.3)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>43 (33.1)</td>
<td>66 (40.7)</td>
<td></td>
</tr>
<tr>
<td>Housing situation, n (%)</td>
<td></td>
<td></td>
<td>.91</td>
</tr>
<tr>
<td>Children</td>
<td>54 (41.5)</td>
<td>65 (40.9)</td>
<td></td>
</tr>
<tr>
<td>No children</td>
<td>76 (58.5)</td>
<td>94 (59.1)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td>.88</td>
</tr>
<tr>
<td>VET\textsuperscript{a} or higher</td>
<td>82 (63.1)</td>
<td>101 (63.9)</td>
<td></td>
</tr>
<tr>
<td>Lower than VET</td>
<td>48 (36.9)</td>
<td>57 (36.5)</td>
<td></td>
</tr>
<tr>
<td>Main income, n (%)</td>
<td></td>
<td></td>
<td>.73</td>
</tr>
<tr>
<td>Wage or own company</td>
<td>64 (48.2)</td>
<td>83 (51.2)</td>
<td></td>
</tr>
<tr>
<td>Income support</td>
<td>66 (50.8)</td>
<td>79 (48.8)</td>
<td></td>
</tr>
<tr>
<td>Main day activity, n (%)</td>
<td></td>
<td></td>
<td>.72</td>
</tr>
<tr>
<td>Paid work</td>
<td>61 (46.9)</td>
<td>79 (49.1)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>69 (53.1)</td>
<td>82 (50.9)</td>
<td></td>
</tr>
<tr>
<td>Internet skills\textsuperscript{b}, mean (SD)</td>
<td>38.5 (5.64)</td>
<td>40.52 (8.63)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Smoking-related characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reason to start treatment, n (%)</td>
<td></td>
<td></td>
<td>.70</td>
</tr>
<tr>
<td>Intrinsic</td>
<td>83 (63.8)</td>
<td>107 (66.0)</td>
<td></td>
</tr>
<tr>
<td>Extrinsic</td>
<td>47 (36.2)</td>
<td>55 (34.0)</td>
<td></td>
</tr>
<tr>
<td>Nicotine dependency\textsuperscript{c}, mean (SD)</td>
<td>5.29 (2.10)</td>
<td>5.00 (2.18)</td>
<td>.59</td>
</tr>
<tr>
<td>Negative attitude toward quitting\textsuperscript{d}, mean (SD)</td>
<td>–5.70 (3.16)</td>
<td>–5.00 (2.96)</td>
<td>.07</td>
</tr>
<tr>
<td>Positive attitude toward quitting\textsuperscript{e}, median (IQR\textsuperscript{c})</td>
<td>10 (8-12)</td>
<td>10 (8.75-11)</td>
<td>.91</td>
</tr>
<tr>
<td>Self-efficacy\textsuperscript{f}, mean (SD)</td>
<td>–0.37 (5.32)</td>
<td>–0.45 (5.02)</td>
<td>.89</td>
</tr>
<tr>
<td>Readiness to quit\textsuperscript{g}, median (IQR)</td>
<td>2 (1-3)</td>
<td>2 (1-3)</td>
<td>.31</td>
</tr>
<tr>
<td>Earlier quit attempts, n (%)</td>
<td>108 (83.1)</td>
<td>143 (88.3)</td>
<td>.20</td>
</tr>
<tr>
<td>Social support\textsuperscript{h}, median (IQR)</td>
<td>4 (3-5)</td>
<td>4 (3-5)</td>
<td>.99</td>
</tr>
<tr>
<td>Social modeling\textsuperscript{i}, median (IQR)</td>
<td>3.5 (1-6)</td>
<td>3 (1-5)</td>
<td>.13</td>
</tr>
<tr>
<td>Use of alcohol\textsuperscript{j}, n (%)</td>
<td>2 (1-3)</td>
<td>2 (0.75-3)</td>
<td>.26</td>
</tr>
<tr>
<td>Use of (recreational) drugs, n (%)</td>
<td>11 (8.5)</td>
<td>14 (8.7)</td>
<td>.94</td>
</tr>
<tr>
<td><strong>Health-related characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use of medication in general, n (%)</td>
<td>85 (65.4)</td>
<td>123 (75.9)</td>
<td>.05</td>
</tr>
<tr>
<td>Use of medication for addiction treatment, n (%)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>N/A\textsuperscript{k}</td>
</tr>
<tr>
<td>Use of medication for psychiatric treatment, n (%)</td>
<td>26 (20.0)</td>
<td>23 (15.1)</td>
<td>.28</td>
</tr>
<tr>
<td>Use of medication for physical treatment, n (%)</td>
<td>64 (49.2)</td>
<td>88 (57.9)</td>
<td>.15</td>
</tr>
<tr>
<td>Use of other medication, n (%)</td>
<td>19 (14.6)</td>
<td>31 (20.4)</td>
<td>.21</td>
</tr>
<tr>
<td>Characteristic</td>
<td>BSCT (n=130)</td>
<td>F2F (n=162)</td>
<td>P value</td>
</tr>
<tr>
<td>--------------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>----------------------</td>
<td>---------</td>
</tr>
<tr>
<td>Health complaints (MAPHSS$^1$), mean (SD)</td>
<td>12.58 (6.27)</td>
<td>10.96 (7.17)</td>
<td>.04</td>
</tr>
<tr>
<td>Smoking-related complaints$^m$, mean (SD)</td>
<td>20.82 (9.17)</td>
<td>19.95 (8.86)</td>
<td>.41</td>
</tr>
<tr>
<td>Health and smoking-related complaints$^n$, mean (SD)</td>
<td>33.56 (13.87)</td>
<td>30.91 (14.42)</td>
<td>.11</td>
</tr>
<tr>
<td>Depression$^a$, median (IQR)</td>
<td>4 (0-10)</td>
<td>4 (2-24)</td>
<td>.02</td>
</tr>
<tr>
<td>Anxiety$^a$, median (IQR)</td>
<td>4 (2-8)</td>
<td>6 (2-16.5)</td>
<td>.002</td>
</tr>
<tr>
<td>Stress$^a$, median (IQR)</td>
<td>8 (4-16)</td>
<td>10 (4-14)</td>
<td>.73</td>
</tr>
<tr>
<td>DASS$^p$, median (IQR)</td>
<td>18 (8-32)</td>
<td>22 (8-58.5)</td>
<td>.01</td>
</tr>
<tr>
<td>EQ-5D-3L$^q$, median (IQR)</td>
<td>0.77 (0.69-1.00)</td>
<td>0.77 (0.69-1.00)</td>
<td>.42</td>
</tr>
<tr>
<td>EQ VAS$^r$, mean (SD)</td>
<td>66.95 (16.88)</td>
<td>65.17 (17.56)</td>
<td>.38</td>
</tr>
</tbody>
</table>

$^a$VET: vocational education and training.
$^b$Scored on a scale of 10-60; a higher score indicates better skills.
$^c$Fagerstroem scale (range 0-10); a higher score indicates higher nicotine dependency.
$^d$Scored on a scale of –12 to 0; a lower score indicates a more negative attitude.
$^e$Scored on a scale of –12 to 0; a higher score indicates a more positive attitude.
$^f$Scored on a scale of –12 to 12; a higher score indicates higher self-efficacy.
$^g$Scored on a scale of 0-4; a higher score indicates greater readiness to quit.
$^h$Scored on a scale of 0-5; a higher score indicates more social support.
$^i$Scored on a scale of 0-8; a higher score indicates more smokers in the social environment.
$^j$Scored on a scale of 0-4; a higher score indicates higher alcohol consumption.
$^k$N/A: not applicable; no statistical analysis performed since the variable is constant.
$^l$MAPHSS: Maudsley Addiction Profile Health Symptoms Scale (range 0-40; a higher score indicates poorer health status).
$^m$Scored on a scale of 0-64; a higher score indicates more smoking-related complaints.
$^n$Scored on a scale of 0-104; a higher score indicates poorer health status and more smoking-related complaints.
$^{o}$Scored on a scale of 0-42; a higher score indicates a higher level of depression/anxiety/stress.
$^p$DASS: Depression Anxiety Stress Scale; sum of the Depression, Anxiety, and Stress subscale scores (range 0-126; a higher score indicates a more negative emotional status).
$^q$EQ-5D-3L: societal-based quantification of health status (range 0-1; a higher score indicates better health status).
$^r$EQ VAS: visual analog scale for quality of life (range 0-100; a higher score indicates better health status).

**Adherence (Time Spent in Treatment)**

As illustrated in Figure 2, adherence to the blended and face-to-face treatments was comparable. Patients in the blended group (n=123, 7 patients dropped out between inclusion and the first treatment session) spent a median of 246 (IQR 150-355) minutes in treatment (106.7% of the intended total treatment time); in the face-to-face group (n=156, 6 patients dropped out between inclusion and first treatment session), the patients spent a median of 238 (IQR 150-330) minutes in treatment (103.3% of the intended total treatment time). There was no significant difference between the two groups ($P=.30$). However, within the blended group, as shown in Figure 3, patients were more adherent to the face-to-face mode than to the web mode. Patients in the blended group (n=123) spent a mean of 198 (SD 120) minutes in face-to-face mode and 75 (SD 53) minutes in web mode. In proportion to the intended treatment time for each mode of delivery (face-to-face mode=130 minutes; web mode=100 minutes), patients in the blended group spent twice the time in face-to-face mode (mean 152%, SD 92% of 130 minutes) than in web mode (mean 75%, SD 53% of 100 minutes) ($t_{122}=10.03; P<.001$).
Predictors of Adherence

For both treatments together, 7 predictors (Table 4) were significantly associated with higher adherence in the univariate analysis (assessed at \( P<.15 \)), including male sex, older age, housing situation (living without children), higher readiness to quit, higher social support, lower social modeling (less smokers in the social environment), and higher use of other medication. Multivariate regression analyses (Table 5) revealed that age was the best predictor of adherence (\( R^2=0.047 \)). Per life year, patients spent 2.5 more minutes in treatment (95% CI 1.2-3.8; \( P=.001 \)).

For the face-to-face group, 6 predictors (Table 4) were significantly associated with higher adherence in the univariate analyses (assessed at \( P<.15 \)), including older age, higher readiness to quit, more social support, lower social modeling, higher use of other medication, and higher smoking-related complaints. Multivariate regression analyses (Table 5) revealed that age and social support together were the best predictors of adherence (\( R^2=0.076 \)). Per life year, patients spent 2.2 minutes more in treatment (95% CI 0.4-3.9; \( P=.02 \)). For social support, graded from 0 (low social smoking cessation support) to 5 (high social smoking cessation support), each unit increase was associated with 20.5 more minutes in treatment (95% CI 2.3-38.8; \( P=.03 \)).

For the blended group, 8 predictors (Table 4) were significantly associated with higher adherence in the univariate analyses (assessed at \( P<.15 \)), including higher age, housing situation (living without children), lower nicotine dependency (Fagerstroem), higher negative attitude toward quitting, lower social modeling, lower health complaints, lower anxiety, and lower stress. Multivariate regression analyses (Table 5) revealed that age was the best predictor of adherence (\( P=.01 \)). Per life year, patients spent 2.6 more minutes in treatment (95% CI 0.5-4.6; \( R^2=0.049 \)).

For the face-to-face mode of the blended treatment, 3 predictors (Table 6) were significantly associated with higher adherence in univariate analyses (assessed at \( P<.15 \)), including higher age,
housing situation (living without children), and lower internet skills (Table 6). Multivariate regression analyses (Table 7) revealed that housing situation was the best predictor of face-to-face mode adherence ($R^2=0.034$). Patients living without children spent 49.7 more minutes in the face-to-face mode of the blended treatment (95% CI 92.7-6.8; $P=.02$) (Table 7).

For the web mode of the blended treatment, 16 predictors (Table 6) were significantly associated with higher adherence in univariate analyses (assessed at $P<.15$), including male sex, older age, main income (income support), main day activity (other than paid work), extrinsic reason to start treatment, lower nicotine dependency (Fagerstroem), higher negative attitude toward quitting, higher self-efficacy, lower social modeling, lower health complaints (assessed on the Maudsley Addiction Profile Health Symptoms Scale [MAPHSS]), lower smoking-related complaints, lower health and smoking-related complaints, lower anxiety, lower stress, lower DASS, and higher quality of life (EQ-5D-3L). Health and smoking-related complaints and the DASS were not used for multivariate regression because of multicollinearity. Multivariate regression analyses (Table 7) revealed that reason to start treatment, negative attitude toward quitting, and health complaints (MAPHSS) together were the best predictors of web mode adherence ($R^2=0.164$). Patients with an intrinsic motivation spent 21.5 less minutes in the web mode of the blended treatment (95% CI –39.8 to –3.3; $P=.02$). For negative attitude toward quitting (range –12 to 0; lower numbers indicate a more negative attitude toward quitting smoking), each unit increase (ie, a less negative attitude) was associated with 3.6 more minutes in web mode of the blended treatment (95% CI 0.9-6.4, $P=.01$). For health complaints (range 0-40; higher numbers indicate poorer health status), each unit increase (ie, additional complaint reported) was associated with 2.4 less minutes in the web mode of the blended treatment (95% CI –3.8 to –1.0, $P=.001$).

Table 4. Univariate predictors for adherence in all patients and in each treatment group.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All patients</th>
<th>F2F$^a$</th>
<th>BSCT$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Regression coefficient (95% CI)</td>
<td>$P$ value</td>
<td>Regression coefficient (95% CI)</td>
</tr>
<tr>
<td>Sex</td>
<td>.11</td>
<td>N/A$^d$</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female (reference)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>28.6 (–6.4-63.6)</td>
<td>.05</td>
<td>N/A</td>
</tr>
<tr>
<td>Age (years)</td>
<td>2.5 (1.2-3.8)</td>
<td>.001</td>
<td>2.4 (0.7-4.2)</td>
</tr>
<tr>
<td>Housing situation</td>
<td>.13</td>
<td></td>
<td>.05</td>
</tr>
<tr>
<td>Children (reference)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No children</td>
<td>27.8 (–8.0-63.6)</td>
<td>.05</td>
<td>52.9 (105.6-0.4)</td>
</tr>
<tr>
<td>Nicotine dependency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Readiness to quit</td>
<td>16.0 (–1.5-33.6)</td>
<td>.07</td>
<td>21.1 (–3.3-45.5)</td>
</tr>
<tr>
<td>Social support</td>
<td>13.6 (0.5-26.8)</td>
<td>.04</td>
<td>23.3 (4.5-41.7)</td>
</tr>
<tr>
<td>Social modeling</td>
<td>–8.4 (–15.5 to –1.5)</td>
<td>.02</td>
<td>–10.1 (–20.0 to –0.1)</td>
</tr>
<tr>
<td>Use of other medication</td>
<td>.06</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes (reference)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>–36.8 (–75.0-1.3)</td>
<td>.06</td>
<td>–53.2 (–108.1-1.7)</td>
</tr>
<tr>
<td>Health complaints (MAPHSS$^e$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoking-related complaints</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stress</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$F2F: face-to-face treatment group.

$^b$BSCT: blended smoking cessation treatment group.

$^c$Data not shown, since for the sake of clarity only variables included in the multivariate regression at $P<.15$ are shown in the table.

$^d$N/A: not applicable.

$^e$MAPHSS: Maudsley Addiction Profile Health Symptoms Scale.
Table 5. Multivariate model of patient characteristics predicting adherence for all patients and each treatment group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>All patients</th>
<th>F2Fa</th>
<th>BSCTb</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Regression coefficient (95% CI)</td>
<td>P value</td>
<td>Regression coefficient (95% CI)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>2.5 (1.2-3.8)</td>
<td>.012</td>
<td>2.2 (0.4-3.9)</td>
</tr>
<tr>
<td>Social support</td>
<td>—c</td>
<td>—</td>
<td>20.5 (2.3-38.8)</td>
</tr>
</tbody>
</table>

aF2F: face-to-face treatment.
bBSCT: blended smoking cessation treatment.
cData not shown, as for the sake of clarity only the variables of the final models are presented here.
Table 6. Univariate predictors for adherence to face-to-face (F2F) mode and web mode in the blended treatment group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>F2F mode Regression coefficient (95% CI)</th>
<th>Web mode Regression coefficient (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td>.12</td>
</tr>
<tr>
<td>Female (reference)</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>14.9 (33.8 to –3.9)</td>
<td>.03</td>
<td>.03</td>
</tr>
<tr>
<td>Age</td>
<td>1.9 (0.2-3.6)</td>
<td>.03</td>
<td>.03</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Housing situation</td>
<td></td>
<td></td>
<td>.07</td>
</tr>
<tr>
<td>Children (reference)</td>
<td>N/A</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>No children</td>
<td>49.7 (6.8 - 92.7)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Main income</td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Wage or own company (reference)</td>
<td>—</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Income support</td>
<td>—</td>
<td>−17.2 (−36.0 to −1.5)</td>
<td></td>
</tr>
<tr>
<td>Main day activity</td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Paid work (reference)</td>
<td>—</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>−21.7 (−40.3 to −3.1)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Internet skills</td>
<td>−3.0 (−6.8-0.8)</td>
<td>.12</td>
<td></td>
</tr>
<tr>
<td>Reason to start treatment</td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>Extrinsic (reference)</td>
<td>—</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Intrinsic</td>
<td>—</td>
<td>−16.9 (−36.4-2.5)</td>
<td></td>
</tr>
<tr>
<td>Nicotine dependency</td>
<td>—</td>
<td>−6.1 (−10.5 to −1.8)</td>
<td>.01</td>
</tr>
<tr>
<td>Health complaints (MAPHSS(^c))</td>
<td>−2.4 (−3.8 to −0.9)</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Smoking-related complaints</td>
<td>−1.0 (−2.0-0.1)</td>
<td>.06</td>
<td></td>
</tr>
<tr>
<td>Health and smoking-related complaints</td>
<td>−0.9 (−1.6 to −0.3)</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td>−2.2 (−3.7 to −0.6)</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Stress</td>
<td>−1.4 (−2.6 to −0.2)</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td>DASS(^d)</td>
<td>−0.6 (−1.1 to −0.1)</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>EQ-5D-3L(^e)</td>
<td>28.9 (−8.1-65.8)</td>
<td>.13</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.
\(^b\)Data not shown, since for the sake of clarity only variables that were included in the multivariate regression at P<.15 are shown in the table.
\(^c\)MAPHSS: Maudsley Addiction Profile Health Symptoms Scale.
\(^d\)DASS: Sum of Depression, Anxiety, and Stress scores.
\(^e\)EQ-5D-3L: societal-based quantification of health status.
Table 7. Multivariate model of patient characteristics predicting adherence to face-to-face (F2F) and web mode in the blended treatment group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>F2F mode</th>
<th>Web mode</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Regression coeff. (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Housing situation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children (reference)</td>
<td>N/A</td>
<td>—</td>
</tr>
<tr>
<td>No children</td>
<td>49.7 (6.8-92.7)</td>
<td>—</td>
</tr>
<tr>
<td>Reason to start treatment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extrinsic (reference)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Intrinsic</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Negative attitude toward quitting</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Health complaints (MAPHSS&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>Data not shown, as for the sake of clarity only the variables of the final models are presented here.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>MAPHSS: Maudsley Addiction Profile Health Symptoms Scale.

Discussion

Principal Findings

Since the emergence of web-based health promotion counseling a few decades ago, blended treatments have recently been introduced. The aim of the present study was to directly compare adherence to a blended treatment with a face-to-face treatment for smoking cessation with similar content.

Based on the treatment times documented in the hospital administration, we found comparable adherence levels for the blended and face-to-face treatments. However, within the blended treatment, we found that patients spent twice as much time in face-to-face mode (152% of the intended treatment time) than in web mode (75% of the intended treatment time), suggesting a tendency to substitute web sessions by additional face-to-face sessions.

Older age was the only characteristic consistently found to predict higher adherence to both the face-to-face and blended treatments. For the face-to-face group, we found that both older age and perceived social support for smoking cessation predicted higher adherence. Age is known as a relevant demographic characteristic for predicting adherence [34,35], but more social support to quit smoking has not yet been indicated as an independent predictor of adherence.

Within the blended treatment, no consistent predictor of adherence was found for its two modes of delivery. Higher adherence to the face-to-face mode was predicted by the housing situation (ie, living without children), whereas adherence to the web mode was predicted by an extrinsic motivation to quit, a less negative attitude toward quitting, and less health complaints. Although these models contained statistically significant predictive patient characteristics, the predicted proportion of variability in adherence was small, ranging from 3.4% to 16.4%. Thus, it seems immature to interpret these findings in an attempt to understand the mechanisms in adherence to blended smoking cessation treatment, and it is difficult to find a meaningful pattern in these predictors. To explain this low model fit, two aspects can be considered. First, this could indicate that the predictors examined in this study, namely only the patient characteristics, are not comprehensive. For example, it seems likely that provider-related variables and health care system factors such as treatment costs, failure to recall a receipt of a prescription, and access to free nicotine replacement therapy [6] also play a role. As no data on these factors were available in this study, this could not be further verified. Second, all patient-related predictors used in the current study were evaluated at the start of treatment, which means that changes in these characteristics during treatment (eg, due to negative treatment effects such as weight gain, adverse events, or withdrawal symptoms) were not considered. As an example of a positive treatment effect, in the context of smoking cessation treatment, the bidirectional relation between quitting success and adherence is known, in which early quitting success predicts higher adherence [34], while higher adherence predicts (long-term) abstinence [6-9]. Another example is the user experience that patients build during the course of treatment. Patients may experience the treatment as “useful,” “easy to follow,” or “stimulating” and adhere to the treatment accordingly [48,52].

In general, the finding for the blended group that treatment time not used in web mode was compensated by face-to-face mode treatment would support the expectation that in blended treatment, the strengths of one mode of delivery will compensate for the weaknesses of the other [4,18-23]. This expectation is also supported based on our recently published qualitative study on user experience with this blended smoking cessation treatment [48,52], in which we also found that the strengths of the face-to-face mode can compensate for the weaknesses of the web mode. It is noteworthy that this compensation is mainly unidirectional: face-to-face mode compensates or replaces web mode and not vice versa. By exceeding the planned face-to-face treatment time by 100 minutes on average, the vast majority of patients in the blended group (118/123, 95.9%) spent significantly more time in face-to-face mode than in web mode. By contrast, only 5/123 (4.1%) patients spent slightly more time (an additional 27 minutes on average) in web mode than in...
face-to-face mode. Perhaps the new and challenging web mode is not used optimally, as it can (easily) be compensated by the traditional, familiar face-to-face mode.

Although the main objective of this study was to provide a treatment time–based comparison of adherence, we would like to briefly mention two aspects that surprised us when comparing the results with one of our previous studies [10] that used a different operationalization of adherence.

First, the current study revealed rather high adherence to both the blended and face-to-face treatments. Due to differences in interventions, measurements of adherence, adjunctive support, and investigated populations, adherence rates for smoking cessation treatment vary widely between different studies (5%-96%) [6]. This makes it difficult to compare adherence rates in general. Moreover, little is known about adherence rates for blended treatment. We only found one study that reported adherence rates: in a blended depression treatment, adherence to the blended treatment (90.5%) and the face-to-face treatment (95.1%) was comparable [53]. Our study seems to agree with this previous study, as we also found comparably high adherence to the blended (106.7%) and face-to-face (103.3%) treatments. Surprisingly, for the blended treatment, the findings in this study seem to contradict our findings from a previous study among participants of the blended treatment in the same sample [10], in which we reported that adherence to the blended treatment seemed rather low. These apparent contradictory results may be explained by different operationalizations of adherence and different measurement methods in the two studies. In the 2018 study, we traced treatment activities of the patients in detail (not only treatment time as used in the current study) and strived for a categorical threshold-based classification of patients as being either adherent or nonadherent. This activity-based method used in the 2018 study correlates with the time-based measurement applied in the current study, but it was more specific [49,50] and therefore resulted in lower absolute adherence rates [10].

Second, in our 2018 study [10], we found that in the blended treatment, based on patients’ activities, there was no significant difference in adherence to the face-to-face mode compared with the web mode. Surprisingly, in the current study, based on treatment time, the adherence levels differed significantly. Patients spent only 75.2% of the intended treatment time in the web mode, but 152.3% of the intended treatment time in the face-to-face mode. This shows that in practice it is rather a 2/3 to 1/3 ratio between face-to-face mode and web mode in the blended group than the planned equal ratio. This could mean, for example, that patients in face-to-face mode need more time than planned for their activities, or that additional unplanned activities take place within the treatment time. This could be an indication of therapist drift—a known weakness of face-to-face treatment [30]—and thus bring the topic of treatment fidelity into focus. From a clinical point of view, the question then arises as to whether the planned times for face-to-face mode and web mode are appropriate.

Limitations and Implications for Future Work

To the best of our knowledge, this is the first study to compare adherence and predictors of adherence in patients randomly assigned to either a blended smoking cessation treatment or a face-to-face treatment with identical active components. Moreover, this is also the first study to compare adherence and predictors of adherence to the face-to-face mode with those to the web mode of a blended smoking cessation treatment. One limitation of this study is that the measurement of adherence was based on the treatment time documented in the hospital’s administrative records, as this documentation is mainly used for financial accounting and therefore does not reflect in detail the contents and the exact temporal proportions of the treatments. Even though we assume that we have a sufficiently valid measure for the comparison of adherence and for the determination of predictors, these data unfortunately do not provide deeper insight into the adherence to the treatment process in detail. For example, the specific treatment activities carried out in different time frames remain unclear. In addition, the time data for the sessions were standard values and not exactly determined as treatment time per session. Individual sessions may therefore have been shorter or longer than evaluated. The absolute time values should therefore be interpreted with caution. Furthermore, in view of the differences between the results of this study and those of the 2018 study [10], in which different operationalizations of adherence were applied (time-based vs activity-based), the methodological question also arises as to which operationalization best reflects adherence. From our previous studies [49,50], we know that activity-based measurement has better predictive validity, which makes it seem more adequate when adherence is considered a determinant of efficacy (dose-response relationship). In this study, however, we used a time-based measurement because it requires less financial and time effort, the possibility of analyzing a larger sample size allowed us to expect more accurate statistics, and because we wanted to gain more experience with its application in clinical practice. The differences found in adherence between the 2018 study and the present study bring forth an interesting issue that deserves more attention and should be targeted in future studies, such as by addressing the research questions of this study using activity-based measurement to analyze the entire sample.

Another limitation is the low variability of adherence explained by our prediction models. The question arises as to whether the chosen predictors and their measurement are sufficient. Future research should further investigate which additional predictors (eg, provider behavior, health system factors, or other patient characteristics) should be included and how these can be measured, not only at the beginning but also over the course of treatment, so that they fit optimally to the research question.

Another point of interest should be the difference in predictors and levels of adherence to the two modes of delivery in the blended treatment. The characteristics associated with adherence are quite different (adherence to the face-to-face mode of the blended treatment was mostly associated with demographic characteristics, whereas adherence to the web mode of the blended treatment was mainly associated with smoking-related and health-related characteristics). Future research should examine the causation of these differences. For example, it is possible that web-mode treatment is better suited for patients with less health complaints because they rely less on a hospital setting and the direct contact to a health care professional such
as the smoking cessation counselor. Alternatively, web-mode treatment might be better suited for externally motivated patients because they already arrive at the treatment with a default desire to do what they are told and are therefore more likely to stick to the web mode.

Furthermore, the differences in the blended treatment adherence levels are noteworthy. In web mode, the adherence level was in the expected range, whereas there was overadherence found for the face-to-face mode. This could be related to the fact that the treatment basically starts with a rather long face-to-face session and therefore results in a type of face-to-face default mode. Therefore, it is possible that the result would have been different if the treatment had started in web mode. The overadherence raises another question as to which level of adherence is optimal to reach the treatment goals; that is, is higher adherence (152% adherence to face-to-face mode) better than lower adherence (ie, 75% adherence to web mode)?

Conclusion
This study represents one of the first attempts to thoroughly compare adherence and predictors of adherence of a blended smoking cessation treatment to a face-to-face treatment. Our results showed that the levels of adherence to both treatments were comparable. However, within the blended treatment, we found that adherence to face-to-face mode was significantly higher than that of web mode, although the intended total treatment time for the blended treatment was fairly broadly adhered to. This supports the idea that in blended treatment, one mode of delivery can compensate for the weaknesses of the other. Older age was found to be a common predictor of adherence to the treatments. However, within the blended treatment, adherence to each mode was predicted by different characteristics: adherence to the face-to-face mode was associated with demographic characteristics only, whereas adherence to the web mode of the blended treatment was also associated with several smoking-related and health-related characteristics. This may indicate that these characteristics should be taken into account when designing a blended treatment. However, the finding that only a small amount of the variance could be determined by the characteristics examined in this study suggests that provider-related health system factors and time-varying patient characteristics can also play an important role and should be explored in future research.
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Abstract

Background: Despite many advantages of web-based health behavior interventions such as wide accessibility or low costs, these interventions are often accompanied by high attrition rates, particularly in usage under real-life conditions. It would therefore be helpful to implement strategies such as the use of financial incentives to motivate program participation and increase adherence.

Objective: This naturalistic study examined real-life usage data of a 12-week web-based physical activity (PA) intervention (Fitness Coach) among insurants who participated in an additional incentive program (incentive group) and those who did not (nonincentive group). Users in the incentive group had the perspective of receiving €30 (about US $33) cash back at the end of the intervention.

Methods: Registration and real-life usage data as part of routine data management and evaluation of the Fitness Coach were analyzed between September 2016 and June 2018. Depending on the duration of use and the weekly recording of tasks, 4 adherence groups (low, occasional, strong, and complete adherence) were defined. Demographic characteristics were collected by a self-reported questionnaire at registration. We analyzed baseline predictors and moderators of complete adherence such as participation in the program, age, gender, and BMI using binary logistic regressions.

Results: A total of 18,613 eligible persons registered for the intervention. Of these, 15,482 users chose to participate in the incentive program (incentive group): mean age 42.4 (SD 14.4) years, mean BMI 24.5 (SD 4.0) kg/m², median (IQR) BMI 23.8 (21.7-26.4) kg/m², 65.12% (10,082/15,482) female; and 3131 users decided not to use the incentive program (nonincentive group): mean age 40.7 (SD 13.4) years, mean BMI 26.2 (SD 5.0) kg/m², median BMI 25.3 (IQR 22.6-28.7) kg/m²; 72.18% (2260/3131) female. At the end of the intervention, participants in the incentive program group showed 4.8 times higher complete adherence rates than those in the nonincentive program group (39.2% vs 8.1%), also yielding significantly higher odds to complete the intervention (odds ratio [OR] 12.638) for the incentive program group. Gender significantly moderated the effect with men in the incentive group showing higher odds to be completely adherent than women overall and men in the nonincentive group (OR 1.761). Furthermore, older age and male gender were significant predictors of complete adherence for all participants, whereas BMI did not predict intervention completion.

Conclusions: This is the first naturalistic study in the field of web-based PA interventions that shows the potential of even small financial incentives to increase program adherence. Male users, in particular, seem to be strongly motivated by incentives to complete the intervention. Based on these findings, health care providers can use differentiated incentive systems to increase regular participation in web-based PA interventions.

(J Med Internet Res 2020;22(7):e18338) doi:10.2196/18338
KEYWORDS
internet-based intervention; adherence; incentive; reward; mHealth; eHealth; exercise; dropout rate; usage; attrition; telemedicine

Introduction

Promoting a healthy lifestyle, especially reducing sedentary behavior and increasing physical activity (PA), is crucial in the prevention of chronic diseases such as cardiovascular disease, type 2 diabetes, breast and colon cancer as well as hypertension [1]. Persons who follow the PA recommendations of the World Health Organization [2] show a 27% decreased risk of mortality [3]. Besides numerous face-to-face PA interventions [4,5], electronic health (eHealth) and mobile health (mHealth) interventions have become increasingly popular to promote health behavior change such as increasing PA levels [6]. These interventions have the potential to reach large numbers of people in a cost- and time-efficient way [6]. Testing the effectiveness of internet interventions for behavior change, in particular for promoting PA, has yielded positive results despite small effect sizes with standardized mean differences ranging from 0.14 to 0.20 for self-reported PA [7-10].

Based on this evidence, many stakeholders in health care including health insurers have developed web-based interventions promoting PA as a public health approach [11,12]. However, program adherence to web-based interventions, that is, using the program as intended by the developers over the course of the intervention, has always been a major challenge (law of attrition [13]). Despite the positive effects on PA described above, internet interventions suffer from high dropout rates of up to 80% at the end of the intervention [14-16]. This lack of program adherence is likely to negatively influence behavior adherence [17,18], that is, the maintenance of newly acquired PA behavior in the real life after the program is finished.

To increase program and behavior adherence of web-based interventions, many providers such as health insurers revert to financial incentives such as cash, bonus points, or charity rewards [12,19]. The rationale behind using such external rewards to change health behavior is based on the assumption that this strategy may trigger an increasingly intrinsic motivation for PA that stabilizes the behavior even after the incentive removal [19]. In face-to-face settings, financial incentives have been shown to increase real-life exercise adherence (behavior adherence) in the short term and partially even in the long term among children, adolescents, and adults [20,21]. Similar results have also been found for web-based interventions with increased PA levels reported by incentivized groups after the intervention [12,19,22-24]. It appears that those incentives do not need to be of high value. Small financial incentives of about US $1.50 per day or collecting loyalty points for coupons have been shown to substantially impact on uptake rates of eHealth or mHealth interventions [12,25,26].

Only a few studies using incentives for web-based PA interventions report program adherence rates for incentivized groups [12,23]. Results are equivocal: A web-based step count intervention for patients with ischemic heart disease lasting 24 weeks found a substantial difference between the incentivized group and the control group regarding program adherence (62.1% vs 51.2%) [23]. The incentive group was given US $14 per week and they could lose US $2 per day if they did not achieve their step goals. The results of this loss-framed incentive study point toward a beneficial effect of financial incentives to increase program adherence in web-based PA interventions. In another randomized controlled trial with insurants in Switzerland, differences between the incentivized and control groups were not significant after 3 months. However, program adherence rates were rather high in both groups with 92.1% in the incentive group (US $10 per month) and 90.5% in the control group [12]. Both groups were given discount to an activity tracker and they had to wear the tracker every day which probably also motivated the control group to participate regularly.

Data on program adherence rates of app-based PA interventions (daily step counts) are provided by the Carrot Rewards App Study (N=32,229) in which all users of the app collected loyalty points that could be redeemed for travel, groceries, or movies [22]. Results revealed that 61.9% of those who had initially registered as users completed the intervention after 12 weeks [22]. Unfortunately, there was no control group without incentives in the study, and therefore, their specific effect remains unclear here. From other app-based PA interventions, however, it is known that program adherence is markedly lower when no incentives are provided. For instance, in a naturalistic study by Guertler and colleagues [15], only 25% continued to use the PA promotion app after 6 weeks.

In sum, using incentives in web- or app-based PA interventions has the potential to increase program adherence in clinical trials. However, little is known about the effects of incentives on program adherence in real-life settings. All of the above reported results on program adherence were taken from studies in which users knew that they were part of a study and their data were tracked for study purposes. There is evidence that usage behavior differs substantially between people who use the programs on their own (ie, open-access users) and those who know that they are participants of clinical trials [6,27,28]. For example, Wanner and colleagues [27] showed that only 25.8% of the open-access users visited the PA internet intervention repeatedly compared with 67.3% of the trial participants [27]. This result reflects the high discrepancy of trial and real-life usage and points toward the need for naturalistic studies investigating the effects of incentives among open-access participants [6].

Besides real-life adherence rates, there is also no research on the factors that moderate program adherence in web- or app-based PA interventions using financial incentives. From studies without incentives, we know that age and gender may be significant predictors of PA program adherence. Thus, older age groups have been shown to participate more frequently than younger adults in web-based PA interventions with odds ratios (ORs) ranging between 1.02 and 2.61 [15,27,29,30]. Regarding gender, results are more inconsistent. Whereas some reviews...
and studies revealed that women have a higher chance to complete an internet-based behavior change intervention (OR 2.24) [14,29], other investigations demonstrated that men use such interventions more continuously (OR 1.2; reduced hazard ratio to drop out 0.85) [15,27]. Studies that also included BMI in their analyses found that this parameter did not predict program adherence [27,29,31,32]. Given these age and gender differences in web-based program adherence, it is interesting to see how these differences are affected by the application of incentives.

This study’s purpose was to expand upon previous research about incentives in web-based PA interventions by examining naturalistic data (ie, real-life usage data) of the largest health insurance company in Germany. Members interested in the web-based intervention Fitness Coach could choose to participate in an additional incentive program at the beginning of the intervention. Based on earlier studies [22], we hypothesized that real-life adherence would be higher in the incentive than in the nonincentive group. Furthermore, we considered the effects of moderators and predictors such as age, gender, and BMI on program adherence. This is the first study to examine the role of incentives for program adherence to a web-based PA intervention in a naturalistic, large-scale study of over 18,000 participants.

Methods

Study Design, Setting, and Participants

This investigation is a naturalistic study examining the real-life usage data of open-access users who participated in a web-based intervention called Fitness Coach. Naturalistic (observational) studies do not “involve any intervention [...] on the part of the investigator” [33] and the data are not affected by the actions of researchers [34]. Using such a naturalistic study design might help us better understand real-life program adherence to web-based PA interventions. We followed the Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) guidelines [35].

This study includes usage data from September 2016 to June 2018 of the Fitness Coach intervention provided by a large German health insurance company. The Fitness Coach intervention was freely accessible to everyone in Germany, but only insured persons could participate in the incentive program and noninsured persons could just use the intervention for at least four weeks. Most of the users in this study were members of the insurance company providing the intervention. In the first session of the Fitness Coach, they were screened for their suitability to exercise with the Physical Activity Readiness Questionnaire (PAR-Q +) [36]. Exclusion criteria were being younger than 18 years or being pregnant. If users met one or both exclusion criteria, they were advised to ask a physician about participating in the program.

All data entered by the open-access users including information about website use were collected and stored under a pseudonym by Vilua Healthcare GmbH (Berlin, Germany). Prior to the intervention, all users had to sign a data protection declaration in which they were informed that all data obtained could be further analyzed for research purposes. The Guidelines of the Declaration of Helsinki were followed. Given the retrospective examination of the real-life usage data, no ethical approval was obtained prior to data collection.

Intervention

The Fitness Coach is a 12-week long, tailored, and technically guided internet intervention promoting PA. It is based on the MoVo concept consisting of motivational and volitional strategies [37] as well as training progression concepts [38]. The intervention was developed in 2005 by an insurance company in Germany and was relaunched in September 2016 in an updated version [11]. All users of the intervention receive an individualized training program tailored to their personal goals and daily life. This consists of training videos that match the person’s goals, that is, becoming stronger, improving one’s endurance, or becoming more flexible (Multimedia Appendices 1 and 2). Users also receive psychological input to help them initiate and maintain their behavior change. The intervention contains multiple behavior change techniques such as goal setting, action planning, self-monitoring, and feedback as well as coping planning [39].

Incentive Program

As a form of primary prevention, health insurance companies in Germany are legally obliged to use incentives for promoting healthy behavior (eg, increasing PA and reducing weight). There is also evidence that investing approximately €30 (about US $33) per person and per year in incentives for health behavior change reduces the overall costs for the insurance company by approximately €100 (about US $112) per person and per year [40,41]. Based on these findings, all users of the web-based intervention who were insured by the insurance company could register for the incentive program at the beginning of the intervention. In order to receive the incentive, the users had to log the completion of at least three tasks (eg, strength, endurance, or mobility exercises; evaluating one’s well-being; reading background information) per week in 10 of 12 weeks. In case of adherence to the intervention, they received 500 credit points on their health insurance account. Upon the collection of 500 further credit points within 1 year (earned via membership in sports clubs or gyms, regular medical check-ups, or participation at a sporting event), they could choose between €30 (about US $33) cash back and €60 (about US $68) health credit. This health credit could be used for additional medical and health services such as professional tooth cleaning, acupuncture, osteopathy, and fees for gyms or sports clubs.

Variables and Statistical Analyses

Demographic characteristics of all users including age, gender, and BMI were obtained from the self-report questionnaire included in the first session of the intervention. Each login to the intervention per day was captured, reported as mean (SD), resulting in a minimum number of 1 and a maximum number of 84 logins over the 12-week intervention span (16.9 [SD 16.8]). In order to categorize adherence, login data were summarized per week. If a user had at least one login per week with at least three logged tasks in the week, the user was adherent and participation in that week was defined as successful.
[42]. Based on the health insurance company’s definition of successful participation (ie, ≥10 weeks), we classified the number of weeks with successful participation into 4 categories or adherence groups:

The low adherence group included all users participating for 1-3 weeks during the 12-week intervention span. Occasional adherence was defined as participation between 4 and 6 weeks. If users had 7-9 weeks of successful participation, we categorized them as strongly adherent. All persons completing 10 or more weeks successfully were defined as the complete adherence group (Figure 1). The last group was incentivized by the health insurance company.

Given the naturalistic sample, group sizes differ substantially in all 4 adherence groups as well as in the incentive and nonincentive groups (Table 1). We compared demographic variables between incentive and nonincentive groups using two-tailed Welch t tests and chi-square tests.

To investigate which characteristics would increase the chance of complete adherence and thus allowing the users to receive the incentive, binary logistic regressions were conducted using SPSS Statistics version 25 (IBM Corporation). We combined the first 3 adherence groups (low, occasional, and strong; =0) and compared them with the complete adherence group (=1) to best display the incentive effect on adherence. Incentive participation (0=no incentive, 1=incentive), gender (0=female, 1=male), and age and BMI (both continuous variables) were considered as baseline predictors. Furthermore, the interactions of incentive × age, incentive × gender, and incentive × BMI were considered as moderators for the association between incentives and program adherence. There were no missing data for adherence, incentive participation, age, and gender. Because it was not mandatory to enter height and weight, BMI data were missing in 530 cases, resulting in a total number of 18,083 users included in the logistic regression. After checking for multicollinearity between incentive participation, age, gender, and BMI (variable inflation factors between 1.024 and 1.066), all demographic variables and interactions were included in the regression model. Model fit was judged using Nagelkerke $R^2$. The level of significance was set at $P<.05$.

**Figure 1.** Percentage of Fitness Coach usage over 12 weeks divided into 4 adherence groups (N = 18,613).
Table 1. Demographic characteristics of the sample, grouped by adherence and incentive status.

<table>
<thead>
<tr>
<th>Groups and characteristics</th>
<th>Nonincentive</th>
<th>Incentive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>3131</td>
<td>15,482</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>40.7 (13.4)</td>
<td>42.4 (14.4)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>26.2 (5.0)</td>
<td>24.5 (4.0)</td>
</tr>
<tr>
<td>BMI (kg/m²), median (IQR)</td>
<td>25.3 (22.6-28.7)</td>
<td>23.8 (21.7-26.4)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>2260 (72.18)</td>
<td>10,082 (65.12)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>871 (27.82)</td>
<td>5400 (34.88)</td>
</tr>
<tr>
<td>Low adherence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>2290 (73.14)</td>
<td>5133 (33.15)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>39.9 (13.3)</td>
<td>40.2 (13.7)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>26.2 (5.1)</td>
<td>24.9 (4.3)</td>
</tr>
<tr>
<td>BMI (kg/m²), median (IQR)</td>
<td>25.1 (22.5-28.8)</td>
<td>24.0 (21.8-26.9)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>1639 (71.57)</td>
<td>3452 (67.25)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>615 (28.43)</td>
<td>1681 (32.75)</td>
</tr>
<tr>
<td>Occasional adherence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>401 (12.81)</td>
<td>1895 (12.24)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>42.9 (12.9)</td>
<td>41.4 (13.8)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>26.4 (4.8)</td>
<td>24.6 (4.1)</td>
</tr>
<tr>
<td>BMI (kg/m²), median (IQR)</td>
<td>26.0 (22.7-29.0)</td>
<td>24.0 (21.7-26.7)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>288 (71.82)</td>
<td>1281 (67.60)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>113 (28.17)</td>
<td>614 (32.40)</td>
</tr>
<tr>
<td>Strong adherence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>187 (5.97)</td>
<td>2377 (15.35)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>42.0 (13.0)</td>
<td>41.9 (14.0)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>25.9 (4.8)</td>
<td>24.4 (3.8)</td>
</tr>
<tr>
<td>BMI (kg/m²), median (IQR)</td>
<td>25.1 (22.4-28.3)</td>
<td>23.8 (21.7-26.2)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>139 (74.33)</td>
<td>1542 (64.87)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>48 (25.66)</td>
<td>835 (35.13)</td>
</tr>
<tr>
<td>Complete adherence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>253 (8.08)</td>
<td>6077 (39.25)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>43.9 (14.2)</td>
<td>44.9 (14.3)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>26.0 (4.9)</td>
<td>24.3 (3.8)</td>
</tr>
<tr>
<td>BMI (kg/m²), median (IQR)</td>
<td>25.2 (22.6-28.4)</td>
<td>23.7 (21.6-26.0)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>194 (76.67)</td>
<td>3807 (62.65)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>59 (23.32)</td>
<td>2270 (37.35)</td>
</tr>
</tbody>
</table>
Results

Participants

From September 2016 to June 2018, a total of 30,821 persons registered for the Fitness Coach intervention. Of these, 755 (2.45%) registered as guests who were not insured by the health insurance company and were therefore unable to participate in the incentive program. In addition, there were 11,453 (37.16%) insured persons who visited the internet intervention only once and had no further login. All guests and one-time users were excluded from further analyses, so the demographic analyses included the total number of 18,613 insured users (Figure 2). Demographic characteristics differed significantly between the incentive and nonincentive groups. Age ($P<.001$), BMI ($P<.001$), and gender ($P<.001$) differences indicated that older and more male users with a lower BMI register for the incentive (Table 1). Table 1 also displays the total sample size for each group at the start and at the end of the intervention (complete adherence).

Figure 2. STROBE flow chart of Fitness Coach participants.

Participation and Attrition Rates

In total, 34.01% of users (6330/18,613) were completely adherent (Figure 2). Among those complete adherers, the participation rate in the incentive group was 4.8 times higher than that in the nonincentive group: 39.25% (6077/15,482) of all members in the incentive group versus 8.08% (253/3131) of all members in the nonincentive group. By contrast, 73.14% (2290/3131) of members in the nonincentive group were classified as being lowly adherent, which means participating in less than 4 out of 12 weeks of the intervention, in comparison to 33.15% (5133/15,482) of members in the incentive group. The overall nonusage attrition rate (low, occasional, and strong adherence combined) in the nonincentive group reached 91.92% (2878/3131) compared with 60.75% (9405/15,482) in the incentive group (Table 1). The cutoff point of nonusage attrition was set at 9 or less successful intervention weeks.

Predictors of Intervention Completion

Binary logistic regressions revealed that participating in the incentive program was a statistically significant predictor ($P<.001$) at baseline for completing the intervention (OR 12.638, 95% CI 5.614-28.449; Table 2). There were also moderating effects on the association between incentive participation and
program adherence. Male users in the incentive group showed significantly higher odds to complete the intervention than female users overall and male users in the nonincentive group (OR 1.761, 95% CI 1.272-2.438). By contrast, the interactions between the incentive group and age or BMI did not yield significant odds for intervention completion.

Table 2. Predictors of complete adherence (N=18,083).^a

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Logit odds</th>
<th>Standard error</th>
<th>Wald χ²</th>
<th>P value</th>
<th>Odds ratio</th>
<th>95% CI for odds ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-2.847</td>
<td>0.398</td>
<td>51.046</td>
<td>&lt;.001</td>
<td>0.058</td>
<td></td>
</tr>
<tr>
<td>Incentive program</td>
<td>2.537</td>
<td>0.414</td>
<td>37.545</td>
<td>&lt;.001</td>
<td>12.638</td>
<td>5.614-28.449</td>
</tr>
<tr>
<td>Gender</td>
<td>-0.387</td>
<td>0.162</td>
<td>7.512</td>
<td>.017</td>
<td>0.679</td>
<td>0.494-0.933</td>
</tr>
<tr>
<td>Age</td>
<td>0.022</td>
<td>0.005</td>
<td>19.594</td>
<td>&lt;.001</td>
<td>1.023</td>
<td>1.013-1.033</td>
</tr>
<tr>
<td>BMI</td>
<td>-0.017</td>
<td>0.014</td>
<td>1.503</td>
<td>.220</td>
<td>0.983</td>
<td>0.956-1.010</td>
</tr>
<tr>
<td>Gender × Incentive</td>
<td>0.566</td>
<td>0.166</td>
<td>11.608</td>
<td>.001</td>
<td>1.761</td>
<td>1.272-2.438</td>
</tr>
<tr>
<td>BMI × Incentive</td>
<td>-0.027</td>
<td>0.015</td>
<td>3.205</td>
<td>.073</td>
<td>0.974</td>
<td>0.946-1.003</td>
</tr>
<tr>
<td>Age × Incentive</td>
<td>-0.001</td>
<td>0.005</td>
<td>0.072</td>
<td>.788</td>
<td>0.999</td>
<td>0.988-1.009</td>
</tr>
</tbody>
</table>

^aReference category is low, occasional, and strong adherence groups combined; Nagelkerke R² (0.130), df (degrees of freedom) for all=1.

Discussion

Principal Findings

This large-scale, naturalistic study with a nationwide sample of 18,613 users examined the effect of an incentive program and its moderators on program adherence to a web-based PA intervention. Participants were members of the largest German health insurance who either decided to take part in an additional incentive program at the beginning of the intervention or rejected the use of the incentive program. Results showed that complete program adherence was 4.8 times higher in the incentive group than in the nonincentive group. In line with this finding, binary logistic regressions revealed incentive program participation to be a strong and significant predictor for complete adherence (OR 12.638, 95% CI 5.614-28.449, P<.001). This incentive effect on program adherence was moderated by gender, but not by BMI and age. Males in the incentive group showed the highest odds for program completion. Furthermore, gender and age also exhibited significant main effects on program adherence: being male and being of older age were associated with higher program adherence. However, BMI was not a significant predictor of program adherence.

Our findings demonstrate that even a small incentive (value of €30 [about US $33] cash back at the end of the intervention) was able to enhance program adherence by almost five times, emphasizing the important motivating role of external rewards, at least in the initial phase of a new health behavior [19,39,43]. This result gains in importance because it is based on real-life usage data, which allows for a higher ecological validity. To the best of our knowledge, this is the first study investigating the effects of incentives on program adherence in a web-based PA intervention on the basis of naturalistic data. Therefore, no direct parallels can be drawn from data from the literature. However, comparisons can be made with similar real-life studies in which no incentives were used [27,28]. Those studies reported program adherence rates of 10%-25.8%. Compared with these findings, the program adherence rate of our nonincentive group (8.08%, 253/3131) is at the lower end of this range. By contrast, the program adherence rate of our incentive group (39.25%, 6077/15,482) substantially exceeded the program adherence rates of those two studies, suggesting once again that incentives might make a clear difference in the compliance with web-based PA interventions.

This study also found a moderating effect of gender on the association between incentive participation and program adherence. Men in the incentive group had significantly higher odds to complete the intervention than female users overall and male users in the nonincentive group, indicating that financial incentives may appeal particularly to men. This is supported by Czap and colleagues [44] who reported men to be more attracted to financial incentives than to other nonfinancial nudges. Given this clear gender difference in the motivational power of financial incentives, future research could investigate more closely which equivalent incentives might be more appealing to women.

By looking at the main effects of age on program adherence, we found older users to be significantly more inclined to complete the intervention than their younger counterparts, yet with a small OR of 1.023 (95% CI 1.013-1.033; P<.001). This result is well known from the literature, which indicates that older users have higher chances to be adherent than younger users [15,27,29,30]. It appears that on average users in their mid-40s are the most adherent ones to the web-based PA intervention. Regarding the main effect of gender on program adherence, there were more women than men participating in
the Fitness Coach, suggesting that improving one’s fitness via internet appeals at first sight to women. This is in line with previous research reporting higher uptake rates of web-based PA interventions among women [6,8]. However, if we do not look at uptake rates but at adherence rates, the picture is quite different: women in our sample showed significantly lower odds to be completely adherent than men. There are several studies which support the finding that men are more adherent to these kinds of interventions [15,27]. For example, a large-scale, open-access evaluation from Switzerland yielded a significantly higher chance (OR 1.23) for men to participate repeatedly in a web-based intervention than for women [27].

The scope of this study was on program adherence; therefore, no definite conclusions can be drawn on the actual adherence to regular PA after the end of the 12-week intervention (behavior adherence). However, it is in the logic of time-limited behavior change programs that after finishing the program the newly acquired health behavior has to be continued in everyday life on one’s initiative. We cannot be certain how successful the health behavior change has been in the present sample, yet there is evidence that a higher level of program adherence also leads to sustained health behavior change in everyday life [17].

Strengths and Limitations

This study is the first large-scale examination that investigated whether financial incentives increase program adherence to a web-based PA intervention under real-life usage conditions. Because of the naturalistic study design, the results of this investigation have high ecological validity.

However, some limitations need to be addressed. Internal validity might be threatened as the assessment of program adherence depends on self-reported participation behavior. There is also a risk that self-reported data on age and BMI may be distorted by socially desirable response tendencies or even worse, false data, to reveal as little information about oneself as possible. The study uses a naturalistic design with self-selection of participants into the incentive or nonincentive conditions. Given this design, it was not possible to randomize users into these two groups. Overall, both groups differed substantially regarding age, gender, and BMI with older users, more men, and users with lower BMI choosing to participate in the incentive program. It might be hypothesized that participants in the incentive group were more motivated from the beginning to use the program than users who did not register for the incentive.

given the unequal sample sizes for incentive and nonincentive groups (15,482 vs 3131) as well as for the low, occasional, and strong adherence groups combined and the complete adherence group (12,283 vs 6330), the results of binary logistic regressions might be overestimated. This is reflected, for example, in very large CIs and statistical significance despite small OR (eg, OR_{age} 1.023, 95% CI 1.013-1.033; \(P<.001\)). However, the decision for the large comparison group was made from a content perspective focusing on representativeness and external validity. The unbalanced analyses took account of the naturalistic data and better displayed how complete adherers differ from the other users who did not successfully finish the intervention. The logistic regression was also based on large sample size. While the unbalanced distribution might have affected the width of the confidence intervals, it has not affected the ORs in the logistic regression because there is enough power in this analysis.

Because only age, gender, and BMI were assessed at registration, we cannot exclude that other factors which were not investigated, such as education or socioeconomic status, may have influenced the results. The user’s socioeconomic status, in particular, might be of great interest for incentive participation and adherence as users with lower income are more likely to be appealed by the incentives [19] and are more adherent to interventions changing health behavior [12,45].

Conclusions

This examination points out that financial incentives in the form of cashback or health credits have the potential to increase program adherence in a web-based PA intervention. Incentives are likely to act as an external motivator that enhances program adherence, which in turn can be the basis for a more intrinsically motivated, longer-lasting PA behavior in real life after the program has ended (behavior adherence). Therefore, health care providers may encourage program participation by providing differentiated incentives depending on gender, age, or BMI in web-based interventions promoting PA. Further investigations are needed to support these findings; in particular, it is necessary to further clarify the moderating role not only of gender, age, or BMI, but also of other potentially relevant factors such as socioeconomic status or education. The study results are based on naturalistic data with a high ecological validity; in the next step, it is necessary to confirm these findings in more controlled studies (eg, randomized controlled trials) with higher levels of internal validity.
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Abstract

Background: Virtual reality (VR) technology is a powerful tool for augmenting patient experience in pediatric settings. Incorporating the needs and values of stakeholders in the design of VR apps in health care can contribute to better outcomes and meaningful experiences for patients.

Objective: We used a multiperspective approach to investigate how VR apps can be designed to improve the periprocedural experiences of children and adolescents, particularly those with severe anxiety.

Methods: This study included a focus group (n=4) and a survey (n=56) of clinicians. Semistructured interviews were conducted with children and adolescents in an immunization clinic (n=3) and perioperative setting (n=65) and with parents and carers in an immunization clinic (n=3) and perioperative setting (n=35).

Results: Qualitative data were examined to determine the experience and psychological needs and intervention and design strategies that may contribute to better experiences for children in three age groups (4-7, 8-11, and 12-17 years). Quantitative data were used to identify areas of priority for future VR interventions.

Conclusions: We propose a set of ten design considerations for the creation of future VR experiences for pediatric patients. Enhancing patient experience may be achieved by combining multiple VR solutions through a holistic approach considering the roles of clinicians and carers and the temporality of the patient’s experience. These situations require personalized solutions to fulfill the needs of pediatric patients before and during the medical procedure. In particular, communication should be placed at the center of preprocedure solutions, while emotional goals can be embedded into a procedure-focused VR app to help patients shift their focus in a meaningful way to build skills to manage their anxiety.

(J Med Internet Res 2020;22(7):e19752) doi:10.2196/19752
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**Introduction**

A fundamental role of clinicians looking after children having medical procedures in hospitals is to try to minimize any distress associated with that procedure. A negative experience of a medical procedure has implications more extensive than the immediate distress of that event. The imprint will be left on the child for all subsequent medical procedures. A range of approaches may be attempted as a periprocedural intervention (ie, intervention prior, during, or after the medical procedure) to mitigate such negative experiences, especially in the context of significant anxiety associated with needles in children requiring vaccinations [1]. In-hospital sedation services facilitate vaccination in patients who are otherwise unable to complete their immunization schedule due to severe avoidance behavior. Improved immunization experiences for patients, their caretakers, and staff may reduce the need for pharmacological intervention in the form of sedation, which may be difficult to administer or sometimes harmful [2]. Other approaches, such as exposure therapy, require long-term time commitments and significant resources [3]. In this paper, we present an exploratory study into ways through which virtual reality (VR) might best be employed to enhance the pediatric patient experience.

Technology-mediated solutions for focus-shifting or distraction positively alter the periprocedural experiences of children, to reduce anxiety and decrease pain response [4]. Current evidence suggests efficacy for technologies such as hand-held video games [5], tablet computers [6], immersive 360 videos [7], and interactive VR games [8]. VR technology has been explicitly explored as an anxiety management intervention in the context of vaccination [9] and acute procedures such as laceration repair and wound care [10]. With recent advances in commercial VR Head-Mounted Display (HMD) devices (eg, Oculus Quest by Oculus VR), the availability of this technology has dramatically increased. Recent market research [11,12] found that of 1917 children (aged <15 years) surveyed in the United States of America, only 19% were unaware of VR technology in the Spring of 2017. This mainstream awareness of VR technology presents an opportunity that we can leverage to develop effective interventions to support pediatric treatment.

The efficacy of VR apps is often attributed to the distraction created by the immersive environment, which creates an illusion of presence in the virtual world [13] and therefore reduces the user’s cognitive resources to attend to distressing stimuli. Distraction in VR may be achieved in two ways: passive and active [14]. Passive engagement can be in the form of viewing an immersive 360-degree video without guiding the user’s attention. Active distraction engages the user in gameplay or cognitive tasks in order to shift their focus to virtual objects and away from the negative stimuli [15]. Distraction can be more effective if patients are engaged in emotionally relevant VR experiences [16] as it enables them to dissociate their virtual and physical bodies [17].

Current examples of VR for managing pediatric anxiety do not exploit the multitude of strategies possible in VR, particularly active distraction. Additionally, there is a lack of knowledge about the needs of pediatric patients as well as the role of other stakeholders involved in patient care, including clinicians and parents, that can be incorporated into future pediatric VR solutions [18]. This study aimed to investigate opportunities for designing VR apps for children and adolescents in order to improve their experience and help them manage anxiety in the context of periprocedural care and immunization.

To achieve this aim, we followed a unique multiperspective and qualitative approach. We collected in-depth data from multiple stakeholders to explore factors that can inform the design of future VR solutions. We conducted a focus group and surveyed clinicians to collect their views on typical strategies for managing pediatric anxiety in periprocedural settings. To understand patient responses to current anxiety management strategies, we conducted semistructured interview sessions with children and their carers.

**Methods**

This study included a focus group and survey of clinicians, in addition to interviews with children and parents using protocols approved by the Sydney Children’s Hospitals Network Human Research Ethics Committee (HREC Reference Number–LNR/18/SCHN/160 HREC/17/SCHN/429). All study participants were recruited from The Children’s Hospital at Westmead, NSW in Australia and provided written informed consent before participation. Focus groups and semistructured interview sessions were audio-recorded.

**Clinicians**

**Focus Group**

Four health professionals were recruited to participate in a 90-minute focus group convened by two researchers; one anesthetist and one human-computer interaction (HCI) researcher. The aim was to gain a better understanding of the strategies used by clinicians to manage periprocedural anxiety in their pediatric patients. The session started with a brief explanation of VR technology, followed by questions that guided the discussion, like “Do you use any particular strategies to shift the focus of children during the procedures?” and “How do you choose which approach will work for which patient?”

**Survey**

A total of 56 clinicians were recruited by email and direct approach to complete a survey, repeated three times, and focusing on children in three age groups: 4-7, 8-11, and 12-17 years old. The questionnaire was developed by researchers with a background in clinical anesthesia based on their experience. Participants rated the likelihood of 13 items to induce anxiety in children and adolescents in the preoperative, operative, and postoperative phases (5-point scales, ranging from “not at all” to “very much”). Participants were then asked to describe strategies based on their experience that made the patient feel good, calm, or reassured before going in for an operation.

**Children and Adolescents**

**Semistructured Interview in the Immunization Clinic**

Three participants were recruited from the immunization clinic for 90-minute interview sessions convened by two HCI...
researchers and a child-life therapist. Participants attended the meetings with their parent(s) but were interviewed without them being present in the room. The interview started with, “Can you tell us about what it was like last time you came in for immunizations?” We then explained the VR technology and asked, “what would you like to see or do in VR?” Drawing and clay play were used to help participants communicate their ideas.

Semistructured Interviews in the Perioperative Setting

Patients presenting for day surgery were approached in the hospital preoperative waiting room for 15-minute interview sessions. Members of the research team with a background in clinical anesthesia developed questions for semistructured interviews that included a series of rating scales to capture how much the participant knew about the hospital visit on the day of the procedure (4-point scale, ranging from “nothing at all” to “everything”). Additional open-ended questions inquired about things that make children feel good about going to sleep for an operation and things about which they were concerned. A final question asked about the quality of previous experiences of anesthesia where relevant (4-point scale, ranging from “very bad” to “very good”).

Parents and Carers

Semistructured Interview in the Immunization Clinic

Three parents were recruited (children were interviewed separately) for 90-minute interviews aimed to gain insight into immunization experiences and strategies that helped their child, like “can you tell us what it was like for your child last time you come in for immunizations?” and “what sort of things have you or someone tried to make the experience easier?” Participants were then briefed on VR technology and asked if they thought it could help their child.

Semistructured Interviews in the Perioperative Setting

Parents and carers were recruited while in the postoperative waiting area, shortly before discharge from the hospital. Each interview lasted about 10 minutes. We used rating scales and open-ended questions, which were developed by researchers with a background in clinical anesthesia based on issues raised by parents and carers in their clinical practice. Participants rated how much they knew about various aspects of the appointment (4-point scale, ranging from “nothing at all” to “everything”). Open-ended questions included “what were good or difficult aspects of their hospital visit and postoperative time?” and “what can be improved?” and whether they were worried about the operation (yes/no). When children had an experience of prior anesthetics, participants rated the quality of that experience (5-point scale, from “very bad” to “very good”).

Results

All interviews and focus group recordings were transcribed. Two researchers performed thematic analysis separately and discussed the outcomes until they agreed on a coding scheme based on similarity in meanings associated with participants’ statements, following what Braun and Clarke [19] identify as a bottom-up or inductive approach. The coding scheme included four themes based on the interview data obtained from children and adolescents in the immunization group, which exhibited similarity to the parents’ group in the same setting. The themes were then used as a coding scheme to analyze interview data in all three groups in that setting. Survey data was tabulated in Excel (Microsoft Corporation), and average ratings defined. Participants’ comments in the perioperative setting were analyzed to identify areas of interest and strategies that helped with calming children based on their experiences.

Clinicians

Focus Group

Participants (2 males, 2 females) were anesthetists (n=2), a registered nurse (n=1), and a child life therapist (n=1). Participants worked with children in a variety of settings, including perioperative care, procedural sedation settings, and immunization services. All participants were familiar with VR technology, but none had used it in their practice. Four themes were identified in the participants’ statements (Textbox 1).
Textbox 1. A summary of clinicians’ perspectives on design and intervention strategies that fulfill the experience and psychological needs of pediatric patients to manage their periprocedural anxiety.

<table>
<thead>
<tr>
<th>Experience needs</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Patient’s prior experience</td>
</tr>
<tr>
<td>• Parent’s attitude</td>
</tr>
<tr>
<td>• Patient’s attitude</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Psychological needs</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Sense of agency</td>
</tr>
<tr>
<td>• Privacy</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intervention strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Set achievable goals for the patient</td>
</tr>
<tr>
<td>• Provide distraction</td>
</tr>
<tr>
<td>• Improve communication</td>
</tr>
<tr>
<td>• Personalize intervention</td>
</tr>
<tr>
<td>• Educate</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Design strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Provide positive emotional experiences</td>
</tr>
<tr>
<td>• Embed narrative storytelling</td>
</tr>
<tr>
<td>• Accomplishment and satisfaction through game tasks</td>
</tr>
<tr>
<td>• Match contextual requirements</td>
</tr>
</tbody>
</table>

**Experience Needs**

The patient’s prior experience and their parent’s attitude towards their child’s anxiety can hinder a child’s ability to manage their periprocedural anxiety or even promote anxiety. In response to prior negative experiences, some children become anxious as soon as the nurse or doctor enters the room. This response is often exacerbated if children detect parental anxiety. Our participants identified three typical personas based on the patient’s attitude: *trusting child* (who is easy to connect with and instruct), *timid child* (engaging with whom requires additional effort by clinicians), and *anxious child* (engaging with whom requires the most effort, and sometimes multiple visits to the hospital).

**Psychological Needs**

Providing a sense of agency (eg, offering realistic choices to the patient) and ensuring privacy throughout the appointment are essential considerations for fulfilling the psychological needs of pediatric patients to manage their anxiety.

**Intervention Strategies**

Typical strategies for pediatric anxiety management include setting achievable goals, so the patient gains a sense of accomplishment, distraction through activities, such as singing songs, blowing bubbles, playing games, communication of information, and allowing time for familiarization. One participant noted, “I gave a mask to a patient to take home, and they practiced diligently every day before the next appointment and were then able to complete the procedure more comfortably.” Participants suggested they tailored their strategies to the specific needs of the patient, such as by adjusting the level or form of distraction. A fundamental difference was evident among the strategies sought by the anesthetists, the child life therapist, and the nurse. Anesthetists’ interactions with children typically last a few minutes. They are focused on negotiating alternative scenarios with the child (eg, a choice between taking the mask or needle injection), whereas the therapist and the nurse in the group wanted to communicate, educate, and prepare children for future appointments.

**Design Strategies**

Participants suggested future VR solutions should provide enjoyable emotional experiences (eg, the thrill of riding a roller coaster), embed narrative storytelling (eg, adventure and exploration), and create a sense of accomplishment in children. Additionally, participants suggested creating virtual experiences that correspond to the events of the physical environments (eg, seeing the wind blow in VR precisely at the time as receiving gas during induction of anesthesia). Physical interaction with the device was noted as important, eg, operating a device with both hands is impractical if one hand must be still for the clinician to establish intravenous access.

**Survey**

Participants were anesthetists (n=23), anesthesia recovery nurses (n=19), and preoperative nurses (n=8). The clinical experience of participants varied from 1 to 30 years (mean 11, SD 8.28). Average clinician ratings indicate their views on what pediatric patients worry about before, during, and after an operation. As
shown in Table 1, the top three worries for the 4-7 year age group were: going to sleep with a needle (mean 4.62, SD 0.60), being surrounded by strangers (mean 3.76, SD 0.92), and not knowing what is about to happen (mean 3.68, SD 1.02). In the 8-11 age group, the top three worries were: going to sleep with a needle (mean 4.08, SD 0.72), not knowing what is about to happen (mean 3.76, SD 0.80), and possible pain after the procedure (mean 3.48, SD 0.89). For patients aged 12-17, the top worries were: pain after the procedure (mean 3.94, SD 0.68), waking up during anesthesia (mean 3.92, SD 0.85), and not knowing what is about to happen (mean 3.64, SD 0.98).

When asked what things could make the child feel good, calm, or reassured before an operation, clinicians specified some strategies that were common to all age groups:

- Being friendly and creating a positive experience to set a favorable precedent,
- Creating a calm perioperative environment,
- Using distraction techniques (eg, blowing bubbles) to provide experiences of joy or surprise, was stated as particularly important for younger children (4-7 and 8-11),
- Keeping familiar items such as toys that are comforting to pediatric patients,
- Effective communication and providing adequate, truthful and age-appropriate preoperation information was described as more relevant to older children (12-17),
- Positive and friendly engagement, eg, sitting with the patient rather than standing, particularly with younger age groups (4-7 and 8-11),
- Allowing parents to be present, keeping parents calm, and
- Acknowledging the child’s agency by offering them choices (eg, gas or needle).

<table>
<thead>
<tr>
<th>Survey question</th>
<th>4-7 years, mean (SD)</th>
<th>8-11 years, mean (SD)</th>
<th>12-17 years, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not knowing what is about to happen?</td>
<td>3.70 (1.02)</td>
<td>3.8 (0.80)</td>
<td>3.6 (0.98)</td>
</tr>
<tr>
<td>Waiting in the pre-op area?</td>
<td>2.6 (0.84)</td>
<td>2.8 (0.97)</td>
<td>2.6 (0.95)</td>
</tr>
<tr>
<td>Going into theatres?</td>
<td>3.6 (0.73)</td>
<td>3.4 (0.25)</td>
<td>3.1 (0.87)</td>
</tr>
<tr>
<td>Being surrounded by strangers?</td>
<td>3.8 (0.92)</td>
<td>2.9 (0.79)</td>
<td>2.2 (0.71)</td>
</tr>
<tr>
<td>Going to sleep with a mask?</td>
<td>3.5 (0.76)</td>
<td>2.9 (0.74)</td>
<td>2.4 (0.86)</td>
</tr>
<tr>
<td>Going to sleep with a needle?</td>
<td>4.6 (0.60)</td>
<td>4.1 (0.72)</td>
<td>3.4 (0.70)</td>
</tr>
</tbody>
</table>

Reflecting on how kids think about the actual operation, do you think they are worried about...

| Complications that might happen during the operation?     | 2 (0.82)             | 2.7 (0.92)             | 3.5 (1.01)             |
| Waking up during anesthesia?                             | 2.4 (1.14)           | 3.3 (1.04)             | 3.9 (0.85)             |

Reflecting on what kids think about what will happen after the surgery itself, do you think they are worried about...

| Pain after the procedure?                                 | 3.2 (0.98)           | 3.5 (0.89)             | 3.9 (0.68)             |
| Feeling sick after the procedure?                         | 2.1 (0.95)           | 2.6 (0.99)             | 3.1 (0.97)             |
| Being okay to go home?                                    | 2.5 (1.18)           | 2.8 (0.91)             | 3.2 (0.87)             |
| Complications after the procedure?                        | 1.7 (0.82)           | 2.3 (0.89)             | 3.2 (0.90)             |
| Having a scar after the operation?                        | 1.8 (0.71)           | 2.6 (1.13)             | 3.4 (0.92)             |
| Making a full recovery?                                   | 2.1 (1.02)           | 2.6 (1.16)             | 3.2 (1.00)             |

Children and Adolescents

**Semistructured Interviews in the Immunization Setting**

Three participants (2 males, 1 female) aged 12-15 years (mean 13) were recruited. All participants said they had prior experience of severe anxiety associated with needles. All participants were familiar with VR technology. Four themes were identified (Textbox 2).
Textbox 2. Children and adolescents’ perspectives of their experience and psychological needs and intervention and design strategies that can help them manage their periprocedural anxiety.

<table>
<thead>
<tr>
<th>Experience needs</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Disconnect from the surroundings through an immersive experience</td>
</tr>
<tr>
<td>• Engage in simple activities that are easy to learn</td>
</tr>
<tr>
<td>• Engage in recreational activities such as creating art</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Psychological needs</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Sense of agency</td>
</tr>
<tr>
<td>• Experience a range of emotions</td>
</tr>
<tr>
<td>• Set emotional goals</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intervention strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Provide distraction</td>
</tr>
<tr>
<td>• Time the distraction well to start distraction before the procedure begins</td>
</tr>
<tr>
<td>• Involve other stakeholders (such as parents) in the intervention</td>
</tr>
<tr>
<td>• Build resilience through empathic relationships (eg, with pets)</td>
</tr>
<tr>
<td>• Personalize intervention</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Design strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Embed narrative storytelling</td>
</tr>
<tr>
<td>• Familiar yet novel design elements</td>
</tr>
<tr>
<td>• Mask unpleasantness, particularly noises</td>
</tr>
</tbody>
</table>

**Experience Needs**

Participants suggested that prior negative experience impedes their ability to manage their anxiety during hospital visits. VR was suggested to be helpful as it is “immersive,” unlike tablet or mobile technology, and it can disconnect them from their physical environment. One participant said, “I just want to get out of there” and wanted to wear the VR headset at the beginning of the appointment to avoid seeing the needle. Simple VR games that are easy to learn and play in a short time were suggested, eg, creating art, playing a favorite sport, singing, and playing music.

**Psychological Needs**

Participants recognized that a useful VR experience must help them calm down autonomously through gameplay. They gave examples of including emotional goals, starting with “excitement” to match their state before receiving an injection (eg, going on exciting VR adventures) and ending with a “relaxing” experience. One participant said, “I know I can never be relaxed immediately, so I want something exciting to begin with.”

**Intervention Strategies**

Distraction strategies were discussed, such as involving other stakeholders in the game experience (eg, an accompanying parent or carer). Participants noted the importance of personalization if these were to occur in VR. One participant wanted to take their pet to the appointment for comfort, which may suggest the relevance of empathic interactions for coping strategies.

**Design Strategies**

Several themed narratives were suggested for a VR app, such as nature, superpowers, learning something new, and playing familiar games. Participants also discussed interactive sensory experiences such as “fast-paced” music to mask procedure noises.

**Semistructured Interviews in the Perioperative Setting**

A total of 65 (44 males, 21 females) participants aged 4-16 (mean 10, SD 3.89) were recruited. Overall, 49 (75%) participants had previous experiences of anesthetics (1 to 17 times, mean 4 times) and rated the quality of those experiences at a mean score of 2, SD 0.81 (4-point scale, “very bad” to “very good”) (Table 2).

Overall, 37 (56%) participants claimed they had worries “about the operation or any other things that might happen before, during, or after the operation.” Worries about what happens while they are asleep were: having bad dreams, inadequate analgesia, duration or depth of sleep, a repeat of a bad experience, and the surgery itself. Worries about the anesthetics were: change of location, loss of sensation, uncontrolled movement while asleep, sharp objects such as needles, and missing friends and school. Finally, worries related to the postoperative experience were: being alone, emotional lability, the presence of an intravenous cannula, overnight admission, removal of tapes, and surgical outcomes.
Concerning children’s knowledge about their hospital visit, the highest rating was given to knowing what happens during the anesthesia (mean 2.28, SD 0.97) and the lowest rating to knowledge about going into the rooms where the operation happens (mean 2.11, SD 0.99).

Table 2. Children’s average ratings of how much they knew about the hospital visit on the day of the procedure (4-point scale, ranging from 1=“nothing at all” to 4=“a lot or everything”).

<table>
<thead>
<tr>
<th>Survey question</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>How much did you know about what it would be like when you got to the hospital?</td>
<td>2.28 (1.02)</td>
</tr>
<tr>
<td>How much did you know about where you would spend time before the surgery?</td>
<td>2.19 (1.03)</td>
</tr>
<tr>
<td>How much did you know about who you would meet before the operation?</td>
<td>2.19 (0.90)</td>
</tr>
<tr>
<td>How much did you know about what it would be like going into the operation room?</td>
<td>2.11 (0.99)</td>
</tr>
<tr>
<td>How much do you know about what happens during an anesthetics?</td>
<td>2.28 (0.97)</td>
</tr>
<tr>
<td>How much do you know about what happens during surgery?</td>
<td>2.16 (1.01)</td>
</tr>
<tr>
<td>How much do you know about what happens to you after the surgery?</td>
<td>2.19 (0.94)</td>
</tr>
</tbody>
</table>

Additional comments revealed opportunities to improve preoperative experiences across all age groups, such as effective communication of preoperative information (knowing they will not be able to feel the pain or needles during the surgery), having a parent present, and anticipation of positive surgical outcomes. Distraction was mentioned by children in age groups 4-7 and 8-11, but not by those age 12+, who additionally mentioned “staff attitude” and “a child-friendly environment.” When asked what could be fun with the anesthetics and operation, responses varied from having access to toys, games, and music, getting well, sleeping, and the hospital facility itself.

Parents
Semistructured Interview in the Immunization Clinic
All three participants identified their child as having severe anxiety related to needles. Only one parent was familiar with VR technology. Details of the four themes are discussed below:
1. **Experience needs.** Participants discussed their emotional experiences, such as helplessness due to their perceived inability to help with their children’s anxiety. One parent felt that they did not have the means or time to prepare their child for appointments at the hospital.
2. **Psychological needs.** Parents mentioned that having information about the procedure affords their child a level of control, whereas feeling that someone is trying to control their child’s response to anxiety only diminishes their ability to manage it. They suggested that being allowed to take personal items to the appointment (eg, their favorite music) is often helpful.
3. **Intervention strategies.** Two strategies were suggested for regulating anxiety during immunization appointments. One was distraction (eg, playing games) so that the child does not “see” the needle, and the other was goal setting to shift their focus from the unpleasant elements.
4. **Design strategies.** Parents described their children as being sensitive (eg, building things up in their head that adds to their anxiety) who sometimes feel guilty for their anxiety. They suggested that a VR experience could help them build a sense of accomplishment and pride.

Semistructured Interview in the Perioperative Setting
A total of 35 parents and carers were recruited. Their children were aged 4-16 (mean 9.86, SD 3.85). Overall, 23 (65%) parents identified their children as having prior experiences of anesthesia (prior instances mean 4.3, SD 4.66), with an average quality of prior experiences rated 3.91, SD 1.04 (5-point scale, “very bad” to “very good”). In total, 12 parents were concerned about what might happen before, during, or after the operation.

When asked how they might describe their child at the beginning of anesthesia (4-point scale, “anxious” to “calm”), the average rating was 3.31 (SD 0.76). The average knowledge about various aspects of the procedure is shown in Table 3. Most items were rated above 3, with the lowest ratings given for knowledge about waiting before the operation (mean 3.09, SD 1.03) and what happens during surgery (mean 3.09, SD 0.97).

When asked about what might improve their child’s preparation for anesthesia, parents suggested making children feel safe to set a better precedent for future appointments. The also suggested creating a positive environment (eg, smaller waiting rooms), distracting and keeping the child occupied (eg, gameplay), clear communication of what to expect, positive engagement with trusting and caring staff and allowing a parent to be present at the time of induction.

When asked about what they found difficult at the hospital, participants cited preoperative anxiety and fasting, worrying about the child will wake up during the surgery, the postoperative state of their child (eg, being disoriented), long waiting times, the environment not being child-friendly, and lack of information about the procedure and logistics (eg, car park).
Table 3. Parents’ (n=35) average ratings of how much they knew about the procedure before arriving at the hospital (4-point scale, ranging from 1=“nothing at all” to 4=“everything”).

<table>
<thead>
<tr>
<th>Survey question</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before arriving today, how much did you know about what to do when you got to the hospital?</td>
<td>3.32 (0.64)</td>
</tr>
<tr>
<td>Before arriving today, how much did you know about what the room where you wait before the operation would be like?</td>
<td>3.09 (1.03)</td>
</tr>
<tr>
<td>Before arriving today, how much did you know about who you would meet before the operation?</td>
<td>3.30 (0.92)</td>
</tr>
<tr>
<td>Before today, how much did you know about what it would be like going into the actual operating room?</td>
<td>3.18 (0.87)</td>
</tr>
<tr>
<td>Before today, how much did you know about what happens during an anesthetic?</td>
<td>3.15 (0.82)</td>
</tr>
<tr>
<td>Before today, how much did you know about what happens during surgery?</td>
<td>3.09 (0.97)</td>
</tr>
<tr>
<td>Before today, how much did you know about what happens after surgery?</td>
<td>3.21 (0.88)</td>
</tr>
</tbody>
</table>

Discussion

There is currently a substantial gap in meaningful and truly human-centered applications of VR for managing pediatric anxiety, which can be addressed by putting design and the needs of the patients at the heart of VR development [20]. In order to characterize effective VR design strategies that are suitable for this population, we conducted a multiperspective investigation. Data obtained through a focus group, survey, and interviews allowed us to synthesize the perspectives of three stakeholder groups: patients, parents, and clinicians. Based on the findings, we propose 10 factors that highlight opportunities for future VR design beyond simple distraction, to enhance the experiences of children and adolescents in the periprocedural setting. These are discussed next.

Factors Determining a Positive Experience for Pediatric Patients

Table 4 summarizes 10 factors to guide the design of future pediatric VR solutions.

Table 4. A list of 10 design factors that can be used as input when devising a solution to assist children with managing their periprocedural anxiety. Groups of participants (clinicians, children, and parents) who have mentioned each factor are identified with an “x.”

<table>
<thead>
<tr>
<th>Design factors</th>
<th>Example</th>
<th>Clinicians</th>
<th>Children</th>
<th>Parents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empathic experience</td>
<td>Diversifying a range of positive experiences such as reassurance, empathy, calm</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Welcoming Environment</td>
<td>Creating a child-friendly and warm environment with minimal complexity in procedures</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Stimulation &amp; distraction</td>
<td>Offering fun and enjoyable experiences (eg, positive surprise) that distract from negative stimuli</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Personalized strategies</td>
<td>Setting achievable goals that are tailored to the child’s ability and providing a sense of accomplishment</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Effective communication</td>
<td>Providing useful information and answering questions helps children deal with their anxiety and increases their confidence</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Engagement with staff</td>
<td>Positive engagements with staff improve emotional support and reduce anxiety</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Involving parents</td>
<td>Feeling that parents are close and part of the procedure provides a feeling of safety and diminishes anxiety in children</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Acknowledging agency</td>
<td>Feeling in control and having some choices provides a sense of agency and confidence in managing anxiety</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Fulfilling emotional needs</td>
<td>Acknowledging the child’s emotional expectations helps them cope with their anxiety (eg, not expecting them to calm down immediately and helping them to work through their emotions)</td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Familiar design</td>
<td>Familiar forms of technology and design can improve the child’s belief that they have the tools to manage their anxiety</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

Experience

VR can offer a positive experience of reassurance, empathy, and calm to negate children’s anxiety. Empathy, in particular, is demonstrated valuable in Farmoo, a VR app that allows pediatric cancer patients to care for a virtual farm and companion character [21].

Welcoming Environment

Immersive VR environments can establish a sense of presence in a child-friendly, intimate, and age-appropriate virtual space with proportionality cultivating confidence and preventing the child from feeling small.

Stimulation and Distraction

Our findings suggest distraction paired with stimulating emotional experiences such as positive surprise, is desirable.
and may help children disconnect from distressing elements of the environment. Positive emotions are shown to alleviate psychological stress [22] and improve the efficacy of distraction through VR [18].

**Personalized Strategies**

Distraction in VR can be tailored to a patient’s age and abilities and preferences to set achievable goals and elicit a sense of accomplishment, as noted by parents and clinicians in our study. All three stakeholder groups agreed that VR solutions should affirm the child’s belief that they have the tools to manage their anxiety. From our findings, we can infer that the clinicians’ perception of “what would make a child feel good, calm and reassured” is primarily based on their existing knowledge of an average child’s cognitive abilities appropriate to that age group. Therefore, for the oldest age group (12-17), clinicians cited “effective communication such as providing adequate, truthful and age-appropriate preoperative information” while considering “using distraction techniques” and “positive staff engagement” as vital to the 8-11 and 4-7 age groups. However, children from all three age groups cited that it was effective communication that made them feel good about going to sleep for the operation. Although distraction was mentioned by the younger children (4-7 and 8-11), it was not mentioned by those in the adolescent group. This result was different from the clinicians’ response that distraction was a priority for the 12-17 age group.

**Effective Communication**

Our findings demonstrated the importance of providing adequate information for reducing pediatric anxiety. In our study, 56% (n=36) of children and nearly 30% (n=12) of parents in the preoperative setting expressed worry about all stages of an operation when their knowledge about the operating room was lowest. This result confirms the need for better communication of information with patients and their carers. There have been some examples in this area, with mixed results. Ryu et al [7] showed a VR tour of the operating room to children aged 4-10 and found it significantly reduced their anxiety. However, Liszio and Masuch’s [23] playful VR simulation of an MRI procedure for children aged 8-15 did not produce a significant reduction in patients’ anxiety. Instead, it reduced the parents’ anxiety and enhanced clinician satisfaction. Eijlers et al [24] similarly used VR to show the operating room to children (n=191, aged 2-12) before surgeries. They also found no significant changes in self-reported anxiety; however, patients needed rescue analgesia significantly (P=.002) less often (55%) than the control group (95.7%). The challenges of measuring the efficacy of VR intervention are not trivial. Although self-reported anxiety was not reduced in these cases, meaningful clinical measures (ie, rescue analgesic requirement) did confirm a significant difference. Future studies may need to examine the impact of integrating multiple design factors (in Table 4) into a holistic VR plan for children to manage their anxiety.

**Engagement With Staff**

In addition to supporting the implementation of VR solutions, staff can partake in a virtual experience to further connect with the patient and even personalize the VR app based on the patient’s age and abilities. *Voxel Bay*, for example, is a VR app where some game features are controlled by the clinician to provide a positive surprise to the child [8].

**Involving Parents**

Similar to engagement with staff, VR provides an excellent platform to create a parental presence during the procedure. All three groups of stakeholders in our study stated this is crucial for managing pediatric patient’s anxiety.

**Acknowledging Agency**

All groups involved in our study confirmed that fostering agency is vital to pediatric patient’s ability to manage their anxiety. Agency is exemplified in *Voxel Bay* VR app [8] in the form of several choices afforded to the patient from customizing their cardboard VR headset to picking a companion game character.

**Fulfilling Emotional Needs**

Our research identified emotional goal-setting as a unique strategy to support anxiety management. Children interviewed in our study independently identified that at the commencement of procedures, significant anxiety results in a state of heightened arousal, which a VR experience should match before any attempt to induce relaxation or distraction. To our knowledge, this remarkable finding has not been implemented in any study or existing app. Surprisingly, this strategy was not suggested by clinician participants in our research, further illustrating the relevance of a multiperspective approach for mapping future design opportunities.

**Familiar Design**

Both clinicians and children in our study stated that having familiar items at the hospital is comforting. This need for a comfort item can be achieved in VR by embedding a familiar design or music in the app, potentially reducing barriers to app learnability, as noted by our young participants.

**Future Design Directions for Pediatric VR Solutions**

The diversity of the 10 design factors generated based on our findings reveals the complexities and potential challenges in meeting the experiential, psychological, and intervention needs of pediatric patients and their carers through one VR solution. Ahmadpour et al [18] called for skill-building in VR to allow patients to become active agents in their care in a variety of ways. Building meaningful skills in VR necessitates a holistic approach due to the temporality of periprocedural experience with different needs becoming prominent at different stages of the procedure. Therefore, any individual VR solution cannot encompass all 10 factors. Instead, the factors can be mapped to address specific needs at different points of the patient’s journey (before the medical procedure and during the procedure), as shown in Figure 1.
This effort may start with a communication-focused VR app to familiarize the patient and carers with the details of their procedure in advance. This can then be coupled with a procedure-focused VR solution to strategically shift the patient’s focus and set emotional goals to help them manage their anxiety autonomously. Design elements that are stimulating, welcoming, and engaging of staff or parents through gameplay, may enhance the effectiveness of these apps.

The research presented in this paper is part of the larger Kids Immersive VR (KiDiVR) project, a collaboration between The University of Sydney and The Children’s Hospital at Westmead, which aims to establish a suite of VR apps to augment the pediatric patient journey. This study helped us scope and define the opportunities within the KiDiVR suite. The next phase will involve ideation and prototyping. Specifically, we seek to create a novel VR app to test the efficacy of using emotional goals to guide patient arousal from high to low in order to reduce their anxiety. Our approach is iterative, and therefore we will seek feedback from multiple stakeholders throughout our process to ensure their values are captured, and their needs are met.

Limitations
This study has several limitations. We collected qualitative and quantitative data using tailored questions. This decision was made due to the exploratory nature of our study as a preliminary effort to capture the values and needs of multiple stakeholder groups. The findings should, therefore, be verified using validated tools in the future. The validity of the 10 proposed design factors should be examined using VR prototypes and through controlled clinical trials. We identified a limitation in methods used to assess the efficacy of pediatric VR apps in the literature when testing mainly relied on self-reported anxiety. Future research could address this limitation by investigating the efficacy of VR apps using a combination of meaningful clinical measures (eg, need for rescue analgesia), physiological measures of anxiety, and qualitative assessment (eg, satisfaction), as suggested by Ahmadpour et al [18].

Our participants were recruited from one hospital in Australia. The sample size in our immunization group was small, which limited our interactions with this potential but important target user group. Although we were able to recruit a wide range of respondents in our perioperative group, more diversity in the sample and recruitment from other institutions may result in different perspectives. There is also the potential for selection bias to be introduced, as volunteers for this form of research may represent a more engaged and active group than the general population. All clinicians in the focus group were familiar with VR technology, as were the children and adolescents in the immunization group. All but one parent from the latter group were also familiar with VR. The clinicians and participants in the immunization group were recruited based on direct contact, which may be classified as a convenience sampling approach. Our participants in the immunization group self-identified as having severe anxiety, which was not formally assessed. These may be considered as limitations of our study and challenge the reliability of our findings. We will address these limitations in future studies by recruiting a larger sample using random methods to ensure participants represent a variety of subgroups (eg, those not familiar with VR technology) and performing data triangulation.

Conclusions
This research highlights the value of obtaining multiple perspectives for identifying the needs and values of patients. We identified 10 factors that may inform future VR solutions to enrich the periprocedural experiences of children and adolescents. A striking similarity was evident in the key factors identified by children, parents, and clinicians, including
personalization of strategies to help children build skills to deal with their periprocedural anxiety. Many existing VR apps are used to mediate distraction techniques equally to all users irrespective of their abilities, needs, and preferences. There is an opportunity to maximize the utility of VR as a procedural support tool at different points of patients journey, particularly by using a communication-focused solution before the appointment and an procedure-focused solution during the appointment to set meaningful goals for the patient.
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Abstract

Background: In Taiwan, which has one of the most rapidly aging populations in the world, it is becoming increasingly critical to promote successful aging strategies that are effective, easily usable, and acceptable to institutionalized older adults. Although many practitioners and professionals have explored aromatherapy and identified its psychological benefits, the effectiveness of combining 3-dimensional (3D) virtual reality and hands-on aromatherapy remains unknown.

Objective: A quasi-experimental trial was designed to evaluate the effectiveness of this combination in lowering perceived stress and promoting happiness, sleep quality, meditation experience, and life satisfaction among institutionalized older adults in Taiwan.

Methods: A total of 60 institutionalized elderly participants either received the combined intervention or were in a control group. Weekly 2-hour sessions were implemented over 9 weeks. The outcome variables were happiness, perceived stress, sleep quality, meditation experience, and life satisfaction, which were assessed at baseline and after the intervention.

Results: Generalized estimating equation (GEE) analyses indicated that the experimental group showed significant post-intervention improvements in terms of scores for happiness, perceived stress, sleep quality, meditation experience, and life satisfaction (n=48; all P < .001). Another GEE analysis showed that the significant improvements in the 5 outcome variables persisted in participants aged 80 years and older (n=35; all P < .001).

Conclusions: This is the first trial to explore the effectiveness of a combination of 3D virtual reality and hands-on aromatherapy in improving older adults’ psychological health. The results are promising for the promotion of psychological health in institutionalized older adults.

Trial Registration: ClinicalTrials.gov NCT04324216; https://clinicaltrials.gov/ct2/show/NCT04324216.

(J Med Internet Res 2020;22(7):e17096) doi:10.2196/17096
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Introduction

Scientific and technological advancements and the resulting improvements in human living environments and medical treatments have resulted in a gradual aging of the human population. In 2016, the global average life expectancy at birth was 72.0 years. It is estimated that by 2050, the proportion of adults over 60 will double [1,2]. Taiwan’s elderly population is one of the fastest growing in the world, and with a 14.1% elderly population rate in 2018, the country has become an aged society. This figure is expected to exceed 20% by 2026, with Taiwan then becoming a super-aged society. In order to actively plan and prepare for successful aging under these circumstances, evidence-based health promotion programs for elderly persons have gained top priority so that elderly persons can have healthy and productive lives.

However, previous studies showed poor psychological health among older residents of Taiwanese nursing homes. For example, the prevalence rates of unhappiness, poor sleep, depression, and anxiety among surveyed residents of Taiwanese nursing homes were 50% [3], 46.4% [4], 37% [5], and 26.3% [6], respectively. In addition, diminished life satisfaction and higher depression [7] were identified in nursing home residents compared with their community-dwelling counterparts, which indicates the need for psychological health interventions for the institutionalized population.

Aromatherapy, also known as essential oil therapy, is a complementary treatment that uses ingredients from different parts of plants, such as leaves, flowers, and seeds, to yield aromatic essential oils using different extraction techniques. Aromatherapy is widely used clinically in the treatment of chronic pain, anxiety, depression, cognitive disorders, insomnia, and stress-related diseases [8-10]. Studies have shown that essential oils can alleviate participants’ depression [11,12] and perceived stress [11,12] and improve sleep quality [13], meditation experience [14], and quality of life [15].

A descriptive exploratory study investigating the prevalence and type of complementary and alternative medicine (CAM) use among older Taiwanese patients with depression found that 69.6% of participants reported using at least one form of CAM, and 20.9% used aromatherapy in the past 12 months; in addition, 6.8% and 7.3% reported using aromatherapy for treating their depression weekly and daily, respectively [16]. The researchers concluded that the popularity of CAM appears to be a consequence of individuals’ preferences for a more holistic approach to health care.

Another study in Taiwan indicated that among 3 alternative remedies, aroma massage was a more effective intervention than cognitive stimulation therapy and reminiscence therapy in alleviating the agitated behavior and depressive symptoms of residents with dementia in 10 nursing homes [17]. Aroma massage has the advantage of being an easy-to-learn intervention for staff working with persons with dementia. The findings of this study contributed to clinical practice in nursing homes [17].

Three-dimensional (3D) virtual reality (VR) involves participants using devices, such as helmets and joysticks, to observe a virtual scene. This approach allows situational teaching; it provides an interactive learning environment that is not limited by time and space, thereby increasing convenience in learning and allowing real-time practice. The 3D virtual world provides rich interactions to maintain users’ attention in environments similar to the real world. Furthermore, 3D VR is interactive, integrated, and imaginative, and can be used to aid learning [18]. A strong relationship was found between depth of interaction and engagement duration, with user engagement time increasing due to the high interaction with the environment [19]. The advantages of 3D VR educational activities include avoiding the laborious traffic of learners, increasing social participation and interpersonal communication, and not being limited by time. Since these activities can be experienced and practiced any time, they are convenient for older adults with mental disabilities. Furthermore, the effectiveness of 3D VR programs for the psychological health improvement of older adults is well supported by prior literature [20].

The combination of 3D VR and hands-on aromatherapy allows for a powerful learning experience and facilitates the construction of a 3D space for aromatherapy products. There is some evidence that VR can help increase learners’ interest and motivation and effectively support knowledge transfer, since the learning process can be settled within an experiential framework [21]. In this regard, 3D VR could provide experiences with new technologies through actual use—learning in VR environments requires interaction, thus encouraging active participation rather than passivity.

Until now, it has been difficult to provide elderly persons with an opportunity to practice before performing hands-on aromatherapy activities. However, the emergence of 3D VR can solve this problem. If 3D VR can be successfully used, the difficulties elderly participants experience when engaging in hands-on aromatherapy activities might be overcome. Another advantage of a 3D VR educational activity is that it can prevent the waste of materials in hands-on activities for institutionalized older adults.

Because older adults’ hearing and hand-eye coordination are relatively poor compared with young and middle-aged adults, they are more likely to struggle with the hands-on aromatherapy activities, based on our practical experience. Thus, older adults need more workers and material support for successful engagement in hands-on activities. If the elements of 3D VR technology can be integrated into the aromatherapy intervention and reduce the burden of human and material resources, it will significantly contribute to the CAM literature. It is reasonable to conduct research that explores 2 effective strategies combined to improve the psychological health of institutionalized older adults. Therefore, the purpose of the present study was to explore the effectiveness of a combined program of 3D VR and hands-on aromatherapy in improving institutionalized older adults’ psychological health.
Methods

Participants

We used a quasi-experimental design, which was found to be a common study design in aromatherapy studies in a meta-analysis [22]. The research team visited 2 nursing homes and gave an introduction to the purpose and methods of the study. The nursing home which provided the consent earlier than the other was assigned as the experimental group. The other nursing home became the control group and received a compact intervention program after completion of the study. The experimental nursing home included 432 beds, and residents had a mean age of 85.2 years (male: 134/432, 31.0%). The control nursing home included 248 beds, and residents had a mean age of 84.6 years (male: 82/248, 33.1%).

A total of 30 participants were recruited from each nursing home through posters and advertisements, and the total number of participants was 60. According to Kirk [23], for an estimated effect size (estimated population mean group difference divided by the estimated population standard deviation) of .80, the approximate sample size required is 26 for each group when $\alpha$ is set at .05 and the power is set at .80. A previous aromatherapy study yielded significant pre-post intervention improvements in psychological health with an identical sample size [24]. Therefore, the sample size in this study (N=60) was large enough to detect intervention effects. At the end of the intervention, 6 older adults withdrew from the intervention because of serious sickness, hospitalization, etc.

The elderly participants in this study were all older than 65 years. The selection criteria included having the ability to understand verbal instructions, provide simple responses, and operate a joystick freely with at least one hand. The exclusion criteria were (1) a history of severe psychiatric conditions, (2) dementia, (3) significant visual or hearing impairment, (4) marked upper motor difficulties that could affect the participant’s ability to participate in the study, and (5) currently suffering from severe illnesses (eg, stroke, Parkinson disease).

Ethics Statement

The study received approval from the Research Ethics Review Committee of National Taiwan Normal University (201903HM012). We confirm that we have obtained verbal permission to use images of the individuals included in this article.

Recruitment and Baseline Procedure

A flowchart outlining participant enrollment and assessments is provided in Figure 1. After selecting the elderly care institutions, the research team approached the executive director and staff to explain the research purpose, method, and protocol. After obtaining permission to conduct the study, we posted recruitment messages to invite potential participants who met the inclusion criteria to participate in this study, and we scheduled one-on-one visits. Before obtaining written consent, we provided face-to-face explanations to potential participants, and participants then signed the consent form.

After potential participants were identified, we provided an orientation session with 3D VR and hands-on aromatherapy to test the feasibility and acceptance of the combination program. Participants indicated their appreciation of this arrangement and reported that the 3D VR program could help them perform better in the subsequent hands-on aromatherapy activities. The research team members collected their baseline data in a quiet room provided by the nursing home.

During the implementation period of the intervention, a medical professional, staff of the nursing home, and an aromatherapy professional were available to ensure the safety of the participants. The counterparts in the control group did not receive the aromatherapy intervention at the same time.
Combination of 3D VR and Hands-On Aromatherapy

The intervention consisted of 2-hour weekly sessions over 9 weeks. The first week involved ice-breaking activities, during which the participants were taught to wear 3D VR helmets and operate VR handles with familiar VR scenes so that the participants could practice multiple times to avoid dizziness. The contents of the program are shown in Figure 2.

The research team developed the combination program, involving aromatherapy, long-term care, elderly health promotion, and health education professionals. The characteristics of the 3D VR and hands-on aromatherapy program were appropriate for the psychological status of the elderly participants. The final versions of each session (see Multimedia Appendix 1) were prepared after multiple careful revisions of the program. Each session was delivered over 2 hours once a week, and in each session, the participants received hands-on guidance for preparing an aromatherapy product that they could use for the next 7 days. Conducted by 2 trained aromatherapy professionals with certifications from both the UK International Federation of Aromatherapists and the US National Association of Holistic Aromatherapy, with graduate students working as facilitators, the intervention was designed to promote happiness, stress relief, sleep quality, meditation experience, and life satisfaction. The prior findings in the “Introduction” section provided the evidence that helped us determine the program components and select the responsive psychological outcomes in the study.

The participants in the experimental group were divided into multiple groups with a facilitator to enhance individual engagement and solve the problems associated with operating the 3D VR device. A staff member of the nursing home asked participants to record a 7-day log of daily usage of the hands-on aromatherapy product, seen in Figure 2. This log was aimed at increasing the intervention intensity of the program to secure the expected effects. The staff checked participants’ logs weekly during the intervention period. All the participants successfully finished the 8-week logs with the support of the assisting staff. The participants were paired with the same group members and facilitator throughout the intervention in order to build rapport. Facilitators received a 2-day training workshop (16 hours total) to acquire knowledge of 3D VR and aromatherapy skills to assist in the activities performed by the participants.
Measures
Sociodemographic variables assessed at baseline included age, gender, and educational level. The psychological outcome variables are presented below.

Happiness
The Oxford Happiness Inventory was used to measure happiness. It consists of 29 items and assesses the following 7 concepts: positive cognition, social commitment, positive affect, sense of control, physical fitness, satisfaction with self, and mental alertness [25]. Each item is scored on a Likert-type scale ranging from 1 to 4, with higher scores indicating a higher level of happiness. The Cronbach $\alpha$ coefficient was .92 during its development [26] and .90 in this study.

<table>
<thead>
<tr>
<th>Session</th>
<th>3D VR</th>
<th>Hands-on practice</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><img src="image1.png" alt="Image 1" /></td>
<td><img src="image2.png" alt="Image 2" /></td>
</tr>
<tr>
<td>2</td>
<td><img src="image3.png" alt="Image 3" /></td>
<td><img src="image4.png" alt="Image 4" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="image5.png" alt="Image 5" /></td>
<td><img src="image6.png" alt="Image 6" /></td>
</tr>
<tr>
<td>4</td>
<td><img src="image7.png" alt="Image 7" /></td>
<td><img src="image8.png" alt="Image 8" /></td>
</tr>
<tr>
<td>5</td>
<td><img src="image9.png" alt="Image 9" /></td>
<td><img src="image10.png" alt="Image 10" /></td>
</tr>
<tr>
<td>6</td>
<td><img src="image11.png" alt="Image 11" /></td>
<td><img src="image12.png" alt="Image 12" /></td>
</tr>
<tr>
<td>7</td>
<td><img src="image13.png" alt="Image 13" /></td>
<td><img src="image14.png" alt="Image 14" /></td>
</tr>
<tr>
<td>8</td>
<td><img src="image15.png" alt="Image 15" /></td>
<td><img src="image16.png" alt="Image 16" /></td>
</tr>
<tr>
<td>9</td>
<td><img src="image17.png" alt="Image 17" /></td>
<td><img src="image18.png" alt="Image 18" /></td>
</tr>
</tbody>
</table>
Perceived Stress

The Perceived Stress Scale is a self-reported scale that measures the degree of stress experienced by an individual over the last month. In comparison with life events, it has shown good predictive validity for various health outcomes [27]. The scale consists of 14 items [27], 7 positive and 7 negative, and was translated into Chinese. Each item is scored on a Likert-type scale that ranges from 0 (never) to 4 (very often). The scale has been shown to have good internal reliability, with a Cronbach α coefficient of .84 during its development [27] and .85 in this study.

Sleep Quality

The Pittsburgh Sleep Quality Index [28] was used to measure sleep quality. It is an effective instrument used to measure the quality and patterns of sleep in older adults. It differentiates poor from good sleep by measuring 7 domains over the last month: subjective sleep quality, sleep latency, sleep duration, habitual sleep efficiency, sleep disturbances, use of sleep medication, and daytime dysfunction. The scoring plan was followed according to the description provided in a previous study [28].

Meditation Experience

A shortened version of the 10-item Experiences During Meditation (EOM-DM) scale [25] was used to measure the experience of meditation. The original EOM-DM contains the following 5 subscales: cognitive effects, emotional effects, mystical experiences, relaxation, and physical discomfort. The first 2 subscales were appropriate for our study and were thus selected to measure the meditation experience. Each item was scored on a Likert-type scale from 1 to 5, with higher scores indicating a higher level of experience during meditation. The Cronbach α coefficients for the 2 subscales were .83 and .87 during its development [25] and .90 and .89 in this study.

Life Satisfaction

The life satisfaction scale for older adults developed by the Health Promotion Administration of the Ministry of Health and Welfare [29] was used to measure participants’ life satisfaction. This scale is a short-form version containing 10 items from the 20-item Life Satisfaction Index A [30]. Items are scored as 0 (disagree) and 1 (agree). The total raw score ranges from 0 to 10, with higher scores indicating a higher level of life satisfaction. The reliability of the Kuder-Richardson Formula 20 was 0.72.

Data Analyses

Descriptive analyses were conducted for demographic and outcome variables. A 2-tailed t test and a chi-square test were used to compare differences in age, education level, and gender between the experimental and control groups. Because the use of a fragmented univariate test may lead to an inflated overall type I error, Hotelling $T^2$ test (multivariate 2-group test) was performed for group comparisons of the 5 outcome measures at baseline [31]. A generalized estimating equation (GEE) was used to investigate the effect of time point, group, and their interaction on the outcome variables; GEEs enable an understanding of the patterns of change and their effects at both the individual and group levels by estimating the average response of the population (the population average effect), rather than regression parameters that would enable prediction of the effect of changing one or more covariates on a given individual [32]. Statistical analyses were conducted using SPSS (version 20.0; IBM Corp).

After the first-round analysis, we found that all outcome variables showed significant improvements ($P<.001$). This indicated that we could conduct a further analysis for the smaller sample of participants aged 80 and older (very old adults) in order to explore the intervention effects for this group. This further analysis is meaningful because a growing number of residents in nursing homes are in this age group, and these results are important to secure information on the implementation of the combined program for this population.

Results

Sociodemographic Data

The participants’ average age was 83.03 (SD 7.6) years and 81.92 (SD 9.0) years in the experimental and control group, respectively. There were no statistically significant differences in participants’ education levels and gender distribution between the experimental and control groups. Hotelling $T^2$ results revealed that the 5 outcome measures at baseline were not significantly different between the groups ($T^2=10.95; F_{5,30}=2.00; P=.10$). Since the overall result was not statistically significant, we did not analyze each outcome variable separately.

Improvements in Outcome Variables

Group differences in the patterns of change over time are shown in Figure 3. The results of GEE analyses indicated that the experimental group showed significant postintervention improvements in comparison with the control group in terms of the scores for happiness, perceived stress, sleep quality, meditation experience, and life satisfaction, as seen in Table 1. There was a significant group time interaction for the 5 outcome measures. The experimental group showed an improvement in the scores for happiness (GEE coefficient=12.58; $P<.001$), perceived stress (GEE coefficient=12.00; $P<.001$), sleep quality (GEE coefficient=−4.72; $P<.001$), meditation experience (GEE coefficient=11.92; $P<.001$), and life satisfaction (GEE coefficient=1.79; $P<.001$).

The majority of participants were adults aged 80 years and older (n=20 and n=15 in the experimental and control group, respectively), and the GEE analysis yielded a significant group time interaction for the 5 outcome variables. The experimental group showed an improvement in the scores for happiness (GEE coefficient=12.43; $P<.001$), perceived stress (GEE coefficient=13.00; $P<.001$), sleep quality (GEE coefficient=−4.46; $P<.001$), meditation experience (GEE coefficient=12.15; $P<.001$), and life satisfaction (GEE coefficient=1.55; $P<.001$).

http://www.jmir.org/2020/7/e17096/
Figure 3. Changes in happiness, perceived stress, sleep quality, meditation, and life satisfaction between experimental and control groups.
Table 1. Results of generalized estimating equation analyses.

<table>
<thead>
<tr>
<th></th>
<th>GEE coefficient</th>
<th>SE</th>
<th>95% Wald CI</th>
<th>Wald chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Lower</td>
<td>Upper</td>
<td></td>
</tr>
<tr>
<td><strong>Happiness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group (experimental group)</td>
<td>-1.17</td>
<td>2.74</td>
<td>-6.53</td>
<td>4.20</td>
<td>.67</td>
</tr>
<tr>
<td>Time (posttest)</td>
<td>-2.50</td>
<td>0.79</td>
<td>-4.05</td>
<td>-0.95</td>
<td>.002</td>
</tr>
<tr>
<td>Group (experimental group) x time (posttest)</td>
<td>12.58</td>
<td>1.84</td>
<td>8.98</td>
<td>16.19</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Perceived stress (reverse scoring)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group (experimental group)</td>
<td>-3.96</td>
<td>2.38</td>
<td>-8.63</td>
<td>0.72</td>
<td>.10</td>
</tr>
<tr>
<td>Time (posttest)</td>
<td>-0.25</td>
<td>0.73</td>
<td>-1.68</td>
<td>1.18</td>
<td>.73</td>
</tr>
<tr>
<td>Group (experimental group) x time (posttest)</td>
<td>12.00</td>
<td>1.72</td>
<td>8.64</td>
<td>15.36</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Sleep quality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group (experimental group)</td>
<td>-0.72</td>
<td>0.97</td>
<td>-2.63</td>
<td>1.18</td>
<td>.46</td>
</tr>
<tr>
<td>Time (posttest)</td>
<td>0.64</td>
<td>0.39</td>
<td>-0.12</td>
<td>1.40</td>
<td>.10</td>
</tr>
<tr>
<td>Group (experimental group) x time (posttest)</td>
<td>-4.72</td>
<td>0.65</td>
<td>-5.99</td>
<td>-3.45</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Meditation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group (experimental group)</td>
<td>-3.01</td>
<td>1.50</td>
<td>-5.94</td>
<td>-0.07</td>
<td>.04</td>
</tr>
<tr>
<td>Time (posttest)</td>
<td>-1.79</td>
<td>0.59</td>
<td>-2.95</td>
<td>-0.63</td>
<td>.002</td>
</tr>
<tr>
<td>Group (experimental group) x time (posttest)</td>
<td>11.92</td>
<td>1.33</td>
<td>9.32</td>
<td>14.52</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Life satisfaction</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group (experimental group)</td>
<td>0.25</td>
<td>0.59</td>
<td>-0.90</td>
<td>1.40</td>
<td>.67</td>
</tr>
<tr>
<td>Time (posttest)</td>
<td>0.08</td>
<td>0.17</td>
<td>-0.24</td>
<td>0.41</td>
<td>.62</td>
</tr>
<tr>
<td>Group (experimental group) x time (posttest)</td>
<td>1.79</td>
<td>0.42</td>
<td>0.97</td>
<td>2.61</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aGEE: generalized estimating equation.
bReference group (group): control group.
cReference group (time): pretest.
dReference group (group time): control group pretest.

Discussion

Principal Findings

To our best knowledge, this is the first interventional study to use 3D VR and hands-on aromatherapy in a combined program and verify its effects on the psychological health of institutionalized older adults through an appropriate research method. A unique feature of this study is that the participating older adults engaged in hands-on preparation of aromatherapy products that they were then encouraged to use daily over the subsequent week. In addition, a research team member tracked the participants’ 7-day use of each aromatherapy product over 8 weeks. We believe that these strategies successfully increased the intervention intensity compared with previous studies, which often lacked a supporting strategy and tracking design for the daily use of hands-on aromatherapy products [33]. These results hold promise for the promotion of this combined aromatherapy program in nursing homes. In addition, the subgroup analyses targeting very old adults also demonstrated similar effects, which suggests that combined aromatherapy programs could be successfully adopted by decision-makers in nursing homes, given the recent sharp increase in the percentage of very old adults in these facilities. The number of very old adults is projected to increase more than threefold from 137 million to 425 million between 2017 and 2050 [2].

We used the outcome variable of happiness instead of depression, which was used in another study [34]. Therefore, we selected the Oxford Happiness Inventory, which is derived...
from the Beck Depression Inventory but contains more concepts. Congruent with previous studies, the current findings support the positive effect of short-term interventions on happiness among older adults. Tang and Tse [12] also found short-term improvements with hands-on aromatherapy for patients with depression. However, our posttest scores indicated that the intervention effect was observed after a 9-week intervention, which is different from a previous study [35] that only reported the short-term effect of aromatherapy for older adults with depression.

Moreover, we found an alleviating effect of aromatherapy on perceived stress, which is in line with a previous study [12] in which participants verbally reported stress relief after the first week of the 2-week aromatherapy intervention for stress management. The intervention effect observed in the posttest scores in our study indicated that the use of aromatherapy to decrease perceived stress in older adults is a promising approach. Aromatherapy could successfully reduce the levels of stress hormones and stimulate the production of β-endorphins [36]. For example, a previous study indicated that inhaling lavender and rosemary essential oils can increase free radical–scavenging ability and reduce cortisol secretion, relaxing muscles, relieving stress, and producing calmness [37].

Regarding sleep, a meta-analysis of 12 studies showed that the use of aromatherapy was effective in improving sleep quality [22], suggesting that readily available aromatherapy treatments appear to be effective in promoting sleep. Another systematic review and meta-analysis [13] including 31 trials with a randomized controlled design also indicated a significant effect of aromatherapy on sleep quality. In line with this, our participants reported a significant improvement in sleep quality (P<.001) in terms of posttest scores.

Smith and Kyle [38] indicated that the effects of aromatherapy are mediated by the stimulation of the limbic system by the chemical components or molecules of essential oils that are detected by the olfactory system after inhalation, which activates the hypothalamus and pituitary gland. Olfactory nerves then send signals to the limbic system to trigger memories and emotional responses and thus relieve mental stress.

However, in a systematic review and meta-analysis [13], 11 of 31 trials did not demonstrate any significant effects on sleep quality associated with the use of aromatherapy delivery modes such as inhalation, massage, and oral ingestion; the use of a blend of essential oils or a single essential oil; or the delivery with a mixed method (eg, acupressure massage). Thus, sleep quality interventions using aromatherapy should be administered on the basis of specific guidelines to ensure an efficient use of aromatherapy. We also propose that guidelines should be developed via a systematic approach by conducting appropriate research.

Regarding meditation, a previous study examining 20 adults’ meditation processes demonstrated electroencephalogram changes with lavender inhalation, which presented as an increase in fast theta and slow alpha activities in the frontal area during meditation [39]. Redstone [14] reported that meditation and aromatherapy caused a patient to say, “This is the first time I can sit for more than 5 minutes.” In line with the findings of previous research, our findings supported the significant effect of the combination of 3D VR and hands-on aromatherapy on the meditation experience. The effects of the combined program on the experience during meditation is an interesting topic that researchers can further explore in the future.

Aromatherapy has been found to be effective in improving psychological symptoms as well as overall quality of life, especially among patients with cancer [40]. We focused on a different study population, namely residents of nursing homes, which will have a wide application in the future. However, some previous studies have also indicated that aromatherapy did not improve life satisfaction [41] or quality of life [42] in the experimental group compared with the control group. These discrepancies might result from differences in the essential oils and targeted psychological variables in the studies. For example, Soden et al [42] used lavender essential oil and an inert carrier oil in their aromatherapy group, and their results were unable to demonstrate any significant long-term benefits of aromatherapy or massage in terms of improving quality of life.

A Cochrane systematic review [43] indicated that aromatherapy is commonly delivered with massage, which serves as complementary therapy that can reduce symptoms and improve the quality of life of patients with cancer. However, although the review found that there was some indication of benefit in the aromatherapy + massage group, this benefit might not be clinically significant due to the small sample size of the studies. The contribution of our study is that it delivered a combination of 3D VR and hands-on aromatherapy to residents of nursing homes, which successfully enhanced their psychological health. Our findings are promising and could encourage researchers and practitioners to provide interventions combining technology and aromatherapy. Our findings suggest that aromatherapy confers benefits for psychological health. However, the methodologies employed in previous studies were heterogeneous, lacked replicable assessments and long-term follow-up, and employed small sample sizes. Replication, longer follow-up periods, and larger trials are critical in future research to accrue the necessary evidence for the research and development of aromatherapy.

**Limitations**

First, because the program integrated 3D VR and hands-on aromatherapy, the contribution of either approach cannot be easily isolated using the current study design, as they are linked to each other. To validate the effectiveness of the 2 approaches separately, additional studies should be conducted using controlled trials with enough power. Second, we cannot comment on the longer-term effectiveness (ie, 12 months postintervention) of our program. Additional follow-up is needed to determine how the described intervention program affects older adults’ psychological health beyond 12 months after completion of the intervention. Third, the intervention might not apply to frail older adults, but it indicated that if more support is provided, such as the involvement of family members and caregivers, frail older adults could also participate in the program.
Conclusion
The results are important for supporting similar future programs for institutionalized older adults. Our program adopted an innovative approach to improve psychological health among institutionalized older adults. A combination of 3D VR and hands-on aromatherapy activities provides more learning opportunities compared with other aromatherapy interventions. In addition, tracking the participants’ use of each aromatherapy product for 7-day periods over 8 weeks was a successful approach, as it extended the connection with participants outside the classroom and contributed to the significant improvements in psychological health among participants. In the future, the effectiveness of this approach may be scientifically verified by comparing 2 groups: those who receive only the aromatherapy program and those who receive the aromatherapy program and a monitoring approach such as usage logs.

To ensure early interventions for institutionalized older adults who experience psychological distress and to prevent the development of multiple psychological disorders, researchers and staff in nursing homes should target the older adults who are still in a state of psychological subhealth. Providing one-on-one interventions in nursing homes may not always be feasible or affordable. To reduce the burden of instruction, learning contents could be delivered through a 3D VR program, which can provide a safe and supportive learning environment and empower researchers and practitioners to play a vital role in solving problems, leading discussions, facilitating older adults' learning, and providing feedback. During the intervention period, 2 staff members at the experimental nursing home were interested in participating in the delivery of the intervention and wished to act as facilitators to encourage participants to engage in the interventional activities. This indicates that our program can easily be implemented in nursing homes. Since the implementation is not complicated, nursing home staff receiving short-term training can deliver the program successfully to promote residents' psychological health.
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Abstract

Background: Obstacles to current tobacco cessation programs include limited access and adherence to effective interventions. Digital interventions offer a great opportunity to overcome these difficulties, yet virtual reality has not been used as a remote and self-administered tool to help increase adherence and effectiveness of digital interventions for tobacco cessation.

Objective: This study aimed to evaluate participant adherence and smoking cessation outcomes in a pilot randomized controlled trial of the digital intervention Mindcotine (MindCotine Inc) using a self-administered treatment of virtual reality combined with mindfulness.

Methods: A sample of 120 participants was recruited in the city of Buenos Aires, Argentina (mean age 43.20 years, SD 9.50; 57/120, 47.5% female). Participants were randomly assigned to a treatment group (TG), which received a self-assisted 21-day program based on virtual reality mindful exposure therapy (VR-MET) sessions, daily surveys, and online peer-to-peer support moderated by psychologists, or a control group (CG), which received the online version of the smoking cessation manual from the Argentine Ministry of Health. Follow-up assessments were conducted by online surveys at postintervention and 90-day follow-up. The primary outcome was self-reported abstinence at postintervention, with missing data assumed as still smoking. Secondary outcomes included sustained abstinence at 90-day follow-up, adherence to the program, and readiness to quit.

Results: Follow-up rates at day 1 were 93% (56/60) for the TG and 100% (60/60) for the CG. At postintervention, the TG reported 23% (14/60) abstinence on that day compared with 5% (3/60) in the CG. This difference was statistically significant ($\chi^2=8.3; P=.004$). The TG reported sustained abstinence of 33% (20/60) at 90 days. Since only 20% (12/60) of participants in the CG completed the 90-day follow-up, we did not conduct a statistical comparison between groups at this follow-up time point. Among participants still smoking at postintervention, the TG was significantly more ready to quit compared to the CG (TG: mean 7.71, SD 0.13; CG: mean 7.16, SD 0.13; $P=.005$). A total of 41% (23/56) of participants completed the treatment in the time frame recommended by the program.
Conclusions: Results provide initial support for participant adherence to and efficacy of Mindcotine and warrant testing the intervention in a fully powered randomized trial. However, feasibility of trial follow-up assessment procedures for control group participants needs to be improved. Further research is needed on the impact of VR-MET on long-term outcomes.

Trial Registration: ISRCTN Registry ISRCTN50586181; http://www.isrctn.com/ISRCTN50586181

Introduction

Background

Tobacco use remains one of the biggest threats to public health and the leading preventable cause of mortality and morbidity worldwide [1]. Interventions on web-based platforms and mobile apps, among them smoking cessation apps, can deliver effective interventions for various diseases and behavioral disorders [2-16]. Smartphone-based smoking cessation apps can provide an important channel for offering interventions to the entire population [17]. However, participant adherence remains a challenge, and many of these apps struggle to maintain high levels of adherence, thus limiting their potential effectiveness [18].

In addition to smartphone-based interventions for smoking cessation, there have been promising developments in the use of virtual reality (VR). VR is defined as “real-time interactive graphics with [3-dimensional] models, combined with a display technology that gives the user the immersion in the model world and direct manipulation” [19]. The use of VR in digital medicine has been applied in consultancy and hospitals and accompanied by a health professional [20]. It has been demonstrated that the introduction of VR into treatment can improve patient engagement in a range of chronic disease interventions [21]. However, such technology has never been tested for tobacco use disorder as a self-assisted and remote solution to take advantage of the knowledge on how virtual environments can be used to elicit and reduce cravings and support smoking cessation.

Cravings are defined as intense urges or impulses for substance use [22] and are an essential component of substance use disorders, as they provoke drug-seeking behavior [23]. External cues can provoke cue-induced cravings [24] and thus provoke relapse [25,26]. Taken together, these findings suggest that craving is a critical target in the development of novel therapeutics for tobacco use disorder treatment [27,28].

Cue exposure therapy for substance use disorders involves controlled and repeated exposure to drug-related cues in order to extinguish cue-induced cravings [29], and VR technology is a potential mode of cue presentation [30,31]. Virtual reality exposure therapy (VRET) has already been used for smoking cessation [32,33], and studies have applied rigorous systematizations in VRET and cognitive behavioral therapy (CBT) [34-37], providing further evidence that this technique can reduce craving and smoking behavior, with similar effectiveness as stand-alone CBT.

Mindfulness is usually thought of as the awareness to attend to any thought, feeling, or sensation that occurs by simply acknowledging it, without attempting to regulate emotions [38]. Mindfulness training is already used in mobile health (mHealth) smoking cessation interventions [39] by teaching individuals to pay attention to the present moment, understand affective states and cravings to smoke as they appear, and consciously choose to let them pass without impulsively reacting to them. Preliminary evidence suggests that mindfulness-based interventions are associated with increased efficacy compared with other smoking cessation treatments [40,41]. Despite these promising results, in-person mindfulness training continues to present certain challenges. It requires experienced psychotherapists, increases time demands, limits access, and elevates costs [39].

An Innovative Intervention: Mindcotine

The aim of the current study was to develop an accessible and cost-effective digital intervention for smoking cessation that uses the latest technology adapted for large-scale use and to evaluate participant adherence and smoking cessation outcomes. Our novel intervention combines exposure to smoking-related cues in ecological situations using virtual reality and mindfulness as a tool to cope with in situ cravings, bodily sensations, affective states, and automatic reactions. The merge of these psychological frameworks are expected to work synergistically by reducing cravings. On the one hand, cue exposure treatment involves repeated exposure to smoking-related stimuli in order to elicit and, over time, extinguish cue-induced cravings. In addition, mindfulness techniques work on top of the immersive experience by helping the user to focus on cravings in the present moment. Mindfulness practice includes elements of acceptance and compassion through a perspective of curiosity towards the emerging sensations. Taken together, this intervention can help the user stay grounded in the present moment while acknowledging internal and external triggers. Moreover, these virtual reality and mindfulness sessions are part of a classic cognitive behavioral smoking cessation program that provides information on relevant topics daily through CBT notifications and community support among users moderated by psychologists and mindfulness facilitators. We hypothesized that this novel intervention approach would increase both adherence and abstinence rates among participating smokers compared to a treatment-as-usual control group.
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Methods

Research Design
The design of the study follows the recommendations for clinical trials in health using virtual reality, in particular, tier VR2 [42], focusing on acceptability, feasibility, tolerability, and initial clinical efficacy. We conducted a clinical trial with a control group, including baseline and follow-up assessments at days 1 and 90 posttreatment.

Procedure
The study was conducted from February to April of 2018 with a group of smokers from Buenos Aires, Argentina. The administration to the treatment group was carried out through an onboarding process that established the framework of the experience and the basic principles of the use of VR. The treatment was remotely self-administered through the use of a mobile app. The control group received a smoking cessation manual of the Argentine Ministry of Health.

The intervention group completed the onboarding process, which included digital informed consent, and received an intervention kit, which included guidelines that explained the use of the program, a unique ID to access the app, one cardboard headset, three stickers to announce smoke-free areas, and two wrist bracelets as a behavior replacement method that smokers could use to snap on their wrists when faced with a craving to smoke. Participants were also instructed to download the mobile app from the Google Play Store (Google Corp). The participants were trained in assembling the cardboard headset (see Multimedia Appendix 1) and app usability, and they completed the baseline assessment and received an explanation of the activities to be carried out during the 21-day intervention phase. The control group signed a digital informed consent sent to their emails and received the online version of the smoking cessation manual developed by the Office of the President of the Argentine Nation [43]. Intervention group participants received the first follow-up 1 day after they completed all 21 days of intervention content, which for some participants took longer than 21 days (postintervention follow-up) and another follow-up assessment at day 90 of posttreatment. Control group participants were assessed at days 30 and 90 after they had received the smoking cessation manual. All assessment invitations were sent via email and assessments were completed online using the Typeform (Typeform SL) platform. Figure 1 shows the participant flow diagram of the study. Participants did not receive any incentives. All study procedures were approved by the Institutional Review Board of the University of Flores, Buenos Aires, Argentina. The trial was registered in the International Standard Randomized Controlled Trial Number Registry (50586181).
Figure 1. Participant flow through the Mindcotine method smoking cessation trial. TV: television; VR: virtual reality.

Participants
In order to be included in the study, the selected participants had to meet the following criteria: (1) be aged between 24 and 65 years, representing smokers with a high prevalence of daily smoking \[44\]; (2) consume a minimum of 5 cigarettes per day, with a score of 4 to 9 on the Contemplation Ladder \[45\]; (3) be residents in the city of Buenos Aires; (4) own an Android mobile phone with gyroscope; (5) have a data plan or Wi-Fi access; and (6) have an interest in using VR as a method to quit smoking. Each of these criteria was based on previous work with mobile apps for smoking cessation \[46\]. The one difference in our inclusion criteria compared with this existing research was that we also included smokers that scored below 7 on the Contemplation Ladder in order to investigate intervention effects for smokers not motivated to quit. Participants were excluded if they were diagnosed with a current psychiatric disorder.

For the recruitment of treatment and control group participants, unpaid advertisements were posted for 75 days on the
Mindcotine page on Facebook, and a 13-minute segment was aired on Argentine national public television (channel C5N). The social network advertisements linked invitations directly to a screening questionnaire on the Typeform platform [47], which was completed by 1080 potentially eligible volunteers from all over Argentina. Of these initial applicants, 234 subjects lived in the city of Buenos Aires and fulfilled all other necessary inclusion criteria, and telephone contact was established to verify the data. A total of 150 participants were accepted after establishing contact and verifying their responses. However, 30 of these individuals did not confirm their participation, which resulted in a final sample of 120 volunteers. Participants were randomized into the treatment group (TG) (n=60) or control group (CG) (n=60) 1:1 using a blocked random assignment sequence. The treatment group was invited to the research site (University of Flores) and all participants signed an informed consent form, underwent the face-to-face onboarding process with one member of the study team, and were given the Mindcotine Kit to begin the study. The control group was contacted through email, provided digital informed consent, and received the online version of the smoking cessation manual by the Argentine Ministry of Health.

**Intervention**

The app consists of a 21-day treatment that includes 2 main activities each day, which become available after completing the activities of the previous day (see Figure 2). Intervention development was conducted iteratively using face-to-face testing and focus groups, with feedback from 250 smokers who tested the virtual reality environment of the intervention. Moreover, we reviewed existing smoking cessation apps and features related to trigger identification and reflective questions.

![Figure 2. Mindcotine procedure flow diagram. 2D: 2-dimensional; CL: Contemplation Ladder; FFMQ: Five Facet Mindfulness Questionnaire; FTND: Fagerström Test of Nicotine Dependence; FU-90: 90-day follow-up; PI: postintervention; QSU: Questionnaire for Smoking Urges.](image)

The elements of the program were (1) practice sessions in formal mindfulness, (2) practice sessions in informal mindfulness using virtual reality mindful exposure therapy (VR-MET), (3) daily self-reports, (4) peer-to-peer support, and (5) Mindcotine support.

First, practice sessions in formal mindfulness included 6 sessions of mindfulness in video format of up to 10 minutes each and 7 sessions in audio format of 3 to 10 minutes each. These were based on the works of Kabat-Zinn [48] and Bowen and Marlatt [40], where the user is given an initial introduction to mindfulness involving the recognition of bodily sensations and the ability to practice nonreactivity to emotions and thoughts related to smoking, from a compassionate and nonjudgmental position.

Second, practice sessions in informal mindfulness using VR included 2 sessions of VR-MET, each lasting 10 minutes. These sessions included a selection of 2 virtual environments that combined the awareness of the act of smoking and the recognition of craving from a perspective of acceptance and commitment. This selection is the result of an adaptation of the previously conducted work synthesized by Brewer [49] and included virtual environments used in cue exposure therapy. Regarding VR-MET design, each of the virtual environments was created based on previous research that proved the environment to elicit craving [50] and was recorded with an Insta360Pro camera (Insta360) [51] in locations in Mexico City, Mexico, and Buenos Aires, Argentina. The animated parts of the environments were created in Unreal Engine 4 (Epic Games) and based on previous research to induce emotional states of tranquility and relaxation [52] (see Multimedia Appendix 2). The mindfulness audio from both environments was chosen to work consciously with craving-related acts ("RAIN": Recognize, Accept, Investigate and Nourish, and "Act of Smoking": consciously review each moment of the act itself). Each video was repeated over a period of 14 consecutive days, based on previous research regarding the time of exposure in virtual environments and the time between the exposures [30,34,37,53].

Third, daily self-reports were included. At the end of the day, each user reported on the app their total daily number of cigarettes, reasons that any cravings were triggered, and a written answer to the question “What do you think has changed in your relationship to smoking as of today?” (nightly reflections). This data was collected on the Typeform platform embedded in the app.

Fourth, peer-to-peer support was provided via the app’s group chat feature for interacting with all other participants. The group
chat was moderated by a psychologist and a mindfulness facilitator to promote engagement and respond to participant questions.

Fifth, Mindcotine support could be prompted. If participants were inactive for a certain amount of time, they received a text message (after 2 days) and a phone call (after 4 days) to encourage engagement within the program. Participants could contact Mindcotine for technical support by email anytime as well.

These components can be seen in Figure 3 (mindfulness exercises), Figure 4 (nightly reflection), Figure 5 (dashboard), and Figure 6 (VR-MET).

**Figure 3.** App screenshot of the home screen showing mindfulness activities.

**Figure 4.** App screenshot of the nightly reflection.
Figure 5. App screenshot on the dashboard showing statistics about money and the number of smoked cigarettes.

Figure 6. Virtual reality mindful exposure therapy screenshot: Act of Smoking.

Measures

**Baseline Assessment**

The baseline assessment was conducted on the app and included demographic data (age, gender, education), smoking behavior (number of cigarettes per day, years of smoking, previous cessation attempts, readiness to quit), characteristics of the environment and family context (marital status, children, living with smokers), and other health-related characteristics (body mass index, physical activity, previous meditation experience).

**Primary Outcome**

The primary outcome was self-reported abstinence at postintervention, assessed 1 day after the end of the program. The question used for assessment was “Did you smoke tobacco in the last 24 hours?”
Secondary Outcomes

Sustained Abstinence

Sustained abstinence was self-reported abstinence at 90 days after the end of the program in the TG. The question used for assessment was “Did you smoke tobacco in the last 90 days?”

Adherence

Adherence was assessed using log file data collected by employing the platform Amplitude (Amplitude Inc) [54], which measured total use of the app for each participant. Adherence to treatment was categorized as the percentage of participants who completed all daily activities and all daily diary questionnaires throughout the intervention with intervals of discontinuity no greater than 4 consecutive days. We operationalized full adherence as to whether or not the participant completed the treatment in the suggested time (ie, 21 days without any breaks), regular adherence as whether participants completed all daily activities in up to 60 days, and depth of adherence as the total number of mindfulness training minutes [55]. Chat room activity beyond the initial onboarding post was measured by the number of participant comments in the chat room and dichotomized to any activity versus no activity.

Cigarette Consumption

Participants were instructed to report the number of cigarettes they smoked each day during treatment as part of their daily self-reports, at postintervention, and at 90-day follow-up. Over the treatment period, the daily number of cigarettes was stored and averaged per week.

Craving

Craving was assessed using the Questionnaire for Smoking Urges (QSU) [56], which consists of a 7-point Likert scale. These data were collected through an online survey at baseline, at the end of days 7 and 14, and at postintervention. The internal consistency for the overall scale was adequate (α=.87).

Mindfulness

Mindfulness was assessed using the Five Facet Mindfulness Questionnaire (FFMQ) [57]. The 5 dimensions are observing, describing, acting with awareness, not judging internal experience, and not reacting to internal experience. These data were collected through an online survey at baseline, at postintervention, and at 90-day follow-up.

Readiness to Quit

Readiness to quit was assessed using the Contemplation Ladder [45], which consists of 11 rungs and 5 anchor statements reflecting the stages of change and was designed to measure readiness to quit smoking. It was assessed through an online survey at baseline and at postintervention.

Nicotine Dependence

Nicotine dependence was assessed using the Fagerström Test of nicotine dependence [58], which consists of a 6-item self-report scale and observes responses suggestive of physiological dependence on nicotine. These data were collected through an online survey at the beginning of the program, at the end of day 7, day 14, postintervention, and 90-day follow-up. The internal consistency for the overall scale was adequate (α=.81).

Data Analysis

Statistical analysis was performed with SPSS for Windows (version 22; IBM Corp). Abstinence rates between groups were compared using a chi-square test. Participants with missing data at follow-up were assumed to be smoking. Repeated measure analyses of variance (ANOVA) were used to determine between-group differences and intervention effects for continuous variables. The group factor had 2 levels, corresponding to intervention and control group, and the time factor had 3 levels, corresponding to the 3 assessment points (baseline, postintervention, and 90-day follow-up). Post hoc analyses were conducted to determine significant pairwise comparisons. ANOVAs and post hoc tests were conducted to determine changes within the treatment group over time. All t tests in the study were 2-tailed.

Results

Recruitment and Participation in the Intervention

Participant baseline characteristics are displayed in Table 1. On average, participants in the sample were 43.25 years old (SD 10.06) and 47.5% (57/120) were female. The largest group in terms of completed educational level was high school (45/120, 37.5%), followed by university (43/120, 35.8%). On average, the sample started smoking 19.15 years ago (SD 12.35) and consumed an average of 10.77 (SD 5.47) cigarettes per day. Of all participants, 14.2% (17/120) lived with other smokers in their homes. The entire sample reported a moderated nicotine dependence index, based on the mean scores obtained in the Fagerström Nicotine Dependence Test [58], of 4.48 (SD 1.55). Only 40.8% (49/120) had practiced meditation at least once in their life. No statistically significant differences were observed between treatment and control group on any variables at baseline.
Table 1. Participant baseline characteristics (N=120).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Full sample (N=120)</th>
<th>Treatment group (n=60)</th>
<th>Control group (n=60)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>43.25 (10.06)</td>
<td>44.06 (9.89)</td>
<td>42.44 (10.23)</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>57 (48)</td>
<td>33 (55)</td>
<td>24 (41)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PhD or higher</td>
<td>9 (8)</td>
<td>7 (11)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>University</td>
<td>43 (36)</td>
<td>25 (38)</td>
<td>18 (30)</td>
</tr>
<tr>
<td>Undergraduate</td>
<td>10 (8)</td>
<td>3 (3)</td>
<td>7 (6)</td>
</tr>
<tr>
<td>Technical</td>
<td>6 (5)</td>
<td>3 (3)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>High school</td>
<td>45 (38)</td>
<td>19 (28)</td>
<td>26 (44)</td>
</tr>
<tr>
<td>Primary school</td>
<td>7 (6)</td>
<td>3 (5)</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Years since started smoking, mean (SD)</td>
<td>19.15 (12.35)</td>
<td>19.40 (12.28)</td>
<td>18.91 (12.42)</td>
</tr>
<tr>
<td>Current cigarette consumption (cigarettes per day), mean (SD)</td>
<td>10.77 (5.47)</td>
<td>11.09 (5.27)</td>
<td>10.45 (5.67)</td>
</tr>
<tr>
<td>At least 1 attempt to quit in the last year, n (%)</td>
<td>65 (54)</td>
<td>32 (53)</td>
<td>33 (55)</td>
</tr>
<tr>
<td>Live with other smokers, n (%)</td>
<td>17 (14)</td>
<td>10 (17)</td>
<td>7 (12)</td>
</tr>
<tr>
<td>Nicotine dependence (FTND&lt;sup&gt;a&lt;/sup&gt;), mean (SD)</td>
<td>4.48 (1.55)</td>
<td>4.22 (1.51)</td>
<td>4.75 (1.56)</td>
</tr>
<tr>
<td>Craving (QSU&lt;sup&gt;b&lt;/sup&gt;), mean (SD)</td>
<td>29.5 (9.67)</td>
<td>30.28 (11.72)</td>
<td>28.71 (7.08)</td>
</tr>
<tr>
<td>Readiness to quit (Contemplation Ladder), mean (SD)</td>
<td>6.68 (1.17)</td>
<td>6.53 (1.14)</td>
<td>6.83 (1.18)</td>
</tr>
<tr>
<td>Precontemplation, n (%)</td>
<td>5 (4)</td>
<td>2 (3)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Contemplation, n (%)</td>
<td>45 (38)</td>
<td>26 (43)</td>
<td>19 (32)</td>
</tr>
<tr>
<td>Preparation, n (%)</td>
<td>67 (56)</td>
<td>31 (52)</td>
<td>36 (60)</td>
</tr>
<tr>
<td>Action, n (%)</td>
<td>3 (3)</td>
<td>1 (2)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>No experience in meditation, n (%)</td>
<td>71 (59)</td>
<td>33 (54)</td>
<td>38 (64)</td>
</tr>
<tr>
<td>Five Facet Mindfulness Questionnaire, mean (SD)</td>
<td>123.16 (8.73)</td>
<td>123.94 (9.55)</td>
<td>122.43 (7.83)</td>
</tr>
</tbody>
</table>

<sup>a</sup>FTND: Fagerström Test of Nicotine Dependence.
<sup>b</sup>QSU: Questionnaire for Smoking Urges.

Primary Outcomes

At postintervention, the TG reported 23% (14/60) abstinence on that day compared with 5% (3/60) of the CG. This difference was statistically significant ($\chi^2_{1}=8.3; P=.004$).

Secondary Outcomes

Sustained Abstinence

The TG reported 33% (20/60) sustained abstinence on the 90-day follow-up, compared with 5% (3/60) of participants in the CG. Since only 20% (12/60) of participants in the CG completed the 90-day follow-up, we did not conduct a statistical comparison between groups at this follow-up time point.

Adherence Rates

Intervention adherence was analyzed only in the TG, and 93% (56/60) of participants finished the 21-day program. Of those who finished, 41% (23/56) were fully adherent to the program (ie, completed all daily sessions and nightly reflections 21 days in a row) and 59% (33/56) were regularly adherent (ie, completed the program in >21 days), completing the program in 28.56 days on average. At the postintervention, 30% (7/23) of fully adherent participants reported smoking abstinence, while only 21% (7/33) of regularly adherent participants were abstinent. At the 90-day follow-up, smoking abstinence rates were 39% (9/23) among fully adherent participants and 33% (11/33) among regularly adherent participants. A statistically significant difference in readiness to quit was found between the fully and the regularly adherent group at baseline ($t_{55}=3.092; P=.003$), with fully adherent participants reporting greater readiness to quit. No differences were found regarding nicotine dependence ($t_{55}=1.206; P=.23$) at baseline, nor regarding abstinence rates between the 2 adherence groups at postintervention ($\chi^2_{1}=6.1; P=.43$) and at 90-day follow-up ($\chi^2_{1}=1.9; P=.66$).

If participants had not engaged with the program for 2 subsequent days, they were contacted in order to improve engagement. A total of 92% (54/60) of participants were contacted through SMS text messaging once; 65% (39/60), twice; 53% (32/60), thrice; and 34% (20/60) were contacted through both SMS text messaging and phone call reminders. Depth of adherence for all participants, measured by the number of minutes of mindfulness training during the program (including virtual reality, video format, and audio format), was...
259.05 minutes on average, with a maximum of 386 minutes and a minimum of 216 minutes.

For those who reported abstinence at postintervention, the average mindfulness minutes trained was 250.43 minutes, while the average was 261.93 minutes among those who continued smoking. Statistically significant differences were not found between groups (t(55)=1.291; P=.20).

Participant activity in the chat room beyond an initial introduction message suggested in the onboarding process was low and only 13 participants commented in the chat room beyond the onboarding. Chat room activity was not associated with smoking cessation outcomes, having only 1 participant that successfully quit smoking while being active in the chat.

Cigarette Consumption
Statistically significant differences in cigarettes per day over time were found between the TG and the CG (F(3,11)=95.73; P<.001) in the third week of the intervention and at postintervention. At intervention week 3, the TG consumed significantly fewer cigarettes than the CG (TG: mean 6.92, SD 5.26; CG: mean 9.03, SD 5.42; P=.03). Significant differences in cigarettes per day between groups were also found at postintervention (TG: mean 5.07, SD 5.65; CG: mean 9.53, SD 0.56; P<.001).

Readiness to Quit
The means comparison in the Contemplation Ladder for the TG and the CG showed statistically significant differences between groups (F(2,11)=4.55; P=.01). Post hoc comparisons revealed that there were no differences at baseline (TG: mean 6.53, SD 0.14; CG: mean 6.83, SD 0.18; P=.32), but there were at postintervention (TG: mean 7.71, SD 0.13; CG: mean 7.16, SD 0.13; P=.005).

Mean Differences Within the Treatment Group Over Time
Cigarette Consumption
Post hoc tests after ANOVA were conducted for cigarette consumption, and statistically significant differences over time were found within the TG (F(4,52)=13.79; P<.001). Participants significantly reduced their cigarettes per day from baseline (mean 11.09, SD 5.27) to postintervention (mean 6.05, SD 5.67; P<.001), as well as from baseline to 90-day follow-up (mean 5.07, SD 5.65; P<.001).

Mindfulness
Moreover, according to paired t test comparisons for FFMQ scores, no statistically significant difference was found between baseline (mean 123.95, SD 9.55) and postintervention (mean 122.61, SD 6.31; t(55)=0.772; P=.44). However, FFMQ at 90-day follow-up (mean 115.89, SD 12.30) was significantly lower than scores at baseline (t(55)=5.594; P<.001) and postintervention (t(55)=3.234; P=.002).

Craving
A significant reduction in self-reported craving over time was observed in the treatment group (baseline: mean 30.28, SD 11.72; intervention week 1: mean 30.01, SD 11.75; intervention week 2: mean 28.00, SD 13.00; postintervention: mean 26.00, SD 11.37). These differences over time were statistically significant (F(1,24)=3.725; P=.005).

Discussion
Principal Findings
This is the first study to report results of a pilot trial testing a VR smartphone-based smoking cessation program using remote and self-assisted delivery. At postintervention, the intervention group had a significantly higher abstinence rate (14/60, 23% abstinence) compared with the control group, which received a smoking cessation manual (3/60, 5% abstinence). Moreover, the intervention resulted in a 33% (20/60) abstinence rate at 90-day follow-up and high levels of adherence and engagement. Findings suggest the potential efficacy of a smartphone-based VR intervention that combines exposure therapy and mindfulness for smoking cessation.

When compared with other smoking cessation app studies, abstinence rates observed in the current study were in a similar range. For instance, an 8-week single-arm trial of a smartphone app that delivered essential features of US clinical practice guidelines with personalization resulted in a 26% abstinence rate at 30-day follow-up [59]. Another single-arm trial based on acceptance and commitment therapy had abstinence rates of 33% at 7-day follow-up and 28% at 30-day follow-up [60]. These rates are similar to the 23% (14/60) and 33% (20/60) observed in our study and provide confidence for further development and testing.

With 93% (56/60) of participants finishing the 21-day program, the current study had a high completion and low dropout rate. In line with other studies, we used several strategies to enhance adherence, including SMS text messaging and phone call reminders [55]. Consistent with our findings, adherence rates were also above 80% in the above-mentioned 8-week single-arm clinical trial [59] and in a randomized controlled trial of a text messaging program [61]. Of all 56 TG participants who finished the program, 23 completed without any gaps in treatment adherence and were classified as fully adherent, while the other 33 participants took an average of 28.56 days to complete the program and were classified as regularly adherent. The fully adherent group reported greater readiness to quit at baseline. Abstinence at postintervention and 90-day follow-up was higher among fully adherent participants compared with regularly adherent participants. These findings suggest that repeated exposure to smoking-related cues in virtual environments alongside mindfulness practice on a consecutive daily basis may increase abstinence outcomes compared with sessions that are more spaced out over time. Thus, a more consistent and disciplined training using virtual reality mindfulness-based exposure therapy to both internal and external triggers over a shorter period of time may result in better outcomes. Based on other studies [62], the chat room activity was low probably due to the lack of promotion to increase engagement through tailored material by the moderators. Overall, the methods used to strengthen engagement have been shown to have value and can be further developed.
Our results also indicate that mindfulness scores measured by the FFMQ significantly decreased within the TG from baseline to 90-day follow-up. It is unclear what may have caused this decrease despite the promising smoking cessation outcomes of our intervention. Given that the current study is the first to combine virtual reality exposure therapy and mindfulness-based relapse prevention for smoking cessation, replication of these findings is needed. Moreover, future studies should further explore the mechanisms of action of this novel intervention approach.

Other studies using VR and exposure therapy in smoking cessation showed similar results in decreasing cue-induced craving, such as a randomized clinical trial that combined CBT and virtual reality cue exposure therapy (VR-CET), which found a significant reduction of cue-induced cravings after group-based sessions over the course of 6 months with 5 individual sessions of VR-CET [37]. In the current study, the virtual reality environments exposed participants to smoking-related cues and at the same time presented a mindfulness narrative based on relapse prevention. Therefore, the intervention simultaneously elicits cravings by means of VRET and provides the user with tools for reducing these cravings by means of mindfulness. Our results of QSU craving scores over time show that scores did not decrease during the first week of treatment, in which there was no exposure therapy. However, self-reported cravings decreased during the following 14 days of the program, in which VR-MET was delivered.

Feasibility of conducting the trial was demonstrated by the fact that we were able to recruit 120 participants in the current pilot trial. However, feasibility of collecting follow-up data from a control group needs to be improved. The delivery of the intervention was feasible and acceptable to participants; 41% (23/56) of intervention participants completed the entire intervention content in 21 days, as recommended, and the average adherence to mindfulness training was 259.05 minutes per participant. Feasibility of the VR component as a central element of the program was high, with all participants practicing at least 15 informal mindfulness practice sessions lasting 10 minutes each. Even though this intervention introduced VR and mindfulness training to a population that had almost never tried any of these approaches before, the intervention had high engagement rates, suggesting remote and self-administered VR can be used as a strategy for improving adherence to mHealth interventions. These findings are in line with those of existing studies, which have shown that VR can enhance treatment fidelity by having behavioral interventions delivered by a programmed avatar [21] and that VR environments offer existing opportunities to enhance a patient’s involvement in treatments [63].

Given that VR in mental health to date has predominantly been used in inpatient hospital environments [20], the recruitment method used in the current study to test the potential of VR as a self-administered and remote smoking cessation intervention on an outpatient population is worth mentioning. After appearing on national television, more than 1000 volunteers from all over Argentina registered within a few hours. The average age of these volunteers was 41 years, which was considerably older than we had anticipated. The fact that we were able to recruit this population for a smartphone-based smoking cessation study using a VR cardboard headset demonstrates that this intervention can be accessible to populations that do not need to be exceptionally tech savvy. In light of existing challenges to recruit participants for mHealth interventions [64], this particular recruitment strategy may prove valuable for future research.

The creation of Mindcotine involved a group of psychologists, psychiatrists, and other physicians, as well as developers, actors, and mindfulness facilitators, and took over 6 months. While initial development costs were high, the fact that this program can be delivered remotely and self-administered makes it a low-cost and accessible intervention to promote smoking cessation.

**Limitations**

The current study has several limitations. The follow-up time was relatively short, given that only between 3% and 5% of smokers remain abstinent within the first year of quitting [65]. Follow-up assessment time points were not identical across intervention and control groups. Before the current pilot trial, we did not know how long participants would take to complete the entire program, thus we selected a 30-day follow-up time point for the control group. Future research will adhere to a consistent follow-up assessment time point across intervention and control groups. Completion of the 90-day follow-up in the control group was low. It is possible that control group participants may not have been motivated to complete follow-up surveys due to not seeing changes in their behavior, not receiving a digital intervention, or not receiving any monetary incentive. Control group follow-up rates need to be improved in future trials of this intervention. Other limitations include that at baseline, participants were not regular users of VR, the virtual intervention content was not interactive, only an Android version of the intervention app was available, and the version of the intervention tested in the current study did not include features for the users to track cravings on the app and in virtual reality environments. These features are currently in development for future versions of the intervention. Moreover, abstinence at follow-up was self-reported and subsequent investigations should include biochemical verification of outcomes.

Finally, the face-to-face meeting and the onboarding process at the beginning of the program could have impacted the high adherence rates observed in this trial and online onboarding may work differently. Future studies should administer the entire program remotely.

**Conclusion**

Overall, our VR smartphone-based Mindcotine intervention to support smoking cessation showed great potential with regard to participant adherence and initial efficacy. These findings warrant testing the intervention in a fully powered randomized trial including longer follow-up intervals to investigate relapse prevention and biochemical verification of abstinence.
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Biased Sampling and Causal Estimation of Health-Related Information: Laboratory-Based Experimental Research

Abstract

Background: The internet is a relevant source of health-related information. The huge amount of information available on the internet forces users to engage in an active process of information selection. Previous research conducted in the field of experimental psychology showed that information selection itself may promote the development of erroneous beliefs, even if the information collected does not.

Objective: The aim of this study was to assess the relationship between information searching strategy (ie, which cues are used to guide information retrieval) and causal inferences about health while controlling for the effect of additional information features.

Methods: We adapted a standard laboratory task that has previously been used in research on contingency learning to mimic an information searching situation. Participants (N=193) were asked to gather information to determine whether a fictitious drug caused an allergic reaction. They collected individual pieces of evidence in order to support or reject the causal relationship between the two events by inspecting individual cases in which the drug was or was not used or in which the allergic reaction appeared or not. Thus, one group (cause group, n=105) was allowed to sample information based on the potential cause, whereas a second group (effect group, n=88) was allowed to sample information based on the effect. Although participants could select which medical records they wanted to check—cases in which the medicine was used or not (in the cause group) or cases in which the effect appeared or not (in the effect group)—they all received similar evidence that indicated the absence of a causal link between the drug and the reaction. After observing 40 cases, they estimated the drug–allergic reaction causal relationship.

Results: Participants used different strategies for collecting information. In some cases, participants displayed a biased sampling strategy compatible with positive testing, that is, they required a high proportion of evidence in which the drug was administered (in the cause group) or in which the allergic reaction appeared (in the effect group). Biased strategies produced an overrepresentation of certain pieces of evidence at the detriment of the representation of others, which was associated with the accuracy of causal inferences. Thus, how the information was collected (sampling strategy) demonstrated a significant effect on causal inferences ($F_{1,185}=32.53, P<.001, \eta^2_{p}=0.15$) suggesting that inferences of the causal relationship between events are related to how the information is gathered.

Conclusions: Mistaken beliefs about health may arise from accurate pieces of information partially because of the way in which information is collected. Patient or person autonomy in gathering health information through the internet, for instance, may contribute to the development of false beliefs from accurate pieces of information because search strategies can be biased.

KEYWORDS

information sampling; causal illusion; causal bias; health information; health communication
Introduction

Background
In recent years, we have witnessed an increase in diseases, such as measles, that had almost been eradicated in the Western world [1]. One of the factors underlying this outbreak is the antivaccination movement, led by individuals who do not adhere to recommendations for vaccinations (for themselves or their children). Reluctance with respect to vaccination led to the World Health Organization listing vaccine hesitancy as 1 of 10 threats to global health in 2019 [2]. Although vaccine hesitancy is a complex phenomenon [3], common reasons for refusing vaccination are the underestimation of its benefits or the overestimation of its negative side effects; a high proportion of these concerns are based on information disseminated by the media or received from acquaintances [4]. Moreover, previous research [5] has shown that people use the internet as an information source about vaccines, and that side effects and possible negative outcomes of vaccination are one of the most searched topics.

In fact, the internet is an important source of health-related information [6-11]. Newly diagnosed cancer patients perceive the internet as a tool for acquiring information and for making informed decisions [12-14]; patients with diabetes use the internet to seek general information about the disease or about treatment options [15]. The relevant role of the internet, in this context, is not restricted to pathological states. Women who are pregnant use the internet to get informed about topics such as fetal development or to make pregnancy-related decisions [6,16], and after pregnancy, parents use the internet to retrieve health information regarding their infants [8,17].

The internet has accessibility, anonymity, and interactivity as advantages, but these advantages do not come without risks [18]. Some of these risks, such as information overload or lack of credibility, can be considered intrinsic limitations of the internet as a source for health information; however, there are other risks that are based on human skills and cognitive abilities. For example, the huge amount of information available on the internet forces users to engage in an active process of information selection to filter content. As we will discuss later, this information sampling process may play a crucial part in establishing and maintaining mistaken beliefs.

Evaluating the Risks and Benefits of Medical Treatments
When people judge the risks and benefits of a treatment option, they infer the causal relationship between two events—the treatment and its effect. Unfortunately, causal inferences of this kind are highly difficult because, among other reasons, causality is not directly observable; rather, it must be inferred from cues such as contingency [19,20]. The principle of contingency posits that, unless hidden factors are at play, all causes correlate statistically with their effects.

Consider the simplest case in which a person may try to judge the effect of only one factor (cause) on one given outcome (effect). For the sake of simplicity, it can be assumed that both cause, C, and effect, E, are binary variables—they either occur or do not occur. In this situation, the person can collect information that fits into one of the following four possibilities (Figure 1, panel A)—type a, in which both the cause and the effect occur; type b, in which only the cause occurs; type c, in which only the effect but not the cause occurs; and type d, in which neither the cause nor the effect occurs—which define the cause and effect contingencies. Although different indices have been proposed to represent contingency [21,22], the most popular is, perhaps, the Δp index [23] which is computed as the difference between the probability of the effect conditional on occurrence of the cause, E|C, and the probability of the effect conditional on absence of the cause, E|¬C, as shown in the equation,

\[ \Delta p = p(E|C) - p(E|\neg C) = a/(a+b) - c/(c+d) \]

where \( \Delta p \) can take on values between –1 and 1. Positive values indicate a generative relationship, and negative values indicate a preventive relationship. When the potential cause and the effect are not related to each other, the index equals zero and contingency is null.

Previous research [23-28] has shown that people are sensitive to contingency between events, and that contingency is used as a cue to make causal inferences; however, under some circumstances, people systematically deviate from the normative standard. Researchers have described two systematic deviations: the influence of the probability of effect occurrence [29-34], when the effect occurs frequently, the causal relationship tends to be overestimated (Figure 1, panel B); and the influence of the probability of occurrence of the cause [24,35,36], when the probability of the cause is high, the contingency perceived between cause and effect is also high (Figure 1, panel C). These biases can be detected even if the contingency between the cause and the effect is null, leading to causal illusions [37].
Figure 1. Contingency matrices where (A) shows the four information types as a function of whether the cause and the effect are present, (B) shows an example with a high probability of the effect with null contingency, and (C) shows an example with a high probability of the cause with null contingency.

Health-Related Information Seeking and Causal Illusions

Imagine someone who is worried about the potential relationship between a vaccine and autism. Usually, it is not possible to evaluate the effects of the vaccine by administering and not administering the vaccine and observing the outcomes since people rarely have the opportunity to conduct a randomized controlled trial. Instead, people will search for information about the relationship between the vaccine and the side effect by consulting an expert, by consulting a friend, or by searching the internet.

Perhaps the most obvious concern about internet-sourced information is the lack of quality control. Internet users may come across and trust information that is not supported by evidence; however, the act of information seeking may entail additional and specific concerns. For example, people who worry about the safety of vaccination and its relationship with autism may look for information about the vaccine (exploring its side effects and the probability of experiencing those side effects, etc.). If they are concerned about autism, they may focus their search on autism (exploring which factors have been related with the development of autism or what the proportion of vaccinated children is among those who were diagnosed with autism). In the former, cause (ie, the vaccine) is the cue that guides the search, while in the latter, effect (ie, autism) is the cue that guides the search.

The sampling strategy (how people search for information) will affect their final inference about the relationship between vaccination and autism. If people search for information about the vaccine (ie, the potential cause of autism), they may introduce the name of the vaccine on the search engine, and they will mostly retrieve instances of type a and type b information. This information will allow them to make a general estimation of the probability of the effect (ie, autism) when the potential cause (ie, the vaccine) has been presented; however, in this case, their sampling strategy is biased toward the cause, and therefore, no information about the effect in the absence of the cause, that of either type c or type d, is collected. This will eventually bias their judgements. Indeed, even when sampling is not completely biased toward the cause and some type c or type d instances are collected, it has been repeatedly shown that the higher the tendency to sample information about the cause, the higher the probability of overestimating the cause–effect relationship [37-39].

In our example about the effects of vaccination, this strategy may, nevertheless, be considered as not particularly dangerous. The prevalence of autism spectrum disorders is actually low (1 out of 160 children) [40]; therefore, this sampling strategy will retrieve more type b information than that of type a. In this example, the low base rate of the effect may protect people from developing a causal illusion [41], but in other cases, this protection does not exist (imagine, for example, potential effects such as nausea, high temperature, headache, or any other common effect).

As previously noted, people may also gather information using the effect as their cue for sampling; they may search using terms related to the effect rather than those related to the cause. If people use this sampling strategy for collecting information, they may learn which factors have been associated with autism and will discover that many children among those who developed autism spectrum disorders had been vaccinated. Thus, information sampling will be biased, overrepresenting information in which the effect (ie, autism) is present. In the long run, this strategy will increase the proportion of type a and type c information (relative to that of type b and type d) and will favor a sampling-induced overestimation of the relationship (Figure 1, panel B). This sampling-induced illusion may explain how concerned and educated parents end up overestimating the potential risks of vaccination [42]. Since many countries usually have systematic immunization programs, when information sampling is biased toward effect, the probability of collecting type a information (ie, cases in which autism and vaccination coincide) is even higher than the probability of collecting type c information (ie, cases in which autism occurs in the absence of vaccination). This increases the probability of overestimating the link between vaccination and autism—ie, the probability of experiencing a causal illusion.

The vaccination and autism example illustrates quite well how information sampling may become a crucial element for establishing and maintaining mistaken beliefs; however, the biases in sampling strategies can be extended to a wide range of health issues; people interested in assessing the causal relationship between any common behavior and an infrequent disease will find a high proportion of information where the behavior and the disease coincide if they use the effect as a cue in their internet search. Correspondingly, people using the cue to guide their internet search may end up neglecting the base rate of the effect and end up overestimating the causal relationship when the effect is frequent [43]. For example, a recent study [44] which tracked internet-browsing behavior in a controlled setting showed that when women were required to consult the internet for health information after the hypothetical onset of an unfamiliar breast change (eg, nipple rash), most
participants used rash-related search terms (a cue-guided sampling strategy), and the majority accessed websites containing breast cancer information with National Health Service Paget disease of the nipple being the most visited site. In this situation, even when information is accurate, the potential relationship between both events could be overestimated at a substantial emotional cost. Note that, if considering no other information, a nipple rash may be produced by other skin conditions with high incidence rates (such as eczema) rather than by Paget disease, which is a rare type of breast cancer [45].

Information sampling biases may also affect inferences about treatment effectiveness; it is also possible for a biased sampling strategy to induce a perception that underestimates a treatment that is actually effective, or a perception that overestimates the effectiveness of alternative practices proven by clinical trial to perform no better than placebos [39,46].

Study Goals
As previously described, research on contingency learning has demonstrated how people may use different pieces of information to infer causal relationships [19,20,47]. We have also mentioned that individual behavior may bias information sampling, and consequently, causal inferences; however, these behavior-induced causal illusions have only been explored in situations in which the potential cause was used to guide information sampling. As far as we know, the influence of an equivalent effect-driven sampling has not yet been explored. In addition, these causal illusions have been explored using procedures that usually include motivational components or additional goals which may affect information gathering and causal inferences. For example, participants may be required to evaluate the effects of a fictitious medicine while at the same time trying to heal as many patients as possible [48,49]. It is not clear whether a causal illusion can be detected in an information sampling setting when motivational components or secondary goals are removed, or when sampling strategies are guided by the effect rather than by the cause. The research reported herein explores these two possibilities.

Methods

Participants
A sample of adults (N=193) with a mean age of 34.07 (SD 11.41) years consisting of women (83/193, 43.0%), men (109/193, 56.5%), and one (1/193, 0.5%) nonbinary participant were recruited via Prolific Academic internet platform [50]. They were compensated £0.75 (US $0.93) for their participation, which worked out to approximately £5.01 ($6.19) per hour. Enrollment was only offered to individuals in Prolific Academic’s pool whose first language was English (to ensure that instructions were correctly understood) and to individuals who had not taken part in previous studies carried out by our research team. We did not use any exclusion criteria (all participants were included in reporting). Participants were randomly assigned to experimental groups—a cause group (n=105) and an effect group (n=88).

Instruments
Because of ethical considerations, we avoided using a real-world example in this experiment and instead used a simplified fictitious scenario that is often used in causal learning research; we adapted the allergy task [20,51] for presentation as a web app based on World Wide Web Consortium standards [52]. A demonstration of the program can be downloaded from the Open Science Framework [53].

Experimental Design and Procedure
We adapted the allergy task [20,51] to make it akin to an information gathering situation with no goal other than that of assessing the causal link between two events. This procedure has been widely used in causal learning research and allows for the assessment of causal illusions while controlling other relevant parameters, which ultimately ensures a high degree of internal validity.

The procedure was set to allow for cause-driven and effect-driven sampling by including a reduced number of changes. Participants were required to gather information to discover whether a fictitious drug (ie, “Batatrim”) caused a fictitious allergic reaction (ie, “Lindsay syndrome”). Participants in the cause group were allowed to sample information based on the potential cause, therefore, could choose to retrieve patient medical records based on patient treatment (whether the patient was treated with Batatrim or not treated with Batatrim), whereas participants in the effect group were allowed to sample information based on the effect, therefore, could choose to retrieve the records based on the development of the syndrome (whether the patient developed Lindsay syndrome while hospitalized or did not). Detailed instructions for the task can be found in Multimedia Appendix 1.

The probability of the cause was under participant control in the cause group whereas the probability of the effect was under participant control in the effect group. Information presented objectively reflected the absence of a causal link between the two events. The probability of the effect in cause group and the probability of the cause in effect group were fixed to 0.75. This design allowed for the evaluation of sampling-dependent causal illusion in a null contingency situation with a high probability of the outcome (cause group) and with a high probability of the cause (effect group).

We expected causal estimations to vary depending on sampling strategy. For participants in the cause group, we expected estimations to increase as the participants increased the probability of the cause—the more biased the participant behavior toward cause-present events, the higher the probability of experiencing causal illusion. Analogously, for participants in the effect group, we expected estimations to increase as participants increased the probability of the effect, also resulting in an increased likelihood of experiencing causal illusion. The procedure used in this study was approved by the ethical review board of the University of Deusto.

Learning Task
A series of 40 patient records was presented, each in a separate trial. Each trial started with a screen on which participants were
required to indicate which type of medical record they wanted to check by pressing one of two buttons (Figure 2, panels A and B). The location of each button (left or right) was randomized for each participant. When participants moved the cursor over the buttons, the button colored and zoomed, and a hand pointer appeared to indicate that a response could be made (Figure 2, panels C and D). Once a button was clicked, all the information presented on the screen was removed (with the exception of the sentence stating the medical record application number which remained for esthetic purposes, and for which a random number was used). The information that had been removed was replaced with information about the syndrome when viewed by those in the cause group, or about the treatment when viewed by those in the effect group (Figure 2, panels E and F). One second later, a green button with the words “New application” was presented. After clicking this button, all elements were removed, and after one second, a new trial (a new patient record) appeared. There was no time limit for progressing through the task.

Figure 2. The sequence of events within a trial presented to the cause group (panels on the left) and to the effect group (panels on the right).
When participants completed the training stage, they were required to use a 100-point scale to make a global estimation about the causal relationship between Batatrim and Lindsay Syndrome. The question was formulated in the direction of either cause-to-effect “To what extent do you think Batatrim causes the Lindsay syndrome?” or effect-to-cause “To what extent do you think Lindsay syndrome is caused by Batatrim?” The format of the question was randomized among participants (Figure 3). In both cases, the response scale was from 0 (absolutely not) to 100 (absolutely).

Figure 3. The final screen where the causal relation between Batatrim and Lindsay syndrome is assessed. The question is shown worded as cause-to-effect (left) or effect-to-cause (right).

Measures
Causal estimations at the end of the learning task were used as a measure of causal inference [39]. For each participant, we also calculated a sampling strategy index and a measure of experienced contingency.

As previously described, participants in the cause group could choose records based on patient treatment (patients treated or not treated with Batatrim), while participants in the effect group could choose records based on the development of the syndrome (patients who developed or who did not develop the syndrome). Participants could display an unbiased information gathering strategy, asking for a similar proportion of records in both categories; however, it was also possible for participants to display a biased sampling strategy, i.e., to preferentially ask for one type of medical record more often than for the other. To measure bias in the information sampling strategy, we calculated a sampling strategy index from training responses as the probability of choosing records of patients treated with Batatrim (in the cause group) or records of patients who developed Lindsay syndrome (in effect group); therefore, the sampling strategy index could range between 0 and 1. Values near 1 indicated a strong preference for checking the medical records of patients treated with Batatrim or patients who developed the syndrome (depending on the group). Values near 0 indicated the opposite strategy, that is, a preference for checking medical records of patients who were not treated with Batatrim or who did not develop the syndrome. A value of 0.5 indicated an unbiased strategy with no preference for either of the two strategies. The higher the index, the higher the probability of retrieving a medical record in which the potential cause and the consequence coincide (type a information), and consequently, the higher the probability of developing a causal illusion.

Additionally, and given that participants could decide which type of medical record they wanted to check, experienced contingency could depart from the programmed value (Δp=0) and also affect their causal estimations [35,54]; therefore, a measure of experienced contingency was calculated (Δp using the actual number of type a, b, c, and d trials to which each participant was exposed).

Statistical Analysis
Unless noted otherwise, P<.05 was deemed as statistically significant. Two-tailed independent t tests were used to determine if sampling strategy indices were significantly different from 0.50 (neutral strategy) in either group.

A 2×2 analysis of variance (ANOVA) was performed to assess the effect of group (cause versus effect) and button position (left versus right) on information sampling strategy (sampling strategy index).

An analysis of covariance (ANCOVA) was performed using group (cause or effect) and directionality in which the causal estimation was required (cause-to-effect or effect-to-cause) as fixed factors and information sampling strategy (sampling strategy index) as a covariate to determine the effect on causal estimation. We expected causal estimation to vary as a function of sampling strategy index in both groups—the higher the index, the stronger the causal overestimation of the relationship between the cause and the effect. Additionally, and since the probability of the outcome in the cause group and the probability of the cause in the effect group were fixed at the same high rate, p(C)=p(E)=0.75, we explored whether the effect of sampling strategy on causal estimations was equivalent in both groups. We also explored if causal estimations were affected by directionality.

A t test was used to compare experienced contingencies with the programmed value (Δp=0). In participants who exhibited an extremely biased strategy by checking only records of patients treated with Batatrim (i.e, a sampling strategy index...
equal to 1), no trials without the cause were sampled, and the probability of the effect in the absence of the cause $p(E|\neg C)=0$, and consequently experienced contingency, could not be computed since $c/(c+d)=0/0$.

To explore sampling strategies, learning phase data were split into 8 blocks of 5 trials, and a sampling strategy index was calculated for each block. A repeated measures ANOVA was used to explore the effect of block (from 1 to 8) and group (cause and effect) on sampling strategy index. Posthoc analyses (28 comparisons) were performed using Bonferroni correction.

**Results**

Sampling strategy indices were significantly different from 0.50 (neutral strategy) in both groups. Participants preferentially checked the medical records of patients who, in the case of the cause group, were treated with Batatrim (mean 0.54, SD 0.17; $t_{104}=2.18$, $P=.03$, Cohen $d=0.21$), or who, in the case of the effect group, developed the syndrome (mean 0.57, SD 0.16; $t_{97}=4.07$, $P<.001$, Cohen $d=0.43$).

The 2×2 ANOVA demonstrated that the sampling strategy index did not differ between groups ($F_{1,185}=2.30$, $P=.13$, $\eta^2_p=0.01$), and it was not affected by the position in which buttons were presented ($F_{1,185}=1.31$, $P=.26$, $\eta^2_p=0.01$). The group × button position interaction also was not significant ($F_{1,185}=0.14$, $P=.71$, $\eta^2_p=0$); therefore, both groups showed a similar sampling strategy, selecting the medical records of patients who were exposed to the potential cause or who suffered the effect more often than the medical records of patients who were not exposed to the potential cause or who did not suffer the effect.

Only a significant effect of sampling strategy index ($F_{1,185}=32.53$, $P<.001$, $\eta^2_p=0.15$) was demonstrated by the ANCOVA, suggesting that the relationship between information searching strategy and causal estimation was independent of group and directionality (Table 1 and Figure 4).

**Table 1.** Summary of ANCOVA analysis for variables predicting causal estimations.

<table>
<thead>
<tr>
<th>Effect</th>
<th>$F$ test $(df_1,df_2)$</th>
<th>$P$ value</th>
<th>Partial eta square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling strategy index</td>
<td>32.53 (1,185)</td>
<td>&lt;.001</td>
<td>0.15</td>
</tr>
<tr>
<td>Directionality</td>
<td>0.61 (1,185)</td>
<td>.44</td>
<td>0</td>
</tr>
<tr>
<td>Group</td>
<td>0.20 (1,185)</td>
<td>.66</td>
<td>0</td>
</tr>
<tr>
<td>Sampling strategy index × directionality</td>
<td>0.22 (1,185)</td>
<td>.64</td>
<td>0</td>
</tr>
<tr>
<td>Sampling strategy index × group</td>
<td>0.01 (1,185)</td>
<td>.93</td>
<td>0</td>
</tr>
<tr>
<td>Directionality × group</td>
<td>1.63 (1,185)</td>
<td>.20</td>
<td>0.01</td>
</tr>
<tr>
<td>Sampling strategy index × directionality × group</td>
<td>1.60 (1,185)</td>
<td>.21</td>
<td>0.01</td>
</tr>
</tbody>
</table>

**Figure 4.** Causal estimations as a function of sampling strategy index and group.
Note that any analysis that included experienced contingency did not take into account 5 participants who exhibited an extremely biased strategy (sampling strategy index=1).

No differences were found between experienced contingency and the programmed value ($p=0$) either in the cause group ($t_{99}=1.49$, $P=.14$, Cohen $d=0.15$) or in the effect group ($t_{87}=0.54$, $P=.59$, Cohen $d=0.06$) meaning that most participants experienced a near zero contingency. Once the 5 participants for whom it was not possible to calculate $\Delta p$ were discarded, no relationship between sampling strategy and experienced contingency was detected ($r=0.06$, $P=.41$); therefore, the effect of sampling strategy on causal estimation could not be attributed to experienced contingency.

The repeated measures ANOVA showed a significant effect of block ($F_{7,1337}=5.24$, $P<.001$, $\eta^2_p =.027$). The sampling strategy index was significantly higher in block 1 than in the other seven blocks, while no other significant differences were found (Table 2 and Figure 5). In block 1, 93% (98/105) of participants in the cause group selected the medical record of a patient treated with Batatrim as their first choice, and similarly, 86% (76/88) of participants in the effect group selected the medical record of a patient who developed the syndrome.

### Table 2. Posthoc comparisons.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Mean difference</th>
<th>$t$ test ($df$)</th>
<th>$P$ value (Bonferroni$^a$)</th>
<th>$P$ value (uncorrected$^b$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block 1 - block 2</td>
<td>0.12</td>
<td>4.43 (1337)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Block 1 - block 3</td>
<td>0.11</td>
<td>3.93 (1337)</td>
<td>.003</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Block 1 - block 4</td>
<td>0.13</td>
<td>4.90 (1337)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Block 1 - block 5</td>
<td>0.10</td>
<td>3.82 (1337)</td>
<td>.004</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Block 1 - block 6</td>
<td>0.11</td>
<td>4.12 (1337)</td>
<td>.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Block 1 - block 7</td>
<td>0.10</td>
<td>3.63 (1337)</td>
<td>.008</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Block 1 - block 8</td>
<td>0.14</td>
<td>5.27 (1337)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Block 2 - block 3</td>
<td>−0.01</td>
<td>−0.50 (1337)</td>
<td>&gt;.999</td>
<td>.62</td>
</tr>
<tr>
<td>Block 2 - block 4</td>
<td>0.01</td>
<td>0.47 (1337)</td>
<td>&gt;.999</td>
<td>.64</td>
</tr>
<tr>
<td>Block 2 - block 5</td>
<td>−0.02</td>
<td>−0.60 (1337)</td>
<td>&gt;.999</td>
<td>.55</td>
</tr>
<tr>
<td>Block 2 - block 6</td>
<td>−0.01</td>
<td>−0.31 (1337)</td>
<td>&gt;.999</td>
<td>.76</td>
</tr>
<tr>
<td>Block 2 - block 7</td>
<td>−0.02</td>
<td>−0.79 (1337)</td>
<td>&gt;.999</td>
<td>.43</td>
</tr>
<tr>
<td>Block 2 - block 8</td>
<td>0.02</td>
<td>0.84 (1337)</td>
<td>&gt;.999</td>
<td>.40</td>
</tr>
<tr>
<td>Block 3 - block 4</td>
<td>0.03</td>
<td>0.97 (1337)</td>
<td>&gt;.999</td>
<td>.33</td>
</tr>
<tr>
<td>Block 3 - block 5</td>
<td>−0.00</td>
<td>−0.10 (1337)</td>
<td>&gt;.999</td>
<td>.92</td>
</tr>
<tr>
<td>Block 3 - block 6</td>
<td>0.01</td>
<td>0.19 (1337)</td>
<td>&gt;.999</td>
<td>.85</td>
</tr>
<tr>
<td>Block 3 - block 7</td>
<td>−0.01</td>
<td>−0.29 (1337)</td>
<td>&gt;.999</td>
<td>.77</td>
</tr>
<tr>
<td>Block 3 - block 8</td>
<td>0.04</td>
<td>1.34 (1337)</td>
<td>&gt;.999</td>
<td>.18</td>
</tr>
<tr>
<td>Block 4 - block 5</td>
<td>−0.03</td>
<td>−1.08 (1337)</td>
<td>&gt;.999</td>
<td>.28</td>
</tr>
<tr>
<td>Block 4 - block 6</td>
<td>−0.02</td>
<td>−0.79 (1337)</td>
<td>&gt;.999</td>
<td>.43</td>
</tr>
<tr>
<td>Block 4 - block 7</td>
<td>−0.03</td>
<td>−1.27 (1337)</td>
<td>&gt;.999</td>
<td>.21</td>
</tr>
<tr>
<td>Block 4 - block 8</td>
<td>0.01</td>
<td>0.36 (1337)</td>
<td>&gt;.999</td>
<td>.21</td>
</tr>
<tr>
<td>Block 5 - block 6</td>
<td>0.01</td>
<td>0.29 (1337)</td>
<td>&gt;.999</td>
<td>.77</td>
</tr>
<tr>
<td>Block 5 - block 7</td>
<td>−0.01</td>
<td>−0.19 (1337)</td>
<td>&gt;.999</td>
<td>.85</td>
</tr>
<tr>
<td>Block 5 - block 8</td>
<td>0.04</td>
<td>1.44 (1337)</td>
<td>&gt;.999</td>
<td>.15</td>
</tr>
<tr>
<td>Block 6 - block 7</td>
<td>−0.01</td>
<td>−0.48 (1337)</td>
<td>&gt;.999</td>
<td>.63</td>
</tr>
<tr>
<td>Block 6 - block 8</td>
<td>0.03</td>
<td>1.15 (1337)</td>
<td>&gt;.999</td>
<td>.25</td>
</tr>
<tr>
<td>Block 7 - block 8</td>
<td>0.04</td>
<td>1.63 (1337)</td>
<td>&gt;.999</td>
<td>.10</td>
</tr>
</tbody>
</table>

$^a$Bonferroni corrected values; statistically significant when $P<.05$.

$^b$Uncorrected values; statistically significant when $P<.002$. 
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Discussion

Principal Results

The main goal of this experiment was to assess the potential relationship between information gathering biases and causal inferences using an experimental procedure. Thus, we adapted a standard laboratory task which has previously been used in research on causal illusions in order to imitate an information searching situation. Results showed a significant relationship between causal illusion and information sampling strategy. When the potential cause was used to collect information, the causal link can be overestimated when cause-absent information is undersampled. Similarly, when the effect is the cue that drives information gathering, causal estimations can be overestimated when effect-absent information is insufficiently sampled.

Although we did not explicitly include any manipulation aimed at biasing sampling strategy, we found a general preference for checking the medical records of patients treated with Batatrim or patients who developed the syndrome (depending on the group). We may explain this preference as the result of a positive testing strategy driven by confirmation bias [55]. Instructions presented the treatment with Batatrim as a potential cause for the allergic reaction: “You suspect that Lindsay syndrome may be caused by a medical treatment called Batatrim...” Consequently, we provided participants with the initial hypothesis that Batatrim caused Lindsay syndrome. People using a positive testing strategy will search for information that confirms their hypothesis. Under the initial hypothesis that Batatrim causes Lindsay syndrome, a positive testing strategy involved searching information to obtain coinciding events. When a search is based on the cause, the strategy that allows for retrieving cause-effect coincidences is to select cases in which the cause is present (ie, medical records of patients treated with Batatrim) whereas the way to obtain these coincidences when searching is driven by the effect is by selecting cases in which the effect occurred (ie, medical records of patients who developed the syndrome). These two biases resemble the sampling strategy bias detected in our experiment. Our results about the relationship between information searching strategy and causal estimation (a significant effect of sampling strategy index on causal estimation) also showed the danger associated with this testing strategy—information collected using a positive testing strategy will lead to an overrepresentation of cue-present trials and will increase the likelihood of a causal illusion.

Since a positive testing strategy has been claimed to be a general default heuristic that is often used in the absence of specific information identifying some tests as more relevant than others [55], it is not necessary to assume that a confirmation bias support our results; however, previous beliefs should be taken into account when the information sampling strategies are tested in real contexts given that personal interest and motivation may exert a heavy influence boosting the effect of a default-biased strategy. The role of confirmation bias has already been explored in health information sampling research suggesting that it may significantly affect how information is collected. In recent research, Meppelink et al [56] investigated the role of confirmation bias in information seeking with respect to early-childhood vaccination and found that a priori vaccination beliefs biased selection of online health information—people predominantly selected information that was consistent with their existing beliefs (ie, selective exposure) [57]. The significant effect of sampling strategy index on causal estimations showed that, in addition, a partial selection of information in which belief-supporting evidence is overrepresented may be related...
to damaged causal estimation (note that the correlational nature of our design does not allow us to discriminate whether the biased searching caused the estimates to be biased, or whether a stronger initial belief about the causal relationship might have biased the sampling strategy, strengthening the initial belief).

Limitations and Strengths
In order to ensure strong experimental control of the variables involved and a high internal validity, we decided to use a standard and very simple procedure that is often used to study how people make causal inferences in laboratory settings. Our use of this procedure in the current situation, however, resulted in limitations related to its ecological validity. Our procedure does not exactly mirror how internet users search for information. Most internet users do not sequentially select information about individual people in the same way as was done in the experimental task; however, the process of collecting information and the subsequent processes of integration, combination, and interpretation of the information are, fundamentally, the same.

Participants searched for and collected pieces of evidence that ultimately were used to shape their estimation about the relationship between the events. Similarly, internet users may use web search engines which provide them with discrete bits of information that are used as evidence to support or reject the causal relationship between the events under assessment. In our experiment, these pieces of information were less enriched than those collected in real-world settings, but they did contain the core information needed for causal inference. Reducing the ecological validity of our procedure ensured a high level of internal validity—an advantage that made our procedure a better option than other naturalistic paradigms. The most relevant advantage was that it allowed us to explore information sampling biases while controlling for the effect of additional information features.

Real situations contain a high degree of ambiguity and subtle information nuances that may limit research inferences by weakening internal validity. For example, website design or the perceived authority of the author have been shown to influence the trust and credibility of web-based health information [58], which may affect how specific pieces of information are weighted and integrated to make causal inferences. Instead, the experimental approach allowed for the isolation of searching strategy from other factors. Another advantage of the experimental approach was that we were able to control which information was presented, and consequently, whether the information objectively supported any relationship between the cause and the alleged effect in order to detect causal illusions.

Finally, by using a fictitious scenario instead of a real-world example, we avoided the potential consequences of experimentally induced causal beliefs on real-life decisions and controlled for any contribution of a priori beliefs.

Future Work
Now that the contribution of sampling strategies on causal inferences has been documented in a laboratory setting, future research may extend our results to real-world situations to assess the generalizability of our findings when information collection is more complex. This research may be considered a first step in building interventions aimed at protecting people when using the internet to search health information.

Conclusions
The internet has become a relevant source of health-related information [6-8]. Despite its advantages, using the internet to gather information requires several considerations such as the lack of quality control of the information and the subsequent possibility of misinformation dissemination. A relevant example is misinformation concerning scientific strategies that are aimed at protecting and promoting public health such as vaccination. Although, the determinants of vaccine uptake are complex, online misinformation has been claimed to contribute to the phenomenon of individuals foregoing vaccinations [59,60] and major search engines and social media organizations have been recently called to actively support fact-based communication programs that positively contribute to restoring confidence in vaccinations [61]. Using the internet to gather health information may cause additional concerns beyond those of information quality. How people search for information may determine which information is retrieved [62,63], shaping their beliefs about health, and eventually, their health-related behavior, such as vaccination refusal [64,65]. Results from our study have shown that sampling biases are related to causal perceptions. Thus, partial selection of information may induce an uneven representation of information that may produce and perpetuate causal illusions.

Laboratory-based research on contingency learning has been shown to be a successful approach to real-life problems because of its ability to detect relevant factors that may contribute to causal inferences, but also because it has been the foundation for designing and testing evidence-based interventions that have proven to be effective in improving critical thinking skills, and therefore, at reducing potentially harmful causal misconceptions in real contexts [48,49]. Future research may extend our results to real-world contexts in order to design interventions aimed at protecting users when using the internet.
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Abstract

Background: The internet has become an increasingly important resource for health information. However, with a growing amount of web pages, it is nearly impossible for humans to manually keep track of evolving and continuously changing content in the health domain. To better understand the nature of all web-based health information as given in a specific language, it is important to identify (1) information hubs for the health domain, (2) content providers of high prestige, and (3) important topics and trends in the health-related web. In this context, an automatic web crawling approach can provide the necessary data for a computational and statistical analysis to answer (1) to (3).

Objective: This study demonstrates the suitability of a focused crawler for the acquisition of the German Health Web (GHW) which includes all health-related web content of the three mostly German speaking countries Germany, Austria and Switzerland. Based on the gathered data, we provide a preliminary analysis of the GHW’s graph structure covering its size, most important content providers and a ratio of public to private stakeholders. In addition, we provide our experiences in building and operating such a highly scalable crawler.

Methods: A support vector machine classifier was trained on a large data set acquired from various German content providers to distinguish between health-related and non–health-related web pages. The classifier was evaluated using accuracy, recall and precision on an 80/20 training/test split (TD1) and against a crowd-validated data set (TD2). To implement the crawler, we extended the open-source framework StormCrawler. The actual crawl was conducted for 227 days. The crawler was evaluated by using harvest rate and its recall was estimated using a seed-target approach.

Results: In total, n=22,405 seed URLs with country-code top level domains .de: 85.36% (19,126/22,405), .at: 6.83% (1530/22,405), .ch: 7.81% (1749/22,405), were collected from Curlie and a previous crawl. The text classifier achieved an accuracy on TD1 of 0.937 (TD2=0.966), a precision on TD1 of 0.934 (TD2=0.954) and a recall on TD1 of 0.944 (TD2=0.989). The crawl yields 13.5 million presumably relevant and 119.5 million nonrelevant web pages. The average harvest rate was 19.76%; recall was 0.821 (4105/5000 targets found). The resulting host-aggregated graph contains 215,372 nodes and 403,175 edges (network diameter=25; average path length=6.466; average degree=1.872; average in-degree=1.892; average out-degree=1.845; modularity=0.723).

Among the 25 top-ranked pages for each country (according to PageRank), 40% (30/75) were web sites published by public institutions. 25% (19/75) were published by nonprofit organizations and 35% (26/75) by private organizations or individuals.

Conclusions: The results indicate, that the presented crawler is a suitable method for acquiring a large fraction of the GHW. As desired, the computed statistical data allows for determining major information hubs and important content providers on the GHW. In the future, the acquired data may be used to assess important topics and trends but also to build health-specific search engines.
health information; internet; web crawling; distributed system

Introduction

Overview

The internet has become an increasingly important resource for health information, especially for laypeople [1-10]. Web users perform online searches to obtain health information regarding diseases, diagnoses, and different treatments [1]. However, with a growing amount of web pages, it is nearly impossible for humans to manually keep track of evolving and continuously changing content in the health domain. According to the (German) Good Practice Guidelines for Health Information, “evidence-based health information is...a trustworthy state of the medical knowledge” [11]. Even if health information is found via well-known search engines, it does not necessarily meet with this definition and may be influenced by commercial interests [12].

Therefore, it is important to identify health content providers and assess their relevance [13]. In this context, an automatic web crawling approach can help to understand the structure of the health-related web (ie all web pages offering health-related information). By focusing only on such content, it is possible to (1) identify information hubs for the health domain, (2) find content providers of high prestige, and (3) identify important topics and trends within the health-related web. In future work, the identified content providers of high prestige could be analyzed for their respective trustworthiness and their compliance with the criteria of evidence-based health information [11].

According to Van der Bosch et al [14], in 2015 the (indexed) web was estimated to consist of roughly 47 billion web pages. However, only a fraction of those web pages contain health-related information. So, in order to determine the structure of the health-related web, it is crucial to determine for each web page’s content whether it is health-related or not.

A related filter method can be used within a web crawler to filter out irrelevant web pages, therefore reducing the total number of web pages that need to be crawled. This saves time and financial resources for the crawling task. Nevertheless, analyzing such an amount of data requires high performance hardware and parallelization approaches.

Yet, to the best of the authors’ knowledge, no study has been previously conducted and published about the health-related web. This study provides a first analysis of the health-related web limited to web pages in German, the so-called German health web (GHW). In this regard, we restrict our study to the three mostly German-speaking countries Germany, Austria and Switzerland (D-A-CH).

A distributed focused crawler for the GHW is outlined and evaluated as part of this study. Using the acquired data it is possible to extract the graph structure of the GHW for the goals listed above and provide access to health-related text material for linguistic analysis and further research purposes.

Related Work

Importance of Health Information on the Web

The World Wide Web and its graph structure have been a subject of study for many years [15-17]. However, domain-specific and/or country-dependent analysis of graph properties have not been the primary scope of research in the recent years [18,19]. Moreover, a review by Kumar et al [20] shows that research related to focused crawling was popular in the late 1990s and mid 2000s but seems to have lost attention in the last decade. As the internet is an important resource for health information [21], finding relevant content remains an important task [8].

Web Crawling of Health Information

In 2005, Tang et al [22] investigated the use of focused crawling techniques to assess the topic relevance and quality of medical information. For this purpose, n=160 seeds from the category “depression” of the Open Directory Project (now Curie) were selected. They found that such an approach fetches twice as many pages as a crawler without topic focus. In another study, Pirkola et al [23] described the use of focused crawlers to acquire text from the genomics domain. They found, that “the source of seed URLs and the issues related to the multilinguality of the web” are major challenges in this area.

Abbasi et al [24] used a focused crawler to collect credible medical sentiments and opinions in the context of drug surveillance. In this context, their crawler was evaluated on “a set of 100 seed URLs pertaining to health and drug-related websites” and achieved a harvest rate of 10.06% (1,243,074/12,362,406). In 2016, Abbasi et al [25] demonstrated the use of a focused crawler to acquire credible online medical content in the context of postmarket drug surveillance. Their method was able to “collect over 80% of all relevant credible content in the first 20% of the crawl.”

In Xu et al [26], a user-oriented adaptive focused crawler was implemented and applied in the cancer domain (ie, on breast and lung cancer). The authors found that “the new crawler can substantially accelerate the online user-generated content acquisition efforts for cancer researchers.”

Amalia et al [27] presented a focused crawler for the acquisition of health-related articles written in Indonesian. In this study, different crawling strategies and their relative impacts on crawler performance were investigated. They found that crawling larger sites first improves the number of crawled articles.

In 2016, Rheinländer et al [28] studied the scalability of an information extraction framework using a focused crawling approach to collect and analyze “a 1 TB collection of web text from the biomedical domain” written in English. For this purpose, they generated a set of n=485,462 seeds using
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commercial search engines with which their focused crawler achieved a harvest rate of 38%.

Aims of the Study
The authors decided to concentrate on health-related web pages available free of charge on the internet in the D-A-CH region that can be found under the respective country-code top-level domains (ccTLDs) .de, .at, and .ch. In this context, the aim of this study was fourfold:

• Demonstrate the suitability of a focused crawler approach for the acquisition of health-related content in the D-A-CH region
• Provide a curated list of seed points for the health domain in the D-A-CH region
• Provide a crowd-validated evaluation data set consisting of health-related and non–health-related URLs that can be used to evaluate other classifiers used in focused crawlers for the health domain in the D-A-CH region
• Give preliminary insights into the graph structure of the GHW

To the best of the authors’ knowledge, no similar study has been previously conducted on a large scale. In particular, this has not been done for the GHW.

Besides a statistical analysis of the GHW, this paper shares our experience in building and operating a highly scalable focused crawler. Thus, researchers who want to perform a similar analysis for web pages of the health domain in their country can benefit from the experiences gained.

Methods

Focused Web Crawling

Basic Web Crawling Process
As depicted in Figure 1, a web crawler traverses the directed graph of the web [29,30]. Starting from a given set of seed URLs, the web crawler fetches web pages. After the download is successful, the HTML of a web page is parsed and hyperlinks to other web pages are extracted. These links are then analyzed and added in a priority queue called frontier [30,31]. The web graph is then visited via those URLs kept in the frontier. The crawler repeats this process until the frontier is empty or it is stopped manually.

Due to the enormous size of the web [14], one must focus on a certain domain of interest to speed up the crawl. In this context, a focused crawler only visits those outgoing links of a web site that appear to be relevant for the given topic. To determine whether a link is relevant or not, the assumption is made that web pages of a certain topic are most likely linked to other web pages of the same topic [32]. To assess the relevance of a certain web page, a focused crawler often uses techniques from the field of machine learning [16,31]. Classifiers are then leveraged to filter irrelevant content during the crawl process and assign priority on extracted URLs based on the classification result.
System Architecture and Processing Workflow

Given the results of the Van der Bosch study [14], it is obvious that sequential processing of such an amount of data would take a tremendous amount of time and/or financial resources. For this reason, a parallel and distributed system architecture as described by Shkapenyuk [33] is necessary to crawl within a reasonable amount of time: to make results available before the web has notably changed. Therefore, such an architecture must be designed to handle thousands of worker threads to fetch web pages in parallel. Besides efficiency in terms of throughput, a crawler should also respect crawler ethics [29,34] (i.e., it should honor the robot exclusion protocol [robots.txt]) [29,35,36]; this protocol allows web site administrators to inform the web crawler which parts of a web site should not be processed. In addition, a crawler should not overwhelm the target web server by sending too many request in a short period of time. For this reason, applying a politeness delay (time between requests to the same server) is mandatory. Furthermore, it must be robust protection against so-called spider traps, or web sites containing programmatic errors or dynamically generated links that cause the crawler to be trapped in an infinite loop [29]. Moreover, the HTML parser must tolerate broken and/or invalid markup [29,37,38]. In addition, text extraction components must handle boilerplate detection in an appropriate way [39,40].

There are several frameworks that realize such distributed crawlers; we built our system on top of the open-source framework StormCrawler [41], a software development kit for building low-latency, scalable crawlers based on the Apache Storm framework [42]. It lacks out-of-the-box components for focused crawling but offers the possibility of adding custom extensions and configuration options. For this reason, we extended it with classifiers and the necessary logic to implement a focused crawler. Figure 2 depicts the architecture of StormCrawler (black) with our focused crawler extension (orange).

The StormCrawler software development kit provides a conventional recursive crawler architecture (upper part of Figure 2); a seed injector is used to read URLs from a text file and adds them to the CrawlDB, which acts as the crawl frontier and content storage. Next, a set of spouts emit yet unseen URLs from the crawl database. To maintain politeness, these URLs are then assigned to cluster nodes (based on their resolved hostname) and directed to the fetchers. The latter will download the respective web pages and forward them to the parsers for link and content extraction; unseen URLs are added to the frontier. Next, the content is sent to the indexers, which store it inside the CrawlDB (in this case an Elasticsearch cluster [43]).

To add focus to StormCrawler, the framework was extended by adding additional bolts and filter components (lower part of
After a web page is parsed, the raw text is extracted by using boilerplate detection and XML path language expressions. It is then processed by a text classification pipeline to compute the relevance to the health domain as described by Joachims [44] and Zowalla et al [45]. If a web page is classified as relevant, it is marked for further processing.

Next, a priority value (in this case a value between 0 and 127) is assigned to every URL contained on the given web page [46]. This is done by using (1) the class probability of the current web page [29,32], (2) a check whether the extracted URLs target the same hostname (a web site covering a certain topic will most likely contain more web pages of that topic) [29,32], (3) the anchor text of that link [47], and (4) the link itself using an n-gram approach [48]. Higher priority values will guarantee earlier processing.

Figure 2. Architecture of a focused crawler based on the StormCrawler software development kit. Spouts (tap symbol) emit data (here: URLs), bolts (lightning symbol) process data (ie fetch, parse, and store the extracted content). Bolts can be enhanced with URL filters (white filter symbol) or parse filters (black filter symbol). URL filters are used to remove URLs based on predefined criteria. Parse filters include URL filters but are primarily used to clean the parsed content and compute topic relevance and priority.

In addition, we implemented a soft focused crawling strategy using tunneling to avoid stopping at the first irrelevant page. For example, many front pages of portals may be classified as irrelevant but link to relevant health-related content [28,31]. To do so, a specific filter component tracks the depth and stops after given n steps (eg, n=2, n=3). Irrelevant web pages are not indexed.

To build the web graph of the health domain, during the crawl process a specific bolt keeps track of the visited and discovered links and adds them to a clustered Neo4j graph database. For statistics and metrics related to the crawl, another bolt continuously updates the crawling progress inside a PostgreSQL database. The crawling and classification process is repeated until the frontier is empty or it is stopped manually by the user.

System Environment and Hardware Setup

In total, 22 virtual machines participate in the computing cluster providing the infrastructure for the crawler. The corresponding services are used to run, manage, and analyze the crawled web pages on the fly. For this setup, two physical servers of a Cisco unified computing system provide the computational resources and run as a virtualization platform to allow shared resource allocation.

Each server offers two physical central processing units (Intel Xeon E5-2689) with 8 cores each and 256 GB of memory. On
the network side, the Cisco unified computing system is attached to two optical 10 gigabit ethernet fibers that provide high bandwidth and ensure scalable throughput. A network attached storage system provides a total disc capacity of 60 TB to persist crawled data and store participating virtual machines via the network file system protocol. This network attached storage is also connected via optical fibers to our university’s core router.

**Evaluation Measures for Focused Web Crawling**

Several studies state that the primary metric in evaluating focused crawler performance is the harvest rate [20,29,31,49,50]. Harvest rate is defined as “the fraction of webpages crawled that satisfy the relevance criteria among all crawled webpages” [20]. Previous studies reported that the harvest rate ranges between 10% and 45% for such systems [24,28,31,51].

In addition, the recall (also known as sensitivity) measure can be estimated by using the seed-target approach [29,52,53]. In this context, the initial set of seed pages is split into two sets of which one can be used as seeds and the other as targets (T). Figure 3 depicts the relationship between relevant (R), crawled (S) and target web pages.

According to Liu [29], the recall may be estimated if T is a representative, unbiased sample of R independent of the crawling process by the equation in Figure 4 at any time t.

**Figure 3.** Relationship between target, relevant, and crawled web pages. Recall is estimated based on known relevant target pages and underlying independence assumption.

**Figure 4.** Recall estimate equation.

\[
R_T(t) = \frac{|T \cap S_t|}{|T|}
\]

**Text Classification**

Support vector machines (SVMs) originate from the field of machine learning and are known to perform well for text classification tasks [44,45]. For this reason, we relied on an SVM to determine a web page’s relevance within the health domain. Figure 5 depicts the system’s workflow for the training and classification phase.

To build our SVM-based text classifier, we followed related methods as described by Joachims [44]: as a first step toward a health text classifier, automatically gathered health-related articles (contained in a document collection [D]) were cleaned from syntactic markup (eg, boilerplate code, HTML tags). Each article was then tokenized (ie, split into single word fragments) and each character was converted to lower case (also known as case folding). Stop words (eg, the, and, it) were removed as these kinds of tokens do not carry any relevant information. Next, stemming techniques were applied in order to map tokens to their stem forms and reduce morphological variations of words (eg, goes becomes go). Each article was transformed into a document vector containing all distinct terms. To do so, it is
necessary to compute the terms that are representative for every article. A so-called feature selection produces a smaller subset of features (F) which yields the most relevant features for each article, limited by a predetermined threshold [54]. Given D and F, an SVM was trained to distinguish between vectors of health-related (H) and non–health-related (G) articles. The resulting classifier may be applied to previously unclassified web pages in order to predict their health-relatedness. To evaluate the classifier’s quality, we used well-established metrics from the field of information retrieval such as accuracy, recall, and precision [29].

LIBSVM [55] and its object-oriented binding zlibsvm [56] were used as an SVM implementation of the text classifier. For building and training the SVM, the process described by Joachims [44] was applied. To reduce dimensionality, the feature selection method information gain was used [54]. Word embedding was conducted using tfe [57] as a term-weighting approach.

To find an optimal hyperparameter combination for the chosen radial basis function kernel, a grid search using 10-fold cross-validation, as recommended by the LIBSVM authors [55], was conducted. According to the Pareto Principle, training and test data were constructed using an 80:20 split [58]. In addition, the classes inside these data sets were equally balanced according to Wei and Dunbrack [59] as the real-world class distribution of H and G is unknown.

Figure 5. Workflow of an support vector machine–based text classification system: black lines indicate the training process; blue lines indicate the classification process; slanted boxes represent data; rectangular boxes represent computational steps.

Graph Metrics
The graph structure of the web has been extensively analyzed in several studies [15,17,60,61]. In this context, a graph node represents a web page and an edge represents a link between two web pages. We generated a so-called host-aggregated graph from the original web graph in order to reduce its computational complexity and explore its properties [61]. In this process, single web pages are combined and represented by their parent web site (including outgoing and ingoing links). On the resulting host-aggregated graph, we applied the following metrics:

- Average degree is the average number of edges connected to a node [62]. For a (directed) web graph, this is defined as the total number of edges divided by the total number of nodes. The average in-degree denotes the average number of ingoing edges to a node (ie, links to a web site). The average out-degree is defined as the average number of outgoing edges of a node (ie, links targeting other web sites).
- Modularity measures the strength of division of a graph into clusters or groups [62,63]. Graphs with a high modularity have dense connections between the web sites within certain clusters but sparse connection to other web sites, which are contained in different clusters.
- PageRank is a centrality-based metric that allows identification of web sites (nodes) of importance inside a graph [64]. The underlying assumption is that an important or prestigious web site will receive more links from other important web sites (ie, higher in-degree).

Other metrics such as network diameter and the average path length (ie, the average number of clicks which will lead from one web site to another) are frequently used for graph analysis [62,65].

Data Acquisition
Seed Generation
The selection of seed sources is crucial for the performance of a focused crawler [24,28,66-68]. For certain top-level domains (TLDs; eg, .com), the domain name system zone files are available to the public free of charge containing all registered domains for the given TLD. These zone files can then be used to extract seeds. However, due to data protection regulations, accessing and using the domain name system zone files for the ccTLDs .de, .at, and .ch was not possible.

Other studies leverage search engines with specific queries [28,66,69] to obtain high-quality seeds. However, most search engines restrict the amount of queries and limit the returned amount of results. Also, the results might be influenced by commercial interests and crafting high-quality search queries demands time and/or financial resources.

Another widely used seed source is the web taxonomy Curlie [22,29,31,66,70,71], which provides human-maintained precategorized web sites. Seeds can be harvested as dumps and are available free of charge. In addition, it is possible to reuse the results of a previous crawl to generate seeds. For this study, we relied on Curlie and the data of a previous health-related crawl conducted in 2016 [72].
Machine Learning Data Sets

Training and Test Corpus

To obtain a large enough data set for training and testing the SVM text classifier used within the focused crawler, web pages from various German content providers were obtained. First, the web pages were downloaded by specialized web crawlers implemented in Java using the crawler4j framework [73]. Next, boilerplate detection and data cleaning were conducted using regular expression filters. After this step, the cleaned textual content was stored in a relational database for further processing. Regarding each content provider, a random sample was manually inspected by the authors in order to assess data quality.

Each content provider and all related articles were put into one of the two classes: health-related language (H) or general language (G). The coding was based on (1) the organizations providing the content, (2) health-related content certification (eg, Health On the Net Foundation Code of Conduct), and (3) a manual inspection by the authors, in which the topic relevance of a random sample for each content provider was assessed.

Crowd-Validated Test Corpus

As the training and test corpus were generated by using a priori knowledge of each content provider, the authors decided to construct an additional independent human-validated data set to evaluate the classifier’s performance.

Recent studies have shown that crowdsourcing can produce comparable results to human experts at a faster pace [74-78]. Thus, crowdsourcing was used to assess the evaluation data set. Figure 6 depicts the process of building this validated data set.

First, web pages were manually selected from a crawl conducted in 2016 [72]. It was ensured that the selected pages were neither included in the training set nor in the test corpus generated in the previous step. Next, each web page was assessed by a group of workers and categorized as H or G. Raters were given clear instructions on how to categorize given web pages (see Multimedia Appendix 1). In addition, each rater successfully completed a quiz-based training before they could participate in the study [79-83]. Precategorized web pages (test questions) were mixed into the rating process as test questions to keep the attention of the raters at a high level.

If a rater failed to answer a specific amount of such test questions, the assessments of this rater were considered as dropouts. Following the recommendation by Carvalho et al [84], each web page was assessed by at least 10 crowd-workers on the commercial crowd-working platform FigureEight [85]. In addition, the same web pages were coded by final year medical students (at least two students per web page) at the University of Heidelberg in the context of the lecture Medical Informatics. Study participation was voluntary.

If there was no clear majority vote for a certain class between the crowd-workers, the assessments of the medical students were taken into consideration. If there was still no agreement, the web page was listed as a dropout.

The statistical software R version 3.4.4 (R Foundation for Statistical Computing) on an Ubuntu 18.04 LTS 64-bit computer was used to compute percent agreement [86] and Fleiss $\kappa$ [87].
Results

Seeds

Seeds were obtained from the health category (German: Gesundheit) of Curlie and a health-related crawl conducted in 2016 targeting health-related web sites in German [72]. In total, n=22,405 seeds with ccTLDs .de (19,126/22,405, 85.36%), .at (1530/22,405, 6.83%), .ch (1749/22,405, 7.81%) were collected and used in this study. The full list of seeds can be found in Multimedia Appendix 2.

Machine Learning Data Sets

Data Set Characteristics

Web pages from various German content providers were collected between April 24, 2018, and August 16, 2018. A detailed list and description of each content provider is shown...
In Table 1. In total, 98,442 articles were collected. The average word count for each document was 741; the average sentence count was 44.

For category H, we collected 9638 articles from the categories “medicine” and “medical report” from Deutsches Ärzteblatt (a magazine tailored to physicians) and 1907 from Apotheken Umschau (a magazine freely available in German pharmacies, tailored to lay citizens). In addition, we acquired 235 and 636 articles from the medical content providers Institute for Quality and Efficiency in Healthcare and Onmeda, respectively. Moreover, 2829 documents were obtained from the national health portal of the Republic of Austria. In addition, 28,436 health-related articles from Wikipedia Health were gathered by using the Wikipedia category graph. For category G, 18,364 random articles from Wikipedia General were collected, which were not related to the category Health (German: Gesundheit). In addition, 36,297 German web pages were selected randomly from the Common Crawl Foundation.

Table 1. Total number of acquired articles and respective class labels of various German content providers.

<table>
<thead>
<tr>
<th>Content provider</th>
<th>Class</th>
<th>Certa</th>
<th>Organization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wikipedia Health</td>
<td>Hb</td>
<td>no</td>
<td>Wikimedia Foundation</td>
</tr>
<tr>
<td>Wikipedia General</td>
<td>Gc</td>
<td>no</td>
<td>Wikimedia Foundation</td>
</tr>
<tr>
<td>Common Crawl</td>
<td>G</td>
<td>no</td>
<td>Common Crawl Foundation</td>
</tr>
<tr>
<td>Deutsches Ärzteblatt</td>
<td>H</td>
<td>no</td>
<td>German Medical Association, National Association of Statutory Health Insurance Physicians</td>
</tr>
<tr>
<td>Onmeda</td>
<td>H</td>
<td>Yes</td>
<td>Gofeminin.de GmbH</td>
</tr>
<tr>
<td>gesundheitsinformation.de</td>
<td>H</td>
<td>Yes</td>
<td>Institute for Quality and Efficiency in Healthcare</td>
</tr>
<tr>
<td>Apotheken Umschau</td>
<td>H</td>
<td>Yes</td>
<td>Wort &amp; Bild Verlag</td>
</tr>
<tr>
<td>GESUNDheit.gv.at</td>
<td>H</td>
<td>No</td>
<td>Ministry of Social Affairs (Austria)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>98,442</td>
</tr>
</tbody>
</table>

aYes indicates that a provider is certified by the Health On The Net Foundation Code of Conduct or another certification provider.
bH: health-related language.
cG: general language.
dNot applicable.

Training and Test Corpus

For training and evaluation of the SVM classifier, 87,562 articles were used. Table 2 lists the final data sets. In total, 80.00% (70,048/87,562) of articles were used for training the classifier and 20.00% (17,514 of 87,562) were used for testing.
Table 2. Total amount of articles used in the training and test corpus per content provider with corresponding class labels: health-related language (H) and general language (G).

<table>
<thead>
<tr>
<th>Content provider</th>
<th>Class</th>
<th>Documents</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Training</td>
<td>Test</td>
<td>Total</td>
<td></td>
</tr>
<tr>
<td>Wikipedia</td>
<td>H^a</td>
<td>22,748</td>
<td>5688</td>
<td>28,436</td>
<td></td>
</tr>
<tr>
<td>Wikipedia</td>
<td>G^b</td>
<td>10,339</td>
<td>2585</td>
<td>12,924</td>
<td></td>
</tr>
<tr>
<td>Common Crawl</td>
<td>G</td>
<td>24,685</td>
<td>6172</td>
<td>30,857</td>
<td></td>
</tr>
<tr>
<td>Deutsches Ärzteblatt</td>
<td>H</td>
<td>7710</td>
<td>1928</td>
<td>9638</td>
<td></td>
</tr>
<tr>
<td>Onmeda</td>
<td>H</td>
<td>509</td>
<td>127</td>
<td>636</td>
<td></td>
</tr>
<tr>
<td>gesundheitsinformation.de</td>
<td>H</td>
<td>189</td>
<td>46</td>
<td>235</td>
<td></td>
</tr>
<tr>
<td>Apotheeken Umschau</td>
<td>H</td>
<td>1525</td>
<td>382</td>
<td>1907</td>
<td></td>
</tr>
<tr>
<td>GESUNDheit.gv.at</td>
<td>H</td>
<td>2343</td>
<td>586</td>
<td>2929</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>_c</td>
<td>70,048</td>
<td>17,514</td>
<td>87,562</td>
<td></td>
</tr>
</tbody>
</table>

^a: health-related language.
^b: general language.
^c: Not applicable.

Crowd-Validated Test Corpus

A total of 432 web pages (216 per class) were manually selected from a health-related crawl conducted in 2016 [72]. The selected web pages were neither contained in the training nor in the test corpus (see Table 2).

Each web page was assessed by 10 crowd-workers between February 2, 2019, and February 16, 2019, on the commercial crowd-working platform, FigureEight [85]. In total, 4367 assessments by 28 crowd-workers were collected at a cost of US $36.06. The overall satisfaction (as measured by FigureEight) was 4.45 out of 5 possible points (instructions clear: 4.5/5; test questions fair: 4.55/5; ease of job: 4.5/5; payment: 3.65/5); 14 out of 28 (50%) workers participated in this voluntary exit survey. Percent agreement was 0.855; Fleiss κ was 0.279.

In addition, the same web pages were coded by medical students (n=40). Study participation was voluntary. Each web page was assessed by at least two students. Percent agreement was 0.719; Fleiss κ was 0.337. According to Landis and Koch [88], these κ values correspond to a fair agreement.

The resulting data set contained n=384 web pages (192 per class). This corresponds to a dropout rate of 11.1% (48/432). The full list of coded web pages is given in Multimedia Appendix 3.

Classifier Performance

The classifier was evaluated against the test and crowd-validated data set, and the results are presented in Table 3. The classifier achieved a precision of 0.934, a recall of 0.940, and an accuracy of 0.937 on its test data set; 5.96% (522/8757) of health-related web pages were falsely classified as nonrelevant by the SVM. On the other hand, 6.57% (575/8757) of the nonrelevant pages were classified as health-related.

On the crowd-validated real-world data set, the classifier achieved an accuracy of 0.966, a precision of 0.954, and a recall of 0.989. Only 1.0% (2/192) of the health-related web pages were falsely classified as nonrelevant, and 5.7% (11/192) of nonrelevant web pages were classified as health-related.
### Crawler Performance

Our system achieved a download rate of 7 to 10 documents per second. This sums up to 227 days of pure crawling and classification of approximately 133 million web pages.

The crawl yielded approximately 13.5 million presumably relevant web pages and approximately 119.5 million nonrelevant web pages. Figure 7 depicts the harvest rate during the crawl.

The overall mean harvest rate was 19.76% ($HR = \frac{222}{36.45\%}$; $HR = \frac{53}{0.00\%}$). $HR_{\text{max}}$ was achieved at day 222 as the crawl was resumed after infrastructure maintenance due to urgent security updates; $HR_{\text{min}}$ was recorded on day 53. It was caused by a data center outage in which the infrastructure had to be shut down.

As an additional measure, we estimated the recall of our focused crawling by using the seed-target approach [29]. For this purpose, the initial seed set ($n=22,405$) was divided into a set of seeds ($n=17,405$) and targets ($n=5000$); ccTLD distribution was maintained in each sub set, and 4105 out of 5000 targets (82.10%) were contained in the crawl. This corresponds to an estimated recall of 0.821.

---

| Evaluation data sets | Baseline | | | | | |
|----------------------|----------|-----------------|-----------------|-----------------|-----------------|
|                      | Health   | General | Sum        | Accuracy | Precision | Recall |
| Test data set        |          |         |            |          |           |        |
| SVM<sup>a</sup>      |          |         |            |          |           |        |
| Health               | 8182     | 575     | 8757       |          |           |        |
| General              | 522      | 8235    | 8757       |          |           |        |
| Sum                  | 8704     | 8810    | 17,514     |          |           |        |
| Crowd-validated data set |          |         |            |          |           |        |
| SVM                  |          |         |            |          |           |        |
| Health               | 181      | 11      | 192        |          |           |        |
| General              | 2        | 190     | 192        |          |           |        |
| Sum                  | 183      | 211     | 384        |          |           |        |

<sup>a</sup>SVM: support vector machine.  
<sup>b</sup>Not applicable.
Figure 7. Harvest rate over time measured at the end of each day (dashed line represents the mean harvest rate). Note that the drop at day 53 is related to an outage at our data center. Peak at day 106: storm cluster was extended by three additional virtual machines. Peaks at days 157, 158, 191, 194 and 222: crawl was resumed after infrastructure maintenance due to urgent security updates that required a restart of the host system and/or of the virtual machines.

Graph Structure

The graph database Neo4J in v3.5.4 and its graph algorithm plugins [89] were used to compute the metrics as described in Graph Metrics on an Ubuntu 18.04 LTS 64-bit server. In order to reduce graph complexity, all web pages belonging to the same web site were aggregated and substituted by their parent web site (including outgoing and ingoing links; see Graph Metrics). The resulting graph contains 215,372 nodes (web sites) and 403,175 edges (links between web sites). A total of 82.56% (177,816/215,372) of the web sites belong to the ccTLD .de; 7.95% (17,126/215,372) to .at, and 9.49% (20,430/215,372) to .ch.

The graph has a network diameter of 25. The average path length is 6.466. The average degree is 1.872, the average in-degree is 1.892, and the average out-degree is 1.845. Modularity was computed to be 0.723.

During the analysis, several types of website publishers emerged: public institutions, nonprofit organizations, and private organizations or single individuals. As the ccTLD .de has the highest share within the graph, a global ranking according to PageRank would be dominated by .de web sites. For this reason, the following paragraph will present the top 25 web sites according to PageRank for each ccTLD separately.

Table 4 lists the 25 top-ranked web sites according to PageRank with their respective publisher for .de; 12 out of 25 (48%) are published by public institutions, 32% (8/25) are published by nonprofit organizations, and 20% (5/25) by private organizations. The top-ranked 25 web sites for .at are shown in Table 5; 12 out of 25 (48%) are published by public institutions, 4% (1/25) are published by nonprofit organizations, and 48% (12/25) by private organizations (see Table 5). For the ccTLD .ch, 24% (6/25) are published by public institutions, 40% (10/25) originate from nonprofit organizations, and 9/25 (36%) are published by private organizations (see Table 6).

Overall, 40% (30/75) are web sites published by public institutions, 25% (19/75) are published by nonprofit organizations, and 35% (26/75) by private organizations.

The graph visualization tool Gephi v0.9.2 [90] was used on a bare-metal Windows 10 64-bit computer to explore the host-aggregated graph structure. Unfortunately, we experienced serious performance issues while running Gephi’s visualization algorithms. This is a main reason why we illustrate just a small example extract of the host-aggregated graph: Figure 8 consists of 94 nodes and 243 edges and presents basic aspects of the graph’s structure. The focus is on www.rki.de as the top-ranked web site for the ccTLD .de (according to our analysis from below). The surrounding nodes represent health-related web sites in close proximity of www.rki.de.
Table 4. Domains of 25 top-ranked websites for country-code top-level domain .de with their respective publisher according to PageRank.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Domain</th>
<th>Publisher</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><a href="http://www.rki.de">www.rki.de</a></td>
<td>Robert Koch Institute</td>
<td>PIa</td>
</tr>
<tr>
<td>2</td>
<td><a href="http://www.aerzteblatt.de">www.aerzteblatt.de</a></td>
<td>Deutscher Ärzte-Verlag GmbH</td>
<td>PI</td>
</tr>
<tr>
<td>3</td>
<td><a href="http://www.charite.de">www.charite.de</a></td>
<td>Charité–Berlin University of Medicine</td>
<td>PI</td>
</tr>
<tr>
<td>4</td>
<td><a href="http://www.deutsche-alzheimer.de">www.deutsche-alzheimer.de</a></td>
<td>Deutsche Alzheimer Gesellschaft</td>
<td>NPOb</td>
</tr>
<tr>
<td>5</td>
<td><a href="http://www.aerztezeitung.de">www.aerztezeitung.de</a></td>
<td>Springer Medizin Verlag GmbH</td>
<td>POc</td>
</tr>
<tr>
<td>6</td>
<td><a href="http://www.dge.de">www.dge.de</a></td>
<td>Deutsche Gesellschaft für Ernährung</td>
<td>NPO</td>
</tr>
<tr>
<td>7</td>
<td><a href="http://www.g-ba.de">www.g-ba.de</a></td>
<td>Gemeinsamer Bundesausschuss (Federal Joint Comitee)</td>
<td>PI</td>
</tr>
<tr>
<td>8</td>
<td><a href="http://www.bzga.de">www.bzga.de</a></td>
<td>Bundeszentrale für gesundheitliche Aufklärung (Federal Centre for Health Education)</td>
<td>PI</td>
</tr>
<tr>
<td>9</td>
<td><a href="http://www.bundesgesundheitsministerium.de">www.bundesgesundheitsministerium.de</a></td>
<td>Bundesministerium für Gesundheit (Federal Ministry of Health)</td>
<td>PI</td>
</tr>
<tr>
<td>10</td>
<td><a href="http://www.apotheken-umschau.de">www.apotheken-umschau.de</a></td>
<td>Wort &amp; Bild Verlag</td>
<td>PO</td>
</tr>
<tr>
<td>11</td>
<td><a href="http://www.dimdi.de">www.dimdi.de</a></td>
<td>Deutsches Institut für Medizinische Dokumentation und Information (German Institute for Medical Documentation and Information)</td>
<td>PI</td>
</tr>
<tr>
<td>12</td>
<td><a href="http://www.gesundheitsinformation.de">www.gesundheitsinformation.de</a></td>
<td>Institut für Qualität und Wirtschaftlichkeit im Gesundheitswesen (Institute for Quality and Efficiency in Healthcare)</td>
<td>PI</td>
</tr>
<tr>
<td>13</td>
<td><a href="http://www.osteopathie.de">www.osteopathie.de</a></td>
<td>Verband der Osteopathen Deutschland eV</td>
<td>NPO</td>
</tr>
<tr>
<td>14</td>
<td><a href="http://www.krebgesellschaft.de">www.krebgesellschaft.de</a></td>
<td>Deutsche Krebsgesellschaft eV</td>
<td>NPO</td>
</tr>
<tr>
<td>15</td>
<td><a href="http://www.bfarm.de">www.bfarm.de</a></td>
<td>Bundesinstitut für Arzneimittel und Medizinprodukte (Federal Institute for Drugs and Medical Devices)</td>
<td>PI</td>
</tr>
<tr>
<td>16</td>
<td><a href="http://www.kbv.de">www.kbv.de</a></td>
<td>Kassenärztliche Bundesvereinigung</td>
<td>PI</td>
</tr>
<tr>
<td>17</td>
<td><a href="http://www.krebshilfe.de">www.krebshilfe.de</a></td>
<td>Stiftung Deutsche Krebshilfe</td>
<td>NPO</td>
</tr>
<tr>
<td>18</td>
<td><a href="http://www.tk.de">www.tk.de</a></td>
<td>Techniker Krankenkasse (Health Insurance)</td>
<td>PO</td>
</tr>
<tr>
<td>19</td>
<td><a href="http://www.ebm-netzwerk.de">www.ebm-netzwerk.de</a></td>
<td>Deutsches Netzwerk Evidenzbasierte Medizin eV</td>
<td>NPO</td>
</tr>
<tr>
<td>20</td>
<td><a href="http://www.bmg.bund.de">www.bmg.bund.de</a></td>
<td>Bundesministerium für Gesundheit (Federal Ministry of Health)</td>
<td>PI</td>
</tr>
<tr>
<td>21</td>
<td><a href="http://www.netdoktor.de">www.netdoktor.de</a></td>
<td>NetDoktor.de GmbH</td>
<td>PO</td>
</tr>
<tr>
<td>22</td>
<td><a href="http://www.drk.de">www.drk.de</a></td>
<td>Deutsches Rotes Kreuz eV (German Red Cross)</td>
<td>NPO</td>
</tr>
<tr>
<td>23</td>
<td><a href="http://www.herzstiftung.de">www.herzstiftung.de</a></td>
<td>Deutsche Herzstiftung</td>
<td>NPO</td>
</tr>
<tr>
<td>24</td>
<td><a href="http://www.klinikum.uni-heidelberg.de">www.klinikum.uni-heidelberg.de</a></td>
<td>Universitätsklinikum Heidelberg</td>
<td>PI</td>
</tr>
<tr>
<td>25</td>
<td><a href="http://www.aok.de">www.aok.de</a></td>
<td>AOK Gesundheitskasse (Health Insurance)</td>
<td>PO</td>
</tr>
</tbody>
</table>

aPI: public institution.
bNPO: nonprofit organization.
cPO: private organization.
Table 5. Domains of 25 top-ranked web sites for country-code top-level domain .at with their respective publisher according to PageRank.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Domain</th>
<th>Publisher</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><a href="http://www.gesundheit.gv.at">www.gesundheit.gv.at</a></td>
<td>Bundesministerium für Arbeit, Soziales, Gesundheit und Konsumentenschutz (Ministry of Social Affairs)</td>
<td>PI</td>
</tr>
<tr>
<td>2</td>
<td><a href="http://www.meduniwien.ac.at">www.meduniwien.ac.at</a></td>
<td>University of Vienna</td>
<td>PI</td>
</tr>
<tr>
<td>3</td>
<td><a href="http://www.bmgf.gv.at">www.bmgf.gv.at</a></td>
<td>Bundesministerium für Arbeit, Soziales, Gesundheit und Konsumentenschutz (Ministry of Social Affairs)</td>
<td>PI</td>
</tr>
<tr>
<td>4</td>
<td><a href="http://www.sozialministerium.at">www.sozialministerium.at</a></td>
<td>Bundesministerium für Arbeit, Soziales, Gesundheit und Konsumentenschutz (Ministry of Social Affairs)</td>
<td>PI</td>
</tr>
<tr>
<td>5</td>
<td><a href="http://www.apotheke.or.at">www.apotheke.or.at</a></td>
<td>Österreichische Apothekenkammer (Austrian Pharmaceutical Association)</td>
<td>PI</td>
</tr>
<tr>
<td>6</td>
<td><a href="http://www.sam-pharma.at">www.sam-pharma.at</a></td>
<td>Pharma Handel GmbH</td>
<td>PO</td>
</tr>
<tr>
<td>7</td>
<td><a href="http://www.aerztekammer.at">www.aerztekammer.at</a></td>
<td>Österreichische Ärztekammer (Austrian Medical Association)</td>
<td>PI</td>
</tr>
<tr>
<td>8</td>
<td><a href="http://www.univie.ac.at">www.univie.ac.at</a></td>
<td>University of Vienna</td>
<td>PI</td>
</tr>
<tr>
<td>9</td>
<td><a href="http://www.herz-ambulatorium.at">www.herz-ambulatorium.at</a></td>
<td>Individual Person</td>
<td>PO</td>
</tr>
<tr>
<td>10</td>
<td><a href="http://www.herz-ordination.at">www.herz-ordination.at</a></td>
<td>Individual Person</td>
<td>PO</td>
</tr>
<tr>
<td>11</td>
<td><a href="http://www.tg-steiermark.at">www.tg-steiermark.at</a></td>
<td>TG Therapeutische Gemeinschaft Betriebs GmbH</td>
<td>NPO</td>
</tr>
<tr>
<td>12</td>
<td><a href="http://www.impuls-fs.at">www.impuls-fs.at</a></td>
<td>Institut für medizinisch-physiotherapeutische Untersuchung, Lehre und Schulung</td>
<td>PO</td>
</tr>
<tr>
<td>13</td>
<td><a href="http://www.medunigraz.at">www.medunigraz.at</a></td>
<td>University of Graz</td>
<td>PI</td>
</tr>
<tr>
<td>14</td>
<td><a href="http://www.brustvergroesserung-leicht.at">www.brustvergroesserung-leicht.at</a></td>
<td>Individual Person</td>
<td>PO</td>
</tr>
<tr>
<td>15</td>
<td><a href="http://www.bmg.gv.at">www.bmg.gv.at</a></td>
<td>Bundesministerium für Arbeit, Soziales, Gesundheit und Konsumentenschutz (Ministry of Social Affairs)</td>
<td>PI</td>
</tr>
<tr>
<td>16</td>
<td><a href="http://www.kages.at">www.kages.at</a></td>
<td>Steiermärkische Krankenanstaltengesellschaft mbH</td>
<td>PO</td>
</tr>
<tr>
<td>17</td>
<td>science.orf.at</td>
<td>Österreichischer Rundfunk (Austrian Broadcasting Corporation)</td>
<td>PI</td>
</tr>
<tr>
<td>18</td>
<td><a href="http://www.gynmed.at">www.gynmed.at</a></td>
<td>Individual Person</td>
<td>PO</td>
</tr>
<tr>
<td>19</td>
<td><a href="http://www.fhstp.ac.at">www.fhstp.ac.at</a></td>
<td>St. Pöltener University of Applied Sciences</td>
<td>PI</td>
</tr>
<tr>
<td>20</td>
<td><a href="http://www.dr-boehm.at">www.dr-boehm.at</a></td>
<td>Individual Person</td>
<td>PO</td>
</tr>
<tr>
<td>21</td>
<td>bmg.gv.at</td>
<td>Bundesministerium für Arbeit, Soziales, Gesundheit und Konsumentenschutz (Ministry of Social Affairs)</td>
<td>PI</td>
</tr>
<tr>
<td>22</td>
<td><a href="http://www.novartis.at">www.novartis.at</a></td>
<td>Novartis AG</td>
<td>PO</td>
</tr>
<tr>
<td>23</td>
<td><a href="http://www.babyforum.at">www.babyforum.at</a></td>
<td>FOKUS KIND Medien, CRAFT &amp; VALUE</td>
<td>PO</td>
</tr>
<tr>
<td>24</td>
<td>femmestyle.at</td>
<td>Schönheitschirurgie femmestyle</td>
<td>PO</td>
</tr>
<tr>
<td>25</td>
<td><a href="http://www.pfizer.at">www.pfizer.at</a></td>
<td>Pfizer Inc</td>
<td>PO</td>
</tr>
</tbody>
</table>

aPI: public institution.
bPO: private organization.
cNPO: nonprofit organization.
<table>
<thead>
<tr>
<th>Rank</th>
<th>Domain</th>
<th>Publisher</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><a href="http://www.uzh.ch">www.uzh.ch</a></td>
<td>University of Zurich</td>
<td>PIa</td>
</tr>
<tr>
<td>2</td>
<td><a href="http://www.usz.ch">www.usz.ch</a></td>
<td>Universitätsspital Zürich</td>
<td>PI</td>
</tr>
<tr>
<td>3</td>
<td><a href="http://www.srf.ch">www.srf.ch</a></td>
<td>Schweizerische Radio- und Fernsehgesellschaft (Swiss Broadcasting Corporation)</td>
<td>PI</td>
</tr>
<tr>
<td>4</td>
<td><a href="http://www.netdoktor.ch">www.netdoktor.ch</a></td>
<td>netdoktor GmbH</td>
<td>POb</td>
</tr>
<tr>
<td>5</td>
<td><a href="http://www.pancreas-help.ch">www.pancreas-help.ch</a></td>
<td>Schweizer Selbsthilfeorganisation Pankreaserkrankungen</td>
<td>NPOc</td>
</tr>
<tr>
<td>6</td>
<td><a href="http://www.mutterglueck.ch">www.mutterglueck.ch</a></td>
<td>Individual Person</td>
<td>PO</td>
</tr>
<tr>
<td>7</td>
<td><a href="http://www.association-osteo-swiss.ch">www.association-osteo-swiss.ch</a></td>
<td>Schweizerischer Verband der Osteopathen</td>
<td>NPO</td>
</tr>
<tr>
<td>8</td>
<td><a href="http://www.unibas.ch">www.unibas.ch</a></td>
<td>University of Basel</td>
<td>PI</td>
</tr>
<tr>
<td>9</td>
<td><a href="http://www.ethz.ch">www.ethz.ch</a></td>
<td>ETH Zurich (Swiss Federal Institute of Technology in Zurich)</td>
<td>PI</td>
</tr>
<tr>
<td>10</td>
<td><a href="http://www.rheumaliga.ch">www.rheumaliga.ch</a></td>
<td>Rheumaliga Schweiz</td>
<td>NPO</td>
</tr>
<tr>
<td>11</td>
<td><a href="http://www.lungenliga.ch">www.lungenliga.ch</a></td>
<td>Lungenliga Schweiz</td>
<td>NPO</td>
</tr>
<tr>
<td>12</td>
<td><a href="http://www.rotpunkt-apotheke.ch">www.rotpunkt-apotheke.ch</a></td>
<td>Rotpunkt-Pharma AG</td>
<td>PO</td>
</tr>
<tr>
<td>13</td>
<td><a href="http://www.pharmawiki.ch">www.pharmawiki.ch</a></td>
<td>PharmaWiki GmbH</td>
<td>PO</td>
</tr>
<tr>
<td>14</td>
<td><a href="http://www.bayer.ch">www.bayer.ch</a></td>
<td>Bayer AG</td>
<td>PO</td>
</tr>
<tr>
<td>15</td>
<td><a href="http://www.patientensicherheit.ch">www.patientensicherheit.ch</a></td>
<td>Stiftung Patientensicherheit Schweiz</td>
<td>NPO</td>
</tr>
<tr>
<td>16</td>
<td>saez.ch</td>
<td>EMH Schweizerischer Ärzteverlag AG</td>
<td>NPO</td>
</tr>
<tr>
<td>17</td>
<td><a href="http://www.swissheart.ch">www.swissheart.ch</a></td>
<td>Schweizerische Herzstiftung</td>
<td>NPO</td>
</tr>
<tr>
<td>18</td>
<td>gesundheitsfoerderung.ch</td>
<td>Gesundheitsförderung Schweiz</td>
<td>NPO</td>
</tr>
<tr>
<td>19</td>
<td>sensomotorische-lebensweisen.ch</td>
<td>Individual Person</td>
<td>PO</td>
</tr>
<tr>
<td>20</td>
<td><a href="http://www.spitaluser.ch">www.spitaluser.ch</a></td>
<td>Spital User</td>
<td>PO</td>
</tr>
<tr>
<td>21</td>
<td>symptome.ch</td>
<td>NOXA GmbH</td>
<td>PO</td>
</tr>
<tr>
<td>22</td>
<td><a href="http://www.meineimpfungen.ch">www.meineimpfungen.ch</a></td>
<td>Stiftung meineimpfungen</td>
<td>NPO</td>
</tr>
<tr>
<td>23</td>
<td>unicef.ch</td>
<td>United Nations International Children’s Emergency Fund</td>
<td>NPO</td>
</tr>
<tr>
<td>24</td>
<td><a href="http://www.bauchtumor.ch">www.bauchtumor.ch</a></td>
<td>Universitätsspital Bern</td>
<td>PI</td>
</tr>
<tr>
<td>25</td>
<td><a href="http://www.fettabsaugungen.ch">www.fettabsaugungen.ch</a></td>
<td>FSnD Ltd</td>
<td>PO</td>
</tr>
</tbody>
</table>

*a*: public institution.  
*b*: private organization.  
*c*: nonprofit organization.
Figure 8. A small extract of the host-aggregated web graph with focus on the website www.rki.de. The surrounding nodes represent websites with a maximum link-distance of two starting from www.rki.de. An edge between two nodes implies that there exists at least one hyperlink between some web pages of the hosting websites in either way. Only those websites are included whose content is highly health-related (ie, which were automatically classified as belonging to H with a probability equal to or greater than 0.93). Moreover, they have at least one ingoing and one outgoing link. The bigger a node and its caption, the higher is its page rank. For illustration reasons, directional arrows were not included.

Discussion

Principal Findings

One aim of the study was to demonstrate the suitability of a focused crawler approach for the acquisition of health-related content. Our system achieved an average harvest rate of 19.76% during the entire crawl. In addition, the results show that the majority of the target seeds (4105/5000) could be obtained, which corresponds to a recall of 0.821. Therefore, we are confident that the proposed method is suitable to acquire most health-related content on the web and generate a suitable domain-specific graph representation.

A first manual investigation of several hundred randomly selected pages suggests that our approach produces accurate results. The results indicate that the web sites and web pages of major German, Austrian, and Swiss health-related public institutions have indeed been discovered, even though they were not contained in the initial seeds.

With respect to the study aims 2 and 3, we were able to provide a curated list of 22,405 seed points for the health domain in the D-A-CH region extracted from Curlie (see Multimedia Appendix 2). In addition, a data set with 396 items was created and evaluated by crowd-workers that can be used by other researchers to evaluate similar text classifiers (see Multimedia Appendix 3).

A first analysis of the graph structure (see study aim 4) shows that public institutions and nonprofit organizations have a higher importance according to their PageRank than web sites of private players inside the GHW.

Limitations

Several limitations apply for this study. First, we are not sure whether the seed pages cover a broad spectrum of topics within the health domain as we only acquired seeds from Curlie and a previous health-related crawl [72]. Using specifically crafted queries against established search engines would have increased the amount of available seeds and could have influenced the crawl in a positive way [28,66,69]. However, due to limited amounts of resources and time, we did not follow this approach as the web taxonomy Curlie and a previous crawl gave faster access to seed URLs. As Curlie is a community-driven web taxonomy, the publication process of new URLs is not strictly regulated. This might be a reason for the high share of private players within the top ranks of the web graph as everybody is eligible to publish a web site’s URL on Curlie. In addition, the community behind Curlie is rather small compared with its predecessors (ie, URLs pointing to rather new content providers might not be contained in it). Therefore, corresponding web pages and their out-links might have been missed during the crawling process. This implies that reported graph properties might have been influenced by the chosen seed sources.
Second, with a mean accuracy of 0.951, our classifier might have produced false positive results during the crawl process. Third, we only considered the ccTLDs .de, .at, and .ch to avoid the need for a language classification system, as most web sites on these ccTLDs are written in German. Therefore, the data crawled covers only a certain fraction of the GHW, for example, as web sites in German published under .org are not contained.

Comparison With Prior Work

Previous studies investigated the use of focused crawler techniques to harvest biomedical or health-related text material [27,28]. In both analyses, the authors report that the use of focused crawlers requires a lot of computational effort to collect the data and analyze it in an appropriate way, which we can confirm by our observations.

Compared with the study by Rheinländer et al [28] in which they report an harvest rate of 38%, our system achieved an harvest rate of only 19.76%. This might be caused by (1) our system using a soft-focused crawling strategy meant it did not stop at the first encountered irrelevant web page, leading to an increase in irrelevant web pages and crawling time and (2) our crawl was limited to the ccTLDs .de, .at, and .ch as we did not implement a language classifier. This might have influenced the harvest rate of our system as well, yet it achieved a harvest rate in the typical range for such systems [24,28,31,51] (see Related Work).

In contrast to the studies by Rheinländer et al [28] and Amalia et al [27], we focused on the German language and the GHW. This study contributes to the field by demonstrating the suitability of a focused crawler approach for the acquisition of German health-related content in the D-A-CH region. A secondary study outcome is a curated list of seed points for the health domain in the D-A-CH region (see Multimedia Appendix 2). In addition, the crowd-validated evaluation data set (see Multimedia Appendix 3) can be used to evaluate other text classifiers for the given purpose. Moreover, this study gives first insights regarding the graph structure of the health-related web in the D-A-CH region.

Conclusions and Further Research

In this study, a system was presented which uses a focused crawling approach to gather the structure of the GHW. The system used an SVM-based classifier that was trained to assess the relevance of a web page for the health domain. The results indicate that the presented focused crawler is a suitable method for acquiring large health-related textual datasets and can be used to generate domain-specific graph representations. In future work, the authors intend to expand their web crawl by leveraging seed lists generated via search engine providers.

We also plan to analyze the linguistic characteristics of the crawled data as well as identify important topics and trends within this data. This will also include the identification of credible content providers and a comparison of the health-related web between Germany, Austria, and Switzerland. Moreover, future work will include a deeper exploration and analysis as well as a visualization of the resulting graph structure. Using these insights and with the acquired data available, an implementation and evaluation of a health-specific search engine for information seeking citizens will be possible.
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Abstract

Background: Web-based technology has recently become an important source for sharing health information with patients after an acute cardiac event. Therefore, consideration of patients’ perceived electronic health (eHealth) literacy skills is crucial for improving the delivery of patient-centered health information.

Objective: The aim of this study was to translate and adapt the eHealth Literacy Scale (eHEALS) to conditions in Norway, and to determine its psychometric properties. More specifically, we set out to determine the reliability (internal consistency, test-retest) and construct validity (structural validity, hypotheses testing, and cross-cultural validity) of the eHEALS in self-report format administered to patients after percutaneous coronary intervention.

Methods: The original English version of the eHEALS was translated into Norwegian following a widely used cross-cultural adaptation process. Internal consistency was calculated using Cronbach α. The intraclass correlation coefficient (ICC) was used to assess the test-retest reliability. Confirmatory factor analysis (CFA) was performed for a priori-specified 1-, 2-, and 3-factor models. Demographic, health-related internet use, health literacy, and health status information was collected to examine correlations with eHEALS scores.

Results: A total of 1695 patients after percutaneous coronary intervention were included in the validation analysis. The mean age was 66 years, and the majority of patients were men (1313, 77.46%). Cronbach α for the eHEALS was >.99. The corresponding Cronbach α for the 2-week retest was .94. The test-retest ICC for eHEALS was 0.605 (95% CI 0.419-0.743, P<.001). The CFA showed a modest model fit for the 1- and 2-factor models (root mean square error of approximation>0.06). After modifications...
Introduction

Electronic health (eHealth) delivery provides an opportunity to redesign and improve health care services and health information using web-based technologies that can be accessed over the internet following diagnosis and discharge from hospital [1]. eHealth interventions have shown promising results using a behavioral approach and are recommended for supporting clinical and secondary prevention care for coronary artery disease such as after coronary revascularization (eg, percutaneous coronary intervention) [2]. eHealth has also been shown to be a cost-effective solution essential to increase geographical accessibility to secondary prevention programs, particularly as an addition to existing programs or when other offers are not available. eHealth interventions can be targeted within the natural settings where patients receive access to resources at their discretion [2]. However, patient-related barriers, specifically low health literacy and socioeconomic status, remain obstacles to the large-scale deployment of eHealth in cardiology [1]. Furthermore, patients with low eHealth literacy have lower odds of using eHealth sources to communicate with health care professionals and gain access to health information [3]. Understanding the varying eHealth literacy of patients—defined as the ability to seek, find, understand, and appraise health information from electronic sources and apply the knowledge gained to address or solve a health problem [4]—is thereby pivotal when developing and implementing eHealth resources. Assessing eHealth literacy to identify skill gaps makes it possible to better assist those with low comfort levels in taking advantage of the potential benefit that eHealth can offer, and can empower patients to fully participate in health-related decision making [4]. To assess these benefits, the identification and validation of patient reported outcome measures (PROMs) assessing patients’ perceived eHealth literacy skills are therefore crucial to developing efficient patient-centered eHealth information strategies in the future [5].

To date, there has been limited evidence on PROMs that are most appropriate for assessing eHealth literacy. Systematic reviews have reported that the eHealth literacy scale (eHEALS) was the only PROM used to measure eHealth literacy in more than one study [6,7]. The eHEALS assesses patients’ perceived eHealth literacy skills based on the eHealth literacy Lily model, which combines six literacy types [4,8]. The categories traditional, media, and information literacy are analytic components that involve skills applicable to a broad range of information sources, whereas the scientific, computer, and health literacy categories are context-specific that rely on more situation-specific skills. Combined, these six literacy types form the foundational skills required to fully optimize patients’ experiences with eHealth. The underlying theories of the eHEALS are based in part on self-efficacy theory and social cognitive theory. These two theoretical frameworks promote competencies and confidence as precursors to behavior change and skill development [4,8]. More specifically, the eHEALS is based on the premise that the core literacies in the Lily model are not static but rather process-oriented skills that evolve over time as new technologies are introduced and the personal, social, and environmental contexts change [8]. In this way, the Lily model is clearly related to social cognitive theory, as it is based on a model of causation where behavior, environmental influences, and personal factors all interact and influence each other [9]. This means that eHealth literacy is influenced by a patient’s presenting health issues, educational background, health status at the time of the eHealth encounter, motivation for seeking the information, and the technologies used [4,8].

The eHEALS has been adapted to different languages in Asia [5,10-13] and Europe [14-18]. Furthermore, the psychometrics properties have been evaluated in different populations such as in students [4,12,15,19,20], adults [9,11,16-18,21], and patients with chronic diseases [5,14,22,23], as well as in different cultures in Australia [9,24] and North America [9,17,20-22]. The internal consistency reliability coefficient was shown to be acceptable (ranging from .80 to .90) in the majority of the linguistic versions of the eHEALS [4,11-13,15-19,23], indicating a reliable scale. According to construct validity, the majority of the studies supported a 1-factor model [5,10,12-14,16,22,23,25] recommended by the original scale.
whereas a few other studies have recommended a 2-factor [11,15,18] or 3-factor [9,21,24] model. However, all of these studies varied contextually when evaluating the dimensions of the eHEALS construct. To our knowledge, no validated version of the eHEALS from the Nordic-Baltic countries has been published to date, and there is limited evidence on its use in patients in the acute coronary care setting such as after percutaneous coronary intervention.

Therefore, in this current study, hypotheses were tested and evaluated against existing knowledge. For instance, a lower eHEALS score has been demonstrated among people with chronic illnesses [3], and differences in eHEALS scores according to age and education have been reported [5,14]. Significant relationships between the eHEALS score and physical and mental health composites among patients with heart failure have been described [23]. An association was also reported between eHealth literacy and health literacy on patients’ perceptions of the usefulness of eHealth in a population with moderate-to-high cardiovascular risk [26], whereas there was a weak-to-moderate correlation between the eHEALS score and health-related internet use among patients with rheumatic disease [14]. This evidence formed the basis for our hypothesis testing according to the COnsensus-based Standards for the selection of health status Measurement INstruments (COSMIN) criteria for validation [27] on the relationship between eHEALS scores and demographic information, health-related internet use, health literacy, and health status in this study (Table 1).

Table 1. Hypotheses regarding the relationship between eHEALS\(^a\) scores and demographic information, health-related internet use, health literacy, and health status based on previous evidence.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Evidence (relationship with eHEALS)(^a)</th>
<th>CONCORD-PCI hypothesis</th>
<th>Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic information</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>Weak [14,16,18] or significant [5]</td>
<td>Weak to moderate relationship</td>
<td>Pearson correlation</td>
</tr>
<tr>
<td>Gender</td>
<td>Weak [5,16,18]</td>
<td>Weak relationship</td>
<td>(t) test</td>
</tr>
<tr>
<td>Education</td>
<td>Weak [14,16,18] or significant [5]</td>
<td>Weak relationship</td>
<td>ANOVA(^b)</td>
</tr>
<tr>
<td><strong>Health-related internet use</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used the internet to find information about health</td>
<td>Weak [14], moderate [18], and significant [5]</td>
<td>Moderate relationship</td>
<td>(t) test</td>
</tr>
<tr>
<td>Patient’s interest in using the internet for health information in general (frequency of information-seeking)</td>
<td>Significant [5,16]</td>
<td>Moderate relationship</td>
<td>Spearman correlation</td>
</tr>
<tr>
<td><strong>Health literacy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health status based on RAND-12(^c) (mental and physical component)</td>
<td>Weak [5] or significant [16,23]</td>
<td>Moderate relationship</td>
<td>Pearson correlation</td>
</tr>
</tbody>
</table>

\(^a\) eHEALS: Electronic health literacy scale.

\(^b\) ANOVA: analysis of variance.

\(^c\) RAND-12: 12-item short-form health survey.

Thus, the aim of this study was to translate and adapt the eHEALS to conditions in Norway, and to determine its psychometric properties. More specifically, we set out to determine the reliability (internal consistency, test-retest) and construct validity (structural validity, hypotheses testing, and cross-cultural validity) of the eHEALS in a self-report format administered to patients after percutaneous coronary intervention.

**Methods**

**Design**

This validation study used a cross-sectional design and was part of a larger prospective multicenter cohort study, CONCORD\(^{PCI}\), which seeks to identify bottlenecks and hurdles in the patient journey, and to suggest the optimal timing of services and alignment with preferences for patients with coronary artery disease undergoing percutaneous coronary intervention [28]. The study adheres to the COSMIN taxonomy of relationships of measurement properties for reliability and construct validity throughout the validation process. The COSMIN taxonomy was developed with the aim to improve the selection of health measurement instruments. It comprises three domains (reliability, validity, and responsiveness), which contain the measurement properties [27]. The COSMIN taxonomy has been widely used for the selection of health measurement instruments for observational studies. To ensure appropriate reporting, the validation study was also performed in accordance with the Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) statements, which constitute an established checklist of items that should be addressed in articles reporting within the three main study designs of analytical
epidemiology: cohort, case-control, and cross-sectional studies [29].

**Procedure and Participants**

The study included 1695 patients at index admission for percutaneous coronary intervention at three large Norwegian university hospitals from June 12, 2017 through December 2018 (Figure 1). These three Norwegian university hospitals were selected based on the presence of a committed research team, including CONCARDPCI study nurses and a local principal investigator, and prior research experience, including research infrastructure, geographic location, and size. The percutaneous coronary intervention centers perform between 900 and 2000 (mean 1531) procedures annually, have 482 to 1400 beds (mean 860), and are referral centers for coronary angiography and percutaneous coronary intervention for a total of 17 local hospitals.

**Figure 1.** Flow chart of the inclusion process. PCI: percutaneous coronary intervention; TAVI: transcatheter aortic valve implantation.

Inclusion criteria were patients undergoing percutaneous coronary intervention, ≥18 years of age, living at home at the time of inclusion, and having access to electronic equipment with internet access at the time of inclusion. Exclusion criteria were the inability to speak Norwegian or inability to fill out the self-reported questionnaire due to reduced capacity. To prevent a substantial difference in follow-up time or participants responding based on different assumptions, the patients who were likely to die within less than 1 year were excluded from the study. Institutionalized patients, who may be less likely to have follow-up by a primary health care provider or to use the internet to find health information, were also excluded. Similarly, patients undergoing percutaneous coronary intervention without stent implantation and patients undergoing percutaneous coronary intervention related to transcatheter aortic valve implantation or MitralClip often have other indications for the examination or treatment including other follow-up routines and were therefore also excluded from this study.

Self-reports relating to eHealth literacy, health-related internet use, health literacy, health status, as well as demographic information and clinical data identified through the Norwegian Registry for Invasive Cardiology and patient medical records were obtained before discharge from hospital after percutaneous coronary intervention. The self-report was administered using a pencil and paper survey delivered with other PROMs used as part of the CONCARDPCI study. A random subgroup of 100 patients was approached for an eHEALS retest after 2 weeks, 74 (74.0%) of whom completed the retest.

**Translation and Cross-Cultural Adaptation of the eHEALS**

A cross-cultural adaptation process was conducted to reach equivalence between the original source and the Norwegian target version of the eHEALS [30]. The translation process was conducted systematically in six steps [30]. Pilot testing was performed with a prefinal version of the eHEALS including 150 patients before being employed in the main cohort study. A summary of the overall translation procedure is described in Textbox 1. The research team encountered some difficulties in translating all of the words and phrases in the original English version of the eHEALS into Norwegian. The original eHEALS questions related to “health resources” were translated as “sources of health information” after approval from the developer of the eHEALS. The patient representatives who participated in the cognitive interviews reported that they clearly understood the items and response options and did not provide any suggestion for additional changes to the prefinal version of the instrument.
Steps for translation and cross-cultural adaptation of the eHealth literacy scale (eHEALS) into Norwegian.

• Step 1: Forward translation
  i. Two forward translations of the English eHEALS were made by two bilingual translators for whom the target language (Norwegian) was their mother tongue.
  ii. The translators worked independently, and wrote a report (TL1 and TL2) that identified challenging phrases and described their rationale for final translation choices. An example of a difficult phrase to translate into Norwegian was “health resources.”
  iii. The two translations were compared and discrepancies were identified.

• Step 2: Synthesis
  i. The research team synthesized the reports (TL1 and TL2) into one consensus version (TL3) and described how they resolved discrepancies.

• Step 3: Back translation
  i. Two individuals who had a good understanding of English and also spoke Norwegian fluently independently translated TL3 back into English (TL4 and TL5). Neither of the translators who spoke English as their native language was aware of the original version of the eHEALS.

• Step 4: Synthesis and back translation
  i. The research team agreed on the modified Norwegian version of the eHEALS (TL6).
  ii. The research team discussed the timing of administration and meaning of certain words and sentences, and the Likert-type scale.

• Step 5: Instrument pilot testing
  i. The prefinal version (TL6) was discussed with patient representatives and piloted before being employed in the large-scale cohort study.
  ii. A cognitive interview was conducted to test the feasibility and understanding of the items. The patients were asked to read the questionnaire items as well as the instructions.

• Step 6: Revised instrument
  i. The researchers evaluated the adapted eHEALS questionnaire (TL6) and all necessary changes were made.
  ii. Patients who answered that they did not have access to electronic equipment with internet access in the pilot found it challenging to answer the eHEALS items. Therefore, the research team decided that the eHEALS items had low relevance and released these patients from answering the questionnaire.

Study Instruments and Measures

Characteristics of the Study Population
Demographic information collected included age, gender, civil status, smoking status, education level (secondary school, trade school, high school, college/university less than 4 years, college/university 4 years or more), and employment status (working, retired, or other, including sick leave, disability pension, seeking employment). Clinical data included medical history (peripheral vascular disease, stroke, myocardial infarction, diabetes, previous percutaneous coronary intervention, previous coronary artery bypass grafting, previous other heart surgery) and indication for percutaneous coronary intervention (stable angina pectoris, unstable angina pectoris, non-ST-segment elevation myocardial infarction [NSTEMI] or ST-segment elevation myocardial infarction [STEMI]).

eHealth Literacy Scale
The original English eHEALS comprises eight items and assesses patients’ own perception of their knowledge, comfort, and perceived skills at finding, evaluating, and applying eHealth information [4]. The questionnaire contains two supplementary items to use alongside the eHEALS to better understand patients’ interest in using the internet for health information in general. These items are not a formal part of the eHEALS and are not included in the total score. The original English questionnaire showed high levels of internal consistency (Cronbach α=.88) and modest test-retest reliability [4]. The eHEALS items were used to calculate a mean score using the half rule and were linearly transformed to a 0-100 scale, with higher scores indicating better eHealth literacy. To be able to compare the mean eHEALS score with those reported in other studies, the scale was linearly converted to an 8-40 scale, computed as 8 + (scale from 0 to 100) × (40 – 8)/100.

Health-Related Internet Use
To assess patients’ health-related internet use, the following two supplementary items in the eHEALS were used: 1. How useful do you feel the internet is in helping you in making decisions about your health? 2. How important is it for you to be able to access health resources on the internet? [4]. Another question was also developed specifically for this study with “yes” or “no” as the response options: Have you used the internet to find information about health?
**Health Literacy Questionnaire**

The health literacy questions were selected from the Health Literacy Questionnaire (HLQ), which assesses nine separate domains of health literacy. In this study, two domains reflecting skills to use resources and critical evaluation were used: HLQ domain 5 (appraisal of health information, 5 items) and HLQ domain 8 (ability to find good information, 5 items). The first domain had a 4-point response option scale (strongly disagree to strongly agree) and the second domain had a 5-point response option scale (ranging from cannot achieve or always difficult to always easy). The items in the appraisal of the health information domain were used to calculate a total mean score ranging between 1 and 4, and the items in the ability to find good information domain were used to calculate a total mean score between 1 and 5. A low HLQ score indicates that the respondent has difficulties within the domain, and a high score indicates greater health literacy ability. In the event of more than two missing items, the domain score was regarded as missing [31]. The HLQ shows sufficient psychometric properties [31,32], and the Norwegian version of the HLQ has been translated and validated [33].

**Health Status Questionnaire**

The 12-item short-form survey RAND-12 [34] was used to assess overall generic health status through 12 items covering eight domains: physical functioning (2 items), bodily pain (1 item), physical role functioning (2 items), general health (1 item), vitality (1 item), social functioning (1 item), emotional role functioning (2 items), and mental health (2 items), summarized into physical and mental health composite scores. The RAND-12 questionnaire has been validated in European populations and shows sufficient properties [35].

**Expected Relationships and Subgroup Means**

The hypotheses testing (convergent validity, known-groups validity, and divergent validity) regarding the relationship between eHEALS scores and demographic information, health-related internet use, health literacy, and health status was formulated a priori. The hypotheses are based on evidence from previous studies on eHEALS as summarized in Table 1.

**Statistical Analyses**

We investigated the psychometric properties of the Norwegian version of the eHEALS by assessing the construct validity of three aspects: structural validity, hypotheses testing, and cross-cultural validity [27]. Descriptive statistics were used to summarize patients’ sociodemographic characteristics, clinical data, health-related internet use, health status, and eHEALS scores. Floor and ceiling effects were estimated. Nonparametric tests were used for ordinal variables and parametric tests were used for comparisons of continuous variables. Continuous variables were characterized by the mean (SD). The missing rates for each item were calculated.

The reliability of the eHEALS was assessed by determining its internal consistency and test-retest reliability. Test-retest reliability was calculated by the intraclass correlation coefficient (ICC). Internal consistency reliability (ie, how well the items on a tool fit together) was calculated using Cronbach α, in which α>.70 was considered to be acceptable [27].

Confirmatory factor analyses (CFAs) were used to validate the extent to which the a priori hypotheses concerning dimensions of the eHEALS construct, based on theory and previous analyses, fit the actual data. CFA was used to explore the model fit of eHEALS as a 1-factor model as recommended by the original scale developer [4], in addition to a 2-factor model (information seeking; items 1-5 and 8; information appraisal: items 6 and 7) proposed by Soelhner et al [15] and a 3-factor model (awareness: items 1 and 2; skills: items 3-5; and evaluate: items 6-8) proposed by Sudbury-Riley et al [9]. For the CFAs, the robust weighted least square mean and variance adjusted procedure (WLSMV) was used since the items are ordinal. The model fit was evaluated by various goodness-of-fit measures, including the model Chi square statistic with its degrees of freedom and P value, in addition to the root mean square error of approximation (RMSEA) (good fit<0.06) and its associated 95% CI, standardized root mean square residual (SRMR; good fit<0.08), comparative fit index (CFI; good fit>0.95), and Tucker-Lewis index (TLI; good fit>0.95) [27].

The convergent validity and divergent validity between the eHEALS and other constructs were assessed by computing Pearson correlation coefficients (r) between continuous variables and Spearman correlation coefficients (ρ) between ordinal variables. Correlation coefficients were interpreted such that 0.3 is considered a weak correlation, 0.3 to 0.6 is considered a moderate correlation, and above 0.6 is considered a strong correlation [27,36]. For known-groups validity (eg, gender, education level, employment status, and use of internet), a t-test or one-way analysis of variance was used. If there was an indication of significant differences (P<.05) between groups, a posthoc analysis test for multiple comparisons that does not assume equal variances (Tamhane T2 statistic) was used to investigate where the differences occurred.

SPSS (IBM Corp. Released 2016, IBM SPSS Statistics for Windows, Version 24.0; Armonk, NY, USA) was used for summary statistics and correlations, and for conducting statistical comparisons. Mplus (Computer software, 1998-2018, version 7) developed by BO Muthén and LK Muthen, was used to perform CFAs.

**Ethical Considerations**

The study was approved by the Norwegian Regional Committee for Ethics in Medical Research (REK 2015/57). All patients provided written informed consent, and confidentiality and the right to withdraw from the study were assured. The study conformed with the ethical principles outlined in the Declaration of Helsinki.

**Results**

**Characteristics of the Study Population**

A total of 1695 patients consented to participate in the study (Figure 1). The mean age of the patients was 66 years, ranging from 30 to 96 years. The majority of patients were men, married/living with partner, and hospitalized for an acute coronary event (unstable angina pectoris, NSTEMI, or STEMI). Of the patients included at index admission for percutaneous coronary intervention, a strong majority reported that they have...
access to electronic equipment with internet access. Most patients reported that they used the internet to find information about health (Table 2). Overall, 37.27% (499/1339) of the patients stated that the internet was useful for making decisions concerning their health and 41.51% (555/1337) stated that it was important to them that they could access health resources on the internet (Multimedia Appendix 1).
Table 2. Demographic and clinical characteristics of patients after percutaneous coronary intervention (N=1695).^a

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
<th>N^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>66 (10)</td>
<td>1695</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>1313 (77.46)</td>
<td>1695</td>
</tr>
<tr>
<td><strong>Civil status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/Living with partner</td>
<td>1173 (76.72)</td>
<td>1529</td>
</tr>
<tr>
<td>Living alone</td>
<td>356 (23.28)</td>
<td></td>
</tr>
<tr>
<td><strong>Smoking status, n (%)</strong></td>
<td></td>
<td>1561</td>
</tr>
<tr>
<td>Current smoker</td>
<td>372 (23.83)</td>
<td></td>
</tr>
<tr>
<td>Previous smoker (&gt;1 month)</td>
<td>713 (45.68)</td>
<td></td>
</tr>
<tr>
<td>Never smoked</td>
<td>476 (30.49)</td>
<td></td>
</tr>
<tr>
<td><strong>Education level attained, n (%)</strong></td>
<td></td>
<td>1522</td>
</tr>
<tr>
<td>Secondary school</td>
<td>331 (21.75)</td>
<td></td>
</tr>
<tr>
<td>Trade school</td>
<td>543 (35.68)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>156 (10.25)</td>
<td></td>
</tr>
<tr>
<td>College/university (&lt;4 years)</td>
<td>269 (17.67)</td>
<td></td>
</tr>
<tr>
<td>College/university (≥4 years)</td>
<td>223 (14.65)</td>
<td></td>
</tr>
<tr>
<td><strong>Employed, n (%)</strong></td>
<td></td>
<td>1544</td>
</tr>
<tr>
<td>Working</td>
<td>559 (36.20)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>771 (49.94)</td>
<td></td>
</tr>
<tr>
<td>Other (sick leave, disability pension, seeking employment)</td>
<td>214 (13.86)</td>
<td></td>
</tr>
<tr>
<td><strong>Medical history, n (%)</strong></td>
<td></td>
<td>1685</td>
</tr>
<tr>
<td>Peripheral vascular disease</td>
<td>129 (7.66)</td>
<td></td>
</tr>
<tr>
<td>Stroke</td>
<td>72 (4.27)</td>
<td></td>
</tr>
<tr>
<td>Myocardial infarction</td>
<td>346 (20.53)</td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>314 (18.63)</td>
<td></td>
</tr>
<tr>
<td>Previous PCI^b</td>
<td>426 (25.28)</td>
<td></td>
</tr>
<tr>
<td>Previous CABG^c</td>
<td>180 (10.68)</td>
<td></td>
</tr>
<tr>
<td>Previous other heart surgery</td>
<td>19 (1.13)</td>
<td></td>
</tr>
<tr>
<td><strong>Indication for PCI, n (%)</strong></td>
<td></td>
<td>1695</td>
</tr>
<tr>
<td>SAP^d</td>
<td>473 (27.91)</td>
<td></td>
</tr>
<tr>
<td>UAP^e</td>
<td>266 (15.69)</td>
<td></td>
</tr>
<tr>
<td>NSTEMI^f</td>
<td>522 (30.80)</td>
<td></td>
</tr>
<tr>
<td>STEMI^f</td>
<td>346 (20.41)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>88 (5.19)</td>
<td></td>
</tr>
<tr>
<td>Access to electronic equipment with internet access, n (%)</td>
<td>1402 (93.66)</td>
<td>1497</td>
</tr>
<tr>
<td>Used the internet to find information about health, n (%)</td>
<td>980 (66.08)</td>
<td>1483</td>
</tr>
</tbody>
</table>

^aN: Number of observations for each characteristic may not total 1695 because of missing data.

^bPCI: percutaneous coronary intervention.

^cCABG: coronary artery bypass grafting.

^dSAP: stable angina pectoris.

^eUAP: unstable angina pectoris.

^fNSTEMI: nonST-segment elevation myocardial infarction.
Psychometric Analyses

General Properties
The mean eHEALS score was 25.66 (SD 6.23). The highest mean of the eHEALS items was 3.40 and the lowest mean was 2.92. Among all respondents, 80% were most likely to select one (41%) or two (39%) response options across all items, with 34%-51% responding “undecided” and 22%-47% responding “agree” (Multimedia Appendix 1). In total, 45 (3%) maximum possible scores and 27 (2%) minimum possible scores were identified, indicating limited ceiling and floor effects. The total mean eHEALS score for the retest was 53.52 (SD 19.79), with a floor of 5.6% (n=4) and ceiling of 1.4% (n=1).

Reliability
Cronbach α for the eHEALS was >.99 (Table 3). The corresponding Cronbach α for the 2-week retest was .94. The ICC for the eHEALS was 0.605 (95% CI 0.419-0.743, \(P<.001\)), indicating moderate stability over time.

| Table 3. Mean (SD) scores and Cronbach α values of the eHEALS\(^a\), HLQ\(^b\), and RAND-12\(^c\) of patients after percutaneous coronary intervention (N=1659). |
|-----------------|-----------------|-----------------|
| **Item**        | **Mean (SD)**   | **Cronbach α**  |
| eHEALS\(^a\)    | 25.66 (6.23)    | >.999           |
| HLQ\(^b\)       |                 |                 |
| HLQ 5\(^d\)     | 2.43 (0.66)     | .844            |
| HLQ 8\(^d\)     | 3.22 (0.73)     | .875            |
| RAND-12\(^e\)   |                 |                 |
| PCS\(^f\)       | 43.93 (10.88)   | N/A\(^g\)       |
| MCS\(^h\)       | 46.48 (11.14)   | N/A\(^h\)       |

\(^a\) eHEALS: eHealth literacy scale.
\(^b\) HLQ: health literacy questionnaire.
\(^c\) HLQ 5: Appraisal of health information.
\(^d\) HLQ 8: Ability to find good health information.
\(^e\) RAND-12: 12-item short-form health survey.
\(^f\) PCS: physical composite score.
\(^g\) N/A: not applicable; since PCS12 and MCS12 of RAND-12 are not computed as means or sum scores, there is no Cronbach α.
\(^h\) MCS: mental health composite score.

Structural Validity
The strong standardized factor loadings for the 1-factor model, ranging from 0.79 to 0.93, indicated promising item properties. The Chi square test of model fit (\(P<.001\)), SRMR, CFI, and TLI indices suggested a good fit. However, the high RMSEA value suggested a poor structural fit of the eHEALS in the 1-factor model.

For the 2-factor model, standard factor loadings ranged from 0.80 to 0.93. Similar to the 1-factor model, this model suggested a good fit based on the SRMR, CFI, and TLI, and a poor fit for the RMSEA (Table 4). Furthermore, examination of the modification indices through pairing items 5 and 8 to the second (appraisal) factor did not suggest an appreciable improvement in fit for the RMSEA, although it was slightly reduced (0.176, 90% CI 0.165-0.187).

Standard factor loadings in the 3-factor model ranged from 0.84 to 0.97. Similar to the 1- and 2-factor models, the CFA supported a good fit for the three indices SRMR, CFI, and TLI, whereas the RMSEAs remained high (Table 4). Examination of the modification shown in the output file conducted by pairing item 3 in the first (awareness) and second (skills) factor, and item 5 in the second (skills) and third factor (evaluate) suggested an improvement in the model fit (SRMR=0.008, CFI=0.999, TLI=0.997, RMSEA=0.057; 90% CI 0.045-0.070). The standard factor loadings and correlations for the modifications are presented in Figure 2.
### Table 4. Goodness-of-fit indices of the eHEALS\textsuperscript{a} 1-, 2-, and 3-factor structure model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Chi square (df)</th>
<th>RMSEA\textsuperscript{b} (90% CI)</th>
<th>SRMR\textsuperscript{c}</th>
<th>CFI\textsuperscript{d}</th>
<th>TLI\textsuperscript{e}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1\textsuperscript{f}</td>
<td>1649.256 (20)</td>
<td>0.247 (0.237-0.257)</td>
<td>0.045</td>
<td>0.966</td>
<td>0.952</td>
</tr>
<tr>
<td>Model 2\textsuperscript{g}</td>
<td>1482.130 (19)</td>
<td>0.240 (0.230-0.251)</td>
<td>0.040</td>
<td>0.969</td>
<td>0.955</td>
</tr>
<tr>
<td>Model 3\textsuperscript{h}</td>
<td>510.925 (17)</td>
<td>0.148 (0.137-0.159)</td>
<td>0.019</td>
<td>0.990</td>
<td>0.983</td>
</tr>
</tbody>
</table>

\textsuperscript{a} eHEALS: eHealth literacy scale.  
\textsuperscript{b} RMSEA: root mean square error of approximation.  
\textsuperscript{c} SRMR: standardized root mean square residual.  
\textsuperscript{d} CFI: comparative fit index.  
\textsuperscript{e} TLI: Tucker-Lewis index.  
\textsuperscript{f} 1-factor model: Factor 1:1-8 [4].  
\textsuperscript{g} 2-factor model: Factor 1: 1-5, 8; Factor 2: 6, 7 [15].  
\textsuperscript{h} 3-factor model: Factor 1: 1, 2; Factor 2: 3-5; Factor 3: 6-8 [9].

**Figure 2.** Electronic health literacy scale (eHEALS) 3-factor model proposed by Sudbury-Riley et al [9] with modification for items 1 and 5.

---

**Convergent and Discriminant Validity**

**Demographic Information**

Pearson correlation analysis showed a weak negative correlation between the eHEALS score and age. An independent-sample t test did not indicate substantial differences in the eHEALS score between men (mean 25.64, SD 6.15) and women (mean 25.47, SD 6.60) (t\textsubscript{1313}=-0.526, P=.60) (Table 5 and Figure 3).

As shown in Table 5, the between-group analysis of variance showed a difference according to educational groups in the eHEALS score. A posthoc test indicated that patients with 4 or more years of college/university education scored higher on the eHEALS compared to those with secondary school (mean difference=4.61, P<.001), trade school (mean difference=3.23, P<.001), and high school (mean difference=2.24, P=.002) education. Patients with less than 4 years of college/university education scored higher on the eHEALS than those with secondary (mean difference=3.39, P<.001) and trade school (mean difference=2.00, P<.001) education. Patients with high school education had higher eHEALS scores than those with secondary school education (mean difference=2.37, P<.001).

The between-groups analysis of variance also indicated a difference according to employment groups and eHEALS scores (Table 5). The posthoc test indicated a higher eHEALS score for patients who were employed compared to those who were retired (mean difference=2.31, P<.001). Similarly, the “other” patients group showed a higher eHEALS score compared to that of the retired patients (mean difference=1.28, P=.05).
Health-Related Internet Use

An independent sample *t* test showed a higher eHEALS score for patients who reported that they used the internet to find information about health (mean 27.45, SD 5.10) than that of patients who did not (mean 21.27, SD 6.31) (95% CI –21.40 to –17.21, *P* <.001). Spearman correlation analysis revealed a moderate positive correlation between the eHEALS score and patients’ perceived usefulness and importance of using the internet to find health information (Table 5).

Health Literacy

Pearson correlation analysis revealed a moderate positive correlation between the eHEALS score and the HLQ scale for appraisal of health information and the HLQ scale for ability to find good information (Table 5).

Health Status

Pearson correlation analysis revealed a weak positive correlation between the eHEALS score and self-reported health assessed with RAND-12 (Table 5).
Table 5. Group statistics and correlations between eHEALS score, patients’ demographic, and other instruments.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic information</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, Pearson correlation coefficient</td>
<td>–0.206</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender, 95% CI</td>
<td>–3.38–1.95</td>
<td>.60</td>
</tr>
<tr>
<td>Education, $F_{4.1280}$ (ANOVA)</td>
<td>21.085</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Employment, $F_{2.1296}$ (ANOVA)</td>
<td>19.615</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Health-related internet use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use of internet, 95% CI</td>
<td>–21.40 to –17.21</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>eHEALS supp. 1, Spearman correlation coefficient</td>
<td>0.587</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>eHEALS supp. 2, Spearman correlation coefficient</td>
<td>0.574</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Health literacy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HLQ5, Pearson correlation coefficient</td>
<td>0.380</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HLQ8, Pearson correlation coefficient</td>
<td>0.561 (&lt;.001)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Health status (RAND-12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental component, Pearson correlation coefficient</td>
<td>0.116</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Physical component, Pearson correlation coefficient</td>
<td>0.112</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

a eHEALS; eHealth literacy scale.
b ANOVA: analysis of variance.
c eHEALS supp. 1: How useful do you feel the internet is in helping you in making decisions about your health?
d eHEALS supp. 2: How important is it for you to be able to access health resources on the internet?
e HLQ: health literacy questionnaire.
f HLQ domain 5: appraisal of health information.
g HLQ domain 8: ability to find good information.
h RAND-12: 12-item short-form health survey.

Discussion

Principal Findings

To our knowledge, this is the first study to determine the psychometric properties of the eHEALS in patients after percutaneous coronary intervention. The Norwegian translation of the eHEALS appears to have acceptable construct validity. However, the high internal item consistency and the high RMSEA suggest that the fit of the data to the hypothesized models based on existing knowledge is not entirely adequate to fully capture the construct validity in this setting.

The structural validity was confirmed by three (SRMR, CFI, and TLI) out of four goodness-of-fit indices, indicating an adequate fit of the three hypothesized models. The RMSEA was lower in the 3-factor model [9] than in the 1-factor [4] and 2-factor [15] models. After two modifications of the 3-factor model, all four goodness-of-fit indices indicated a good fit. These results suggest that the eHEALS is a multidimensional construct that, as proposed by other studies, is a better fit for the 2-factor model [11,15,18] and 3-factor model [9,21,22,24]. However, in line with the current study, several previous studies conducting CFA showed an RMSEA value above the cut-off criteria for the 1-factor model [9,11,22], 2-factor model [15,18,22], and 3-factor model [9,24]. The high RMSEA indicated a poor fit, suggesting that complexity exists in all three models, but the 3-factor model was found to have acceptable fit after a low number of reasonable modifications. The differences in model fit among the three CFA models suggest that it is possible to distinguish between different conceptualizations even with high redundancy.

A high proportion of patients were most likely to select the response “undecided” or “agree” across all items, suggesting that most of the patients either considered themselves as neutral (neither disagree or agree) or relatively confident about their knowledge, comfort, and perceived skills at finding, evaluating, and applying eHealth information. Although there is inconclusive evidence about the number of categories in a response scale and whether the neutral category has an impact on measurement quality [37], it has been recommended that future research should explore which response options are most appropriate to include in the eHEALS to obtain a more precise measure of eHealth literacy [22]. One explanation for the high proportion of respondents most likely to select these two response options could be that the patients experienced difficulties filling out the questionnaire in the context of an acute coronary event. Furthermore, patients with acute coronary syndrome may be more prone to survey response bias in such a manner that they select a neutral option irrespective of their
actual attitude or behavior. This suggests that the scale may work differently for patients with chronic diseases than for patients in acute settings. This finding also underpins that eHealth literacy is a process-oriented skill that evolves over time as new technologies are introduced and the personal, social, and environmental contexts change [8]. Similarly, it is also possible that the very high estimate of internal consistency is attributed to the patients’ difficulties in differentiating between the meanings of the items in an acute coronary setting. A Cronbach \( \alpha \) value above .90 has also been reported in other studies [5,10,14]. However, the very high Cronbach \( \alpha \) in this study may indicate that there is a potential redundancy of items, wherein patients immediately after percutaneous coronary intervention may perceive that the same items are essentially rephrased in several different ways. The need for further research investigating item interpretation across populations has been suggested [14,24].

The current study indicates adequate discriminant validity of the eHEALS, and most of the demographic information and other instruments confirmed the hypotheses defined a priori. As confirmed in previous psychometric studies within general adult European populations [14,16,18], the measurement properties of the eHEALS were affected by age and gender to a lesser extent. However, the Chinese version showed a difference in eHEALS scores according to age among chronic disease patients [5]. In addition, the latter study showed that the eHEALS score was affected by education levels [5], whereas other studies reported a weak correlation with education in general adult European populations [14,18]. The results of previous studies and those of the current study diverge in this respect, indicating insufficient evidence to link perceived eHealth literacy with education. However, these findings may also be related to the fact that different methods were used to categorize and analyze education levels, and therefore should be interpreted with caution.

As the promotion of eHealth literacy takes place within a larger context, the original scale developer recommended involving other groups engaged in the literacy sectors in the work on validating the eHEALS [4]. Additionally, to address the patients’ eHealth literacy level, patient integration in the evaluation is of great importance, specifically in accordance with PROMs such as health-related internet use, health literacy, and health status. A moderate correlation between the eHEALS score and patients’ interest in using the internet for health information in general has been suggested, which strengthens the discriminant validity [16,18]. This provides a direction for skills, motivation, and interest that is applicable to a broad range of information sources, irrespective of the topic or context, in line with the analytic components of the Lily model [8]. Furthermore, according to the context-specific nature of eHealth literacy skills [8], a moderate correlation was found between the eHEALS score and health literacy. Consistent with previous studies that showed a relationship between eHealth literacy and health literacy [11,26], the current study indicates that patients with higher eHEALS scores tend to be “information explorers,” able to identify good information and reliable sources of information, and to resolve conflicting information by themselves or with the help of others [31]. This relationship suggests that the construct validation in the scale is adequate. However, this study also showed a weak correlation between the eHEALS score and health status. This differs from other studies [16,23], suggesting modest divergent validity of the eHEALS in terms of its relationship with health status.

Strengths and Limitations

The current study has several methodological strengths and limitations that should be addressed. The stringent linguistic, cultural, and measurement adaptation procedures are likely to have contributed to strengthening the conduct of the study. However, the Norwegian eHEALS showed mixed psychometric performance, which is likely due to the context of an acute coronary event. This indicates that hospitalization can affect the response to this type of PROM. Another key strength of the study is the large sample size, which allowed us to investigate the correlations between eHEALS scores, other PROMs, and subgroups. However, the analysis of the translated eHEALS was determined to be specific to patients who underwent percutaneous coronary intervention and cannot be generalized to other scenarios. There is therefore a need to determine the psychometric properties of the eHEALS in a more diverse population and in other settings to provide empirical evidence of the generalizability of the Norwegian eHEALS. Finally, the study only determined the administration of the eHEALS in self-reported written format (paper and pencil) in a hospital acute care setting. Further work should explore other modes of administration, including online administration developed for eHealth sources such as tablets, smartphones, and email.

Conclusion

This study provides new information on the psychometric properties of the eHEALS for patients after percutaneous coronary intervention, suggesting that the eHEALS is a multidimensional construct. Nevertheless, the RMSEA is not entirely adequate to fully capture the construct validity based on existing knowledge, and further factorial validation studies are needed. The internal item consistency was very high, indicating a redundancy of items. There is nonetheless a need for more research on the psychometric properties of the eHEALS. Moreover, use of the eHEALS in this study identified areas of eHealth literacy that are important for the further development of eHealth as a source of health information.
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Abstract

Background: Over the last century, disruptive incidents in the fields of clinical and biomedical research have yielded a tremendous change in health data management systems. This is due to a number of breakthroughs in the medical field and the need for big data analytics and the Internet of Things (IoT) to be incorporated in a real-time smart health information management system. In addition, the requirements of patient care have evolved over time, allowing for more accurate prognoses and diagnoses. In this paper, we discuss the temporal evolution of health data management systems and capture the requirements that led to the development of a given system over a certain period of time. Consequently, we provide insights into those systems and give suggestions and research directions on how they can be improved for a better health care system.

Objective: This study aimed to show that there is a need for a secure and efficient health data management system that will allow physicians and patients to update decentralized medical records and to analyze the medical data for supporting more precise diagnoses, prognoses, and public insights. Limitations of existing health data management systems were analyzed.

Methods: To study the evolution and requirements of health data management systems over the years, a search was conducted to obtain research articles and information on medical lawsuits, health regulations, and acts. These materials were obtained from the Institute of Electrical and Electronics Engineers, the Association for Computing Machinery, Elsevier, MEDLINE, PubMed, Scopus, and Web of Science databases.

Results: Health data management systems have undergone a disruptive transformation over the years from paper to computer, web, cloud, IoT, big data analytics, and finally to blockchain. The requirements of a health data management system revealed from the evolving definitions of medical records and their management are (1) medical record data, (2) real-time data access, (3) patient participation, (4) data sharing, (5) data security, (6) patient identity privacy, and (7) public insights. This paper reviewed health data management systems based on these 7 requirements across studies conducted over the years. To our knowledge, this is the first analysis of the temporal evolution of health data management systems giving insights into the system requirements for better health care.

Conclusions: There is a need for a comprehensive real-time health data management system that allows physicians, patients, and external users to input their medical and lifestyle data into the system. The incorporation of big data analytics will aid in better prognosis or diagnosis of the diseases and the prediction of diseases. The prediction results will help in the development of an effective prevention plan.

(J Med Internet Res 2020;22(7):e17508) doi:10.2196/17508
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Introduction
The notion of health data management systems has evolved during the last century. With the evolution of medical records from paper charts to electronic health records (EHRs) [1], health data management has undergone disruptive transitions to provide more accurate and better patient care and make qualitative use of these records. This shift is underpinned by the advancement in information technologies that led to the development of several notions of health data management systems. Those health data management systems were often misaligned with the goals of biomedical care and research. This misalignment is caused particularly by the discrepancies between advanced technologies and their adoption for biomedical care and research. Consequently, it becomes vital to address this gap by developing a new framework for the health data management system. In this paper, we provide a broader history and evolution of health data management systems underpinned by the changing definition of medical records, discuss the issues prevailing within, introduce the modern aspects of health data management systems supporting the growing size of medical data, and discuss insights and provide solutions aiming for a better health care ecosystem.

The introduction of EHRs has transformed the health care industry by providing more services, improving the quality of patient care, and enhancing the data access ability in real time, thereby creating a diverse set of health data management systems [2]. Our understanding of EHRs is that it provides a longitudinal view of a patient’s medical history over his or her lifetime generated by one or more health care providers or medical organizations delivering treatments to that patient. These cohesive and summarized records include the patient’s demographic and personal information, past and current diagnoses and treatments, progress notes, laboratory and radiology results, allergies, and immunizations [1]. However, an earlier form of EHRs referred to as paper charts involves written records of a patient’s diagnosis and treatments for the purpose of medical teaching. Next, the term has been revisited to computer-based patient records, electronic medical records, and currently EHRs. With the advancement in technological developments and the goal to provide better and efficient health care, health data management systems have evolved from a computer-based approach to client-server–based, cloud, the Internet of Things (IoT), and finally to blockchain-based system.

With the rise of big health care data and the realization of using medical data for governance and research, it becomes necessary to integrate big data analytics within health data management systems [3]. However, this brings new challenges of data aggregation and preprocessing from multiple sources to develop insights, data security, and privacy to cope with an increasing number of data breaches and hacking incidents [4]. Further challenges have been imposed on biomedical care and research by the nature and types of medical data being generated at a rapid pace. These challenges have developed the need for a new health data management framework.

This paper analyzes the requirements for better patient care and predictive analysis that must be considered when implementing a health data management system. Considering these requirements will make the health care data management system more accurate, efficient, and cost-effective. To our knowledge, this is the first analysis of the temporal evolution of health data management systems to give insights into the system requirements for better health care.

The contributions of this paper are three-fold. First, the paper provides a taxonomy of health data management systems based on their technological advancement, and the inherent challenges and issues are discussed therein. Second, we present the reforming definitions of medical records and extract the requirements of a health data management system. Third, the paper provides insights into the health data management system research and guidelines for the future research area.

Related Works
Health data management systems are evolving for better health care. Literature reviews on these systems are classified into 2 categories: (1) electronic health (eHealth) [5-8] and (2) mobile health (mHealth) [9].

Regarding eHealth, the study by Jamal et al [5] reviews the impact of a computerized system on the quality of health care. The results showed that a health information system, if properly designed, can prevent medical errors and can support doctors and medical providers in diagnosis. The study by Van De Belt et al [6] reviews the definitions of health and medicine over 2 years (from 2007 to 2009), coming up with a common definition involving the web, patients, professionals, social networking, health information content, and collaboration. In this study, we reveal additional requirements needed for better health care: privacy, security, public insights, and patient participation in accessing and monitoring medical data. The studies by Hans et al [7] and Cunningham et al [8] focus on the definitions of eHealth from 1999 to 2004. The authors found that the themes health and technologies are most recurrent in all definitions.

Concerning mHealth, Silva et al [9] provide a review of mHealth apps and services. It highlights that the coordination, integration, and interoperability between different mHealth apps is important for better health care as well as improved performance of mobile devices in terms of device battery, storage, computation, and network.

In this study, we reviewed health data management systems based on the following 7 requirements across studies conducted over the years: (1) medical record data, (2) real-time data access, (3) patient participation, (4) data sharing, (5) data security, (6) patient identity privacy, and (7) public insights.
Methods

For the analysis and study of the evolution of health data management systems, we reviewed published research articles, reports, medical lawsuits, and health care regulations; acts about the methods of organizing medical record data; and the needs of a health data management system. The literature was searched in the Institute of Electrical and Electronics Engineers, Association for Computing Machinery, Elsevier, MEDLINE, PubMed, Scopus, and Web of Science databases from 1793 to 2020. We selected the papers that included incidents that involved the definitions of a health data management system, triggered the introduction of a new system, and/or implemented technologies for better health care. The analysis of these papers shows that advances in technologies are being adopted for accurate and efficient patient care.

Results

Taxonomy of Health Data Management Systems

Before satisfying the requirements of biomedical care and research, the evolution of the underlying health data management systems and their limitations must be understood. The capabilities of the health data management should ensure that the requirements of patient care are met. Health data management systems have undergone multiple transitions over the years alongside the advancement in information technologies as shown in Figure 1. During this evolution, several programs were established and regulation acts were passed to improve the quality of patient care. Table 1 presents the events that triggered the evolution of health data management systems. Table 2 presents the limitations of health data management systems.

![Figure 1. Evolution of the health data management system.](https://www.jmir.org/2020/7/e17508)
Table 1. Events that have triggered the evolution of health data management systems.

<table>
<thead>
<tr>
<th>Year</th>
<th>Responsible authority</th>
<th>Evolutionary change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1793</td>
<td>Board of Governors of the Society of the New York Hospital</td>
<td>Rule to record patients’ data for hospital expenditure justification was passed [10].</td>
</tr>
<tr>
<td>1805</td>
<td>Board of Governors of the Society of the New York Hospital</td>
<td>Rule to record major medical cases for education was passed provoked by a fatal dispute between an American statesman and an American politician. According to the rule, the recorded cases should be bounded in a book for inspection by the governors, medical professionals and students, and the friends of the patients [11].</td>
</tr>
<tr>
<td>1830</td>
<td>Board of Governors of the Society of the New York Hospital</td>
<td>Rule to maintain a record of all the medical cases [11].</td>
</tr>
<tr>
<td>1918</td>
<td>American College of Surgeons</td>
<td>A hospital standardization program was established to standardize the format of medical records for improved patient care [12].</td>
</tr>
<tr>
<td>1928</td>
<td>American College of Surgeons</td>
<td>American Association of Record Librarians of North America was established to enhance the standards of medical records [13].</td>
</tr>
<tr>
<td>The 1960s</td>
<td>Lawrence Weed</td>
<td>The idea to use computers for medical records was proposed to allow doctors to track a patient’s medical history and provide evidence for the treatment [14]. A problem-oriented medical records model was developed to standardize the method of EMRs that provided a structure to help doctors record their notes [14].</td>
</tr>
<tr>
<td>The 1960s</td>
<td>N/A⁸</td>
<td>Paper charts were termed as EMRs.</td>
</tr>
<tr>
<td>1965</td>
<td>Centers for Medicare and Medicaid Services</td>
<td>Rule to record patients’ data by medical nurses for medical insurance reimbursement with the introduction of Medicare and Medicaid laws [15].</td>
</tr>
<tr>
<td>1965</td>
<td>Lockheed Corporation</td>
<td>First commercial computerized health data management system known as Clinical Information System was developed for El Camino Hospital. The system included features for laboratory tests, appointment scheduling, and pharmacy management [16].</td>
</tr>
<tr>
<td>1967</td>
<td>University of Utah, 3M and Latter-Day Saints Hospital</td>
<td>First clinical decision support system known as Health Evaluation of Logical Processing was developed to support clinical operations. The system helped doctors to identify cardiac contraction based on a patient’s test results’ analysis and to select an appropriate medication for infectious disease cases [17].</td>
</tr>
<tr>
<td>1968</td>
<td>Massachusetts General Hospital and Harvard University</td>
<td>The first modular computer-based health data management system known as Computer Stored Ambulatory Record was implemented. The system accommodated clinical vocabularies through clinical mapping to recognize different terms used for the same disease [18].</td>
</tr>
<tr>
<td>The 1980s</td>
<td>Indian Health Service</td>
<td>MPI³ was introduced to keep track of patients’ medical data to reduce unnecessary testing and adverse drug effects [19].</td>
</tr>
<tr>
<td>1987</td>
<td>Health Level Seven</td>
<td>Electronic standards were developed to address the standardization issues of health data management system development and adaption. The standards allowed the use of components from different vendors in a health data management system [20].</td>
</tr>
<tr>
<td>1991</td>
<td>Institute of Medicine</td>
<td>The term computer-based patient records was introduced in a report studying the benefits of electronic management of health records [21].</td>
</tr>
<tr>
<td>1996</td>
<td>US Congress</td>
<td>The Health Insurance Portability and Accountability Act was passed to safeguard patients’ medical records by involving role-based access control, automatic data backup, audit trails, and data encryption [22].</td>
</tr>
<tr>
<td>1999</td>
<td>John Mitchell</td>
<td>The term eHealth⁸ was coined that refers to the integration of electronic communication and information technologies for electronic transmission, storage, and retrieval of medical records both locally and remotely [23].</td>
</tr>
<tr>
<td>2000</td>
<td>S Laxminarayan and Robert SH Is- tepanian</td>
<td>The term mHealth⁹ was coined that refers to wireless telemedicine using mobile telecommunication and multimedia technologies for the new mobile health care system [24].</td>
</tr>
<tr>
<td>2001</td>
<td>Gunther Eysenbach</td>
<td>The definition of eHealth was expanded by incorporating business and public health to health services and defining the outcomes and stakeholders of eHealth [25].</td>
</tr>
<tr>
<td>2004</td>
<td>Stephen S Intille</td>
<td>The term uHealth⁹ was coined that refers to the use of biometric sensors and medical devices to monitor and improve a patient’s medical health [26].</td>
</tr>
<tr>
<td>The 2000s</td>
<td>Health care organizations</td>
<td>Proposed a formal definition of the term personal health records that allows patients to access their medical history and to manage it by making part of it available to selected participants by defining access control rights [27].</td>
</tr>
<tr>
<td>2003</td>
<td>Institute of Medicine</td>
<td>The term electronic health records [28] was coined.</td>
</tr>
</tbody>
</table>
Massachusetts health care reform law was passed that mandated for residents to have minimum medical insurance coverage and for employers with more than 10 full-time employees to provide medical insurance coverage [29].

The term Accountable Care Organizations was coined that refers to a group of doctors, hospitals, and other health care providers who volunteer to give high-quality care to their patients to avoid unnecessary duplication of services and reduce medical errors [30].

The Health care Fraud Prevention and Enforcement Action was established to strengthen the existing programs to prevent and reduce Medicare and Medicaid frauds [31].

The Patient Protection and Affordable Care Act was signed into law with an objective to provide an expansion of medical insurance coverage [32].

**Table 2. Limitations of health data management systems.**

<table>
<thead>
<tr>
<th>Health data management system</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper charts</td>
<td>Illegible handwriting resulting in incorrect treatments [33] and deaths [34,35]. Requires physical storage and are susceptible to unplanned destruction such as flood, fire, rodents, and degradation. Physically cumbersome to read, understand, and search for specific information. The cost and time required for paper charts to be requested for duplication and then delivered are unacceptably high.</td>
</tr>
<tr>
<td>Computer-based</td>
<td>Medical records are managed by the physicians and cannot be accessed by the patients. Physicians visiting a patient have to note down or memorize the patient’s medical data to return to the hospital and record it digitally, which may lead to error.</td>
</tr>
<tr>
<td>Client-server-based</td>
<td>A patient has no traceability on how his or her data are used. The issues of security, privacy, and single point of failure. In addition, a cohesive view of a patient’s medical data from multiple hospitals is difficult. Requires repeating medical tests at times, which results in more time, cost, and effect on health conditions.</td>
</tr>
<tr>
<td>Cloud-based</td>
<td>Single point of failure, loss of data control and stewardship, a requirement of steady internet connection, and data reliability [36,37].</td>
</tr>
<tr>
<td>IoT-based</td>
<td>Data security and patient privacy are a major concern.</td>
</tr>
<tr>
<td>Big-data-based</td>
<td>The process of data aggregation from different storage sites is time consuming, complex, and expensive. The data are stored using different formats and requires preprocessing. In addition, preserving the security of the data and privacy of the patient identity while maintaining the usefulness of data for analysis and studies is quite challenging.</td>
</tr>
<tr>
<td>Blockchain-based</td>
<td>The process of ledger update on multiple nodes is energy consuming [38] and suffers from the issue of low throughput [39].</td>
</tr>
</tbody>
</table>

**Requirements of a Health Data Management System**

Over the last century, the definition of health data management has undergone numerous reformations to address the need for better and advanced patient care alongside technological advances. We evaluated these differing examinations and rationalized the definition used in the remainder of the paper. It is important to note that, as the term health data management is rather recent, the listed definitions were taken from different legislations and health data recording systems, even if the exact phrase *health data management* was not used. Table 3 shows the evolving definitions of health data management systems from being purely medical practice and learning-based definitions to being more patient-centric and research-based definitions. We classified health data management systems based on 7 requirements that underpin the evolution in the field as shown in Figure 2. Each number in the figure represents a definition stated in Table 3.
Table 3. The definitions of health data management systems.

<table>
<thead>
<tr>
<th>Number</th>
<th>Year</th>
<th>Source</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1793</td>
<td>Siegler [10]</td>
<td>“[...] Names and Diseases of the Persons, received, deceased or discharged in the same, with the date of each event, and the Place from whence the Patients last came [...]”</td>
</tr>
<tr>
<td>2</td>
<td>1805</td>
<td>Siegler [10]</td>
<td>“The house physician, with the aid of his assistant, under the direction of the attending physician, shall keep a register of all medical cases which occur in the hospital, and which the latter shall think worthy of preservation, which book shall be neatly bound, and kept in the library for the inspection of the friends of the patients, the governors, physicians and surgeons, and the students attending the hospital.”</td>
</tr>
<tr>
<td>3</td>
<td>1941</td>
<td>Sayles and Gordon [12]</td>
<td>“Accurate and complete medical records [...] which includes identification data; complaint; personal and family history; history of the present illness; physical examination; special examinations such as consultations, clinical laboratory, x-ray and other examinations; provisional or working diagnosis; medical or surgical treatment; gross or microscopical pathological findings; progress notes; final diagnosis; condition on discharge; follow-up; and, in case of death, autopsy findings.”</td>
</tr>
<tr>
<td>4</td>
<td>1968</td>
<td>Weed [14]</td>
<td>“The computer is making a major contribution [...] the patient will gain from his physician an immediate sympathetic understanding [...] inadequate analysis by the medical profession can be avoided.”</td>
</tr>
<tr>
<td>5</td>
<td>1968</td>
<td>Weed [14]</td>
<td>“[...] orient data around each problem [...] complete list of all the patient’s problems [...] diagnosis and all other unexpected findings or symptoms [...] The list is separated into active and inactive problems, and in this way, those of immediate importance are easily discernible [...] orders, plans, progress notes and numerical data can be recorded on the numbered and titled problem [...]”</td>
</tr>
<tr>
<td>6</td>
<td>1993</td>
<td>Cynthia [40]</td>
<td>“Digital versions of paper charts that contain the medical and treatment history of the patients from one practice for providers to use for diagnosis and treatment”</td>
</tr>
<tr>
<td>7</td>
<td>1997</td>
<td>Dick et al [21]</td>
<td>“Electronic patient record [...] support users through availability of complete and accurate data, practitioner reminders and alerts, clinical decision support systems, links to bodies of medical knowledge, and other aids.”</td>
</tr>
<tr>
<td>8</td>
<td>2001</td>
<td>Eysenbach [25]</td>
<td>“[...] medical informatics, public health and business, referring to health services and information delivered or enhanced through the Internet and related technologies [...] an attitude, and a commitment for networked, global thinking, to improve health care locally, regionally, and worldwide by using information and communication technology.”</td>
</tr>
<tr>
<td>9</td>
<td>2002</td>
<td>Cameron and Turtle-Song [41]</td>
<td>“The subjective component contains information about the problem [...] objective information consists of those observations made by the counselor [...] assessment section demonstrates how [...] data are formulated, interpreted, and reflected upon, and the plan section summarized the treatment direction.”</td>
</tr>
<tr>
<td>10</td>
<td>2003</td>
<td>Markle Foundation [42]</td>
<td>“[...] electronic application through which individuals can access, manage and share their health information, and that of others for whom they are authorized, in a private, secure, and confidential environment.”</td>
</tr>
<tr>
<td>11</td>
<td>2003</td>
<td>HIMSS [1]</td>
<td>“[...] longitudinal electronic record of patient health information generated by one or more encounters [...] patient demographics, progress notes, problems, medications, vital signs, past medical history, immunizations, laboratory data and radiology reports [...] automates and streamlines the clinician’s workflow. The EHRs has the ability to generate a complete record of a clinical patient encounter [...] evidence-based decision support, quality management, and outcomes reporting.”</td>
</tr>
<tr>
<td>12</td>
<td>2003</td>
<td>HIMSS [43]</td>
<td>“The Electronic Health Record (EHR) is a secure, real-time, point-of-care, patient-centric information resource [...] decision making by providing access to patient health record information where and when they need it and by incorporating evidence-based decision support [...] billing, quality management, outcomes reporting, resource planning, and public health disease surveillance and reporting.”</td>
</tr>
<tr>
<td>13</td>
<td>2005</td>
<td>AHIMA [44]</td>
<td>“[...] lifelong resource of health information needed by individuals to make health decisions. Individuals own and manage the information [...] is maintained in a secure and private environment, with the individual determining rights of access [...]”</td>
</tr>
<tr>
<td>14</td>
<td>2008</td>
<td>Böcking and Trojanus [45]</td>
<td>“Health data management [...] acquiring, entering, processing, coding, outputting, retrieving, and storing of data gathered in the different areas of health care [...] also embraces the validation and control of data according to legal or professional requirements.”</td>
</tr>
<tr>
<td>15</td>
<td>2013</td>
<td>HIPAA [22]</td>
<td>“A major goal [...] to protect the privacy of individuals’ health information [...] adopt new technologies to improve the quality and efficiency of patient care.”</td>
</tr>
</tbody>
</table>

aHIMSS: Healthcare Information and Management Systems Society.
bAHIMA: American Health Information Management Association.
cHIPAA: Health Insurance Portability and Accountability Act.
**Medical Record Data**

Medical record data that describes the identity and health of a patient based on the personal and demographic identity, history of the medical condition, ongoing treatment, laboratory tests, and radiology results are the common requirement of a health data management system. The medical records have been a primary component throughout the evolution of health data management systems, whether in the form of printed documents or digital records.

**Real-Time Data**

To improve the quality of patient care, the requirement of real-time data access was highlighted in the definitions of health data management systems. This requirement reduces the medical incidents owing to the delay in data updates by the physicians. However, this requirement cannot be fulfilled by the paper-based and computer-based health data management systems. This requirement was introduced with the client-server–based management system [46-52] that enables the physicians to access and update the patient medical records in real time.

**Patient Participation**

With the medical records maintained by the hospitals or third-party cloud service providers, the patients cannot track how their medical data are used. Consequently, patient participation in accessing and monitoring medical data is a key requirement to develop trust in health data management systems. In addition to data access, the participation of patients in providing health conditions and lifestyle data to the physicians will aid in better prognosis and diagnosis. The introduction of IoT-based health data management system involving sensors and medical devices that monitor a patient’s health and lifestyle conditions enables the patient to input their medical conditions to the system [53-59]. An analysis of personal health records management platforms based on users’ perception shows that a simple easy-to-use system is required for patient engagement and satisfaction [60].

**Sharing**

Sharing of medical records is a vital requirement with the patient’s treatment being spread across various health care providers. This is to aid other physicians to study the patient’s medical history for better treatment and to avoid repetition of laboratory and radiology tests. On the basis of the list of definitions in Table 3, we classified sharing based on the users allowed to access the data into 3 different categories: (1) degree 1, where the information is shared within the same medical organization where the patient is currently receiving treatment, (2) degree 2, where the information is shared with the patient, patient’s friends, and family, and (3) degree 3, where the information is shared with other medical organizations and government. The requirement of sharing is complemented by the introduction of the cloud-based health data management system [61-63]. However, to share medical record data between different health care organizations and to efficiently use the shared information, the systems should support interoperability. Interoperability can be achieved by using a standard format to store, manage, and share the medical data. There are several standard formats to store medical data and images [64]. Some of the major file formats used for medical images are Analyze [65], Neuroimaging Informatics Technology Initiative [66], Minc [67], and Digital Imaging and Communications in Medicine [68]. Health Level 7 International, standardized by the American National Standards Institute, is a health care protocol for sharing medical data [20]. It includes the rules for the integration, exchange, and management of EHRs. Wen et al [69] assessed the interoperability of eHealth systems in Taiwan for exchanging data. This is to reduce repeated medical examinations and medications for better health care. They concluded that the government should define policies to enforce interoperability.

**Security**

With increasing incidents of data breaching and phishing attacks, and the adoption of a third-party service provider, the security of the patients’ sensitive and important data is essential. Compared with 477 health data breaches reported in 2017,
affecting 5,579,438 patient records in 2017, 503 breaches affecting 15,085,302 records were reported in 2018 [70]. The requirement of security is even high when patients’ medical records are handled by a cloud service provider or when medical sensors and devices are used to gather patients’ medical and lifestyle data. According to a report by Intel Security, the use of cloud services by the health care provider has reduced owing to the lack of cyber security methods implemented by the cloud service provider [71]. A report states that, on average, hospitals lose track of around 30% of their networked medical devices, making it much harder to protect against vulnerabilities [72]. More than 61% of all IoT devices and sensors on a hospital network are at high risk of cyber-attack. In recent years, blockchain technology [73,74] has gained wide popularity and has penetrated into the domain of health care to address the need for a more patient-centric supportive system for the professionals, to connect disparate systems for improved patient care, and to increase the accuracy of EHRs [75-81].

Privacy
The privacy requirement of a patient’s identity in a health data management system is crucial with the increasing number of medical frauds and fake medications. The privacy of the patient cannot be compromised, especially with the rise of data analytics, where the medical record data of the patients are used for analysis. The blockchain-based health data management system aims to address this issue.

Public Insights
Prediction of health conditions is important to avoid life-threatening situations. The increasing amount of health care data [82], if properly analyzed, can facilitate the prediction of health conditions. The process of gathering, organizing, storing, and analyzing big data to discover correlations, hidden patterns, and other valuable insights is known as big data analytics. Figure 3 shows the life cycle of big data analytics.

Figure 3. Lifecycle of big data analytics.

The prediction from health care data for public insights allows to actively improve public health and to react faster to a situation [83-91]. Using personal health care data requires, of course, a well-defined balance between the assurance of the privacy of personal health care data with respect to transparency, for example, toward insurance companies. Insights into genetical personal risk factors for chronic diseases should not lead to a situation where a person has disadvantages concerning the insurance status. Moreover, the monitoring of the public health situation has to be based on the health care data of individuals. Consequently, research projects have recently addressed the balance of personal health care data as a public good [92]. Figure 4 [92] shows the relationship between the 3 key stakeholders for defining the balance between personal health care data and the potential of these data as a public good. Companies could be health insurance providers, hospitals, pharmaceutical companies, and government organizations.
The diabetes mellitus crisis or the growth of cardiovascular problems caused by nutrition patterns and lifestyle behavior in many countries and regions of the world, changing patterns of Alzheimer and dementia, or microbiome research, and the abuse of antibiotics would benefit tremendously from personal health care data as a public good [93,94]. Bringing together the insights of large initiatives such as the Health Data Exploration Project and Computational Health Sciences [92,94] promises the key for future advancement in the area of private and personal health care data for the public good. Health care data analytics can help researchers and government officials for better prediction of chronic diseases, the development of effective therapeutic drugs, more accurate patient care, and the development of a nation-wide effective prevention plan.

Table 4 shows health data management systems presented in the taxonomy and evaluates them in terms of their adherence to the defined requirements.
<table>
<thead>
<tr>
<th>System</th>
<th>Medical record data</th>
<th>Real-time data retrieval in real-time</th>
<th>Patient participation</th>
<th>Sharing</th>
<th>Security</th>
<th>Privacy</th>
<th>Public insights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper-based</td>
<td>Allows recording of medical data for eventual use</td>
<td>Encounters high delays</td>
<td>Does not allow patients to track the use of their medical data</td>
<td>Does not allow patients to provide their health conditions</td>
<td>Does not allow data sharing only within the same hospital</td>
<td>Does not provide methods against cyber security attacks</td>
<td>Does not provide methods for preserving a patient’s privacy</td>
</tr>
<tr>
<td>Computer-based</td>
<td>Allows recording of medical data for eventual use</td>
<td>Encounters high delays</td>
<td>Does not allow patients to track the use of their medical data</td>
<td>Does not allow patients to provide their health conditions</td>
<td>Supports data sharing only within the same hospital</td>
<td>Allows data sharing with the patient, patient’s friends, and family</td>
<td>Does not provide methods against cyber security attacks</td>
</tr>
<tr>
<td>Client-server-based</td>
<td>Allows recording of medical data for eventual use</td>
<td>Allows data retrieval in real-time</td>
<td>Allows patients to access and monitor their medical data</td>
<td>Does not allow patients to provide their health conditions</td>
<td>Supports data sharing only within the same hospital</td>
<td>Allows data sharing with the patient, patient’s friends, and family</td>
<td>Allows data sharing with other medical organizations and government</td>
</tr>
<tr>
<td>Cloud-based</td>
<td>Allows recording of medical data for eventual use</td>
<td>Allows data retrieval in real-time</td>
<td>Allows patients to access and monitor their medical data</td>
<td>Does not allow patients to provide their health conditions</td>
<td>Supports data sharing only within the same hospital</td>
<td>Allows data sharing with the patient, patient’s friends, and family</td>
<td>Allows data sharing with other medical organizations and government</td>
</tr>
<tr>
<td>IoT-based</td>
<td>Allows recording of medical data for eventual use</td>
<td>Allows data retrieval in real-time</td>
<td>Allows patients to access and monitor their medical data</td>
<td>Allows patients to provide their health conditions</td>
<td>Supports data sharing only within the same hospital</td>
<td>Allows data sharing with the patient, patient’s friends, and family</td>
<td>Allows data sharing with other medical organizations and government</td>
</tr>
<tr>
<td>Big data analytics</td>
<td>Allows recording of medical data for eventual use</td>
<td>Allows data retrieval in real-time</td>
<td>Allows patients to access and monitor their medical data</td>
<td>Allows patients to provide their health conditions</td>
<td>Supports data sharing only within the same hospital</td>
<td>Allows data sharing with the patient, patient’s friends, and family</td>
<td>Allows data sharing with other medical organizations and government</td>
</tr>
</tbody>
</table>

Table 4. Health data management systems in the literature vs the requirements.
data breaches and hacking of the medical sensors and devices, management system. However, with the increasing number of data and lifestyle conditions for better prognosis and diagnosis was achieved with the introduction of the IoT-based data management system that will allow physicians and patients to update decentralized medical records and to analyze the medical data for supporting more precise diagnoses, prognoses, biomedical research, and public insights. The early form of health data management using the manual recording of a patient’s diagnosis and treatment on sheets of paper was introduced almost a century ago. Later, with the advancement in technology, health data management systems evolved to web, cloud, IoT, big data analytics, and blockchain-based systems. The definition of medical records has reformed alongside this temporal evolution of the system. The requirements for a health data management system extracted from these definitions are medical record data, real-time data, patient participation, sharing, security, privacy, and public insights. The paper-based health data management system fulfills the requirements of medical record data and sharing. However, paper charts are prone to misplacement, occupy large physical space, and involve a time-consuming and expensive data sharing process. Over time, the paper charts were replaced by electronic records in the computer-based system with the same requirements.

To achieve the requirement of real-time data access in addition to medical record data and sharing, a client-server–based health data management system was introduced. This system allows patients and health care providers to access medical data over the internet using a mobile device or a desktop computer. However, it suffers from the issues of single point of failure, system vulnerability, low scalability, and high data security and patient privacy risks. To minimize the infrastructural cost and to address the issue of data fragmentation, the medical organizations and health care providers transitioned to a cloud-based system. The cloud service provider ensures the requirement of privacy of patient identity, but the security of the data is not ensured in addition to the issue of a single point of failure.

The requirement of patient participation to feed their medical data and lifestyle conditions for better prognosis and diagnosis was achieved with the introduction of the IoT-based management system. However, with the increasing number of data breaches and hacking of the medical sensors and devices, there prevails a constant threat to the security of data and privacy of a patient’s identity. With the advancement in big data analytics, increasing amount of health care data are being studied to gain insights for better prognosis and diagnosis of diseases. However, the privacy of a patient’s identity still remains a concern.

The blockchain technology, which recently attracted the attention of industries, shows potential in the field of health care. A blockchain-based health data management system satisfies all the requirements needed for better patient care. However, it consumes a high amount of energy [95,96] and has low throughput [39]. There are increasing research efforts to solve these issues. For instance, to address the problem of energy consumption, Milutinovic et al [97] proposed the proof of luck consensus mechanism that ensures energy-efficient and low-latency transaction validation. Ismail et al [98] and Dorri et al [99] proposed scalable blockchain architectures for health care that use a clustering approach to increase transactions throughput.

The main requirements of a health care data management system are security and privacy, especially with the increasing number of data breaching and hacking attacks. Furthermore, the adoption of patient participation to feed health data to a health system is increasing with the introduction of disruptive technologies, such as the IoT and big data analytics. Big data analytics requires the sharing of medical information among hospitals to get insights and predictive analysis from the data. This paves the way toward a health data management system as a support to physicians and medical professionals for better diagnosis and prognosis of chronic diseases. In addition, such a system allows to derive public insights from data to develop a nation-wide prevention plan for certain diseases. The traceability feature of the blockchain ensures that the data used for developing the predictive models is accurate, leading to a precise prognosis, diagnosis, and decision support system. Consequently, we suggest an integrated blockchain-, IoT- and big data–based health data management system to ensure the requirements of smart health care: real-time access to data by physicians and patients, health data input from patients through medical sensors and lifestyle, security, privacy, and public insights. This integrated health management system should be scalable and energy-efficient, presenting new research challenges in the research era of a smart health data management system.
Conclusions

The objective of this paper was to highlight the requirements of a health data management system for biomedical care and research. In summary, it discussed the temporal evolution of health data management systems from paper charts to blockchain-based systems, along with the reformation of the definition of what we call EHRs today. The system should satisfy the requirements of medical record data, real-time access, patient participation, data sharing, data security, patient identity privacy, and public insights. The incorporation of big data analytics aids in better prognosis and diagnosis of the diseases and the prediction of risk for the development of chronic diseases.
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Abstract

Background: Physician burnout has a direct impact on the delivery of high-quality health care, with health information technology tools such as electronic health records (EHRs) adding to the burden of practice inefficiencies.

Objective: The aim of this study was to determine the extent of burnout among physicians and learners (residents and fellows); identify significant EHR-related contributors of physician burnout; and explore the differences between physicians and learners with regard to EHR-related factors such as time spent in EHR, documentation styles, proficiency, training, and perceived usefulness. In addition, the study aimed to address gaps in the EHR-related burnout research methodologies by determining physicians’ patterns of EHR use through usage logs.

Methods: This study used a cross-sectional survey methodology and a review of administrative data for back-end log measures of survey respondents’ EHR use, which was conducted at a large Canadian academic mental health hospital. Chi-square and Fisher exact tests were used to examine the association of EHR-related factors with general physician burnout. The survey was sent out to 474 individuals between May and June 2019, including physicians (n=407), residents (n=53), and fellows (n=14), and we measured physician burnout and perceptions of EHR stressors (along with demographic and practice characteristics).

Results: Our survey included 208 respondents, including physicians (n=176) and learners (n=32). The response rate was 43.2% for physicians (full-time: 156/208, 75.0%; part-time: 20/199, 10.1%), and 48% (32/67) for learners. A total of 25.6% (45/176) of practicing physicians and 19% (6/32) of learners reported having one or more symptoms of burnout, and 74.5% (155/208) of all respondents who reported burnout symptoms identified the EHR as a contributor. Lower satisfaction and higher frustration with the EHRs were significantly associated with perceptions of EHR contributing toward burnout. Physicians’ and learners’ experiences with the EHR, gathered through open-ended survey responses, identified challenges around the intuitiveness and usability of the technology as well as workflow issues. Metrics gathered from back-end usage logs demonstrated a 13.6-min overestimation in time spent on EHRs per patient and a 5.63-hour overestimation of after-hours EHR time, when compared with self-reported survey data.

Conclusions: This study suggests that the use of EHRs is a perceived contributor to physician burnout. There should be a focus on combating physician burnout by reducing the unnecessary administrative burdens of EHRs through efficient implementation of systems and effective postimplementation strategies.

(J Med Internet Res 2020;22(7):e19274) doi:10.2196/19274
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Introduction

Overview of Physician Burnout

Physician wellness is vital to the delivery of high-quality health care and greatly affects the performance of health care systems [1]. Organizations have started including wellness programs among their top priorities in an attempt to reduce physician burnout [2]—a work-related syndrome involving emotional exhaustion, depersonalization, and a sense of reduced personal accomplishment [3]. Physician burnout has been associated with career dissatisfaction [4], absenteeism and job turnover [5], reduced quality of care [6], and medical errors [7]. It is increasingly being measured, with high prevalence rates (78%) among American physicians [8], and almost 30% of Canadian physicians [9] have reported symptoms of burnout. The major contributors to physician burnout include individual factors (eg, age and education debt) [10] and work factors (eg, inefficient work processes, negative leadership, and limited interprofessional collaboration or advancement) [11]. Within psychiatry, workplace variables have been found to be a major stressor and may be more likely to perpetuate burnout [12]. Demands including navigating the working relationship with clients experiencing trauma—while often becoming the target of anger, hatred, and even violence—can be emotionally draining [13]. Moreover, burnout has also been known to span all phases of a physician’s career, including during medical school and residency, and a recent systematic review calculated a 33.7% burnout rate for psychiatry residents [14].

Among workplace inefficiencies, the use of health information technology such as electronic health records (EHRs) has been suggested to contribute to physician burnout in psychiatry [15,16]. With proper implementation, EHRs can improve the quality of health care by increasing time efficiency and guideline adherence and reducing medication errors [17]. However, the promise of improved quality of patient care through fast access to patient information and improved clinical decision-making support has not been attained in many health care organizations as the unintended consequences of EHRs proliferate [18].

These unintended consequences can be technical factors, such as poor software design, or sociotechnical factors, such as poor usability or workflow integration [19-22]. EHRs have often added to physicians’ cognitive load through excessive data entry requirements [23,24] and reduction of time spent with patients [25,26]. The provision of mental health care, in particular, poses an added level of complexity, including navigating multidisciplinary treatment plans, varying levels of care (ie, residential and partial hospitals) that do not fit neatly into the clinical or scheduling workflows [27], and the inability to capture and find important documentation [28,29]. Despite the challenges, the adoption of EHRs remains an important policy priority in most countries, showing a steady increase over the past 10 years and reaching an adoption rate of 75% in American [30] hospitals and 81% in Canadian [31] hospitals. Moving forward, the National Academy of Medicine calls for a human-centered approach to combat physician burnout by reducing unnecessary administrative burdens through improved design and implementation of technology and supportive regulatory policies [32].

Although there are numerous editorial and opinion pieces identifying EHRs as possible contributors to physician burnout [33,34], research in determining physicians’ perceptions of the impact of EHRs on burnout is scant [35]. In addition, there is a need to apply a variety of research methods to fully understand the complexity of the phenomenon to optimize technology and clinical workflows [35], given that previous studies used subjective, perception-based data for measuring both EHR-related stressors and burnout variables.

Study Aims

This study aimed to (1) identify the extent of burnout and the perceived contribution of the EHR toward burnout among our population of physicians and learners (residents and fellows); (2) identify significant contributors of burnout and EHR-related burnout; (3) explore differences between physicians and learners among factors previously identified as contributing to EHR-related burnout (time spent, use, and documentation styles within the EHR; EHR proficiency and training; and perceived usefulness of EHR); and (4) compare self-reported perceptions on EHR usage metrics using log data.

Methods

Design, Setting, and Participants

This study used a cross-sectional survey design to gather the perceptions of physicians and learners and back-end EHR usage logs to gather use patterns. It was conducted at Canada’s largest academic mental health hospital located in Toronto, Ontario. At the time of the survey distribution, the Centre for Addiction and Mental Health had 407 physicians, 208 of which were considered full-time (ie, ones who had a primary appointment with the hospital). Among these physicians were hospitalists and psychiatrists spread across 7 different clinical divisions. In addition, the study included 53 residents and 14 clinical fellows. Of the 37,065 unique patients admitted in the hospital, 63.10% (23,388/37,065) were treated for an admission diagnosis falling into two groups: schizophrenia or/psychotic disorders and substance use disorders [36]. Physicians used a comprehensive EHR, which was implemented 5 years before this study.

Depending on the email address used for the electronic survey links, usage log data for 201 participants in May and 198 participants in June were identified, which were then used to compare metrics that were also asked within the survey.

Ethical approval was obtained from the organization’s quality improvement projects ethics review board.
Data Collection

Survey

The survey was administered to the study’s target population of physicians and learners (residents and clinical fellows) between May 2019 and June 2019 by sending a link to the anonymous electronic survey via email. To maximize survey participation, weekly reminders were sent out for the duration of survey recruitment (6 weeks), and engagement methods, including advertising in physician newsletters, discussions at hospital-wide meetings, and resident lunches, were used.

Research Electronic Data Capture (REDCap)—a secure web app—was used to manage the survey [37]. The app collected information about demographics, practice setting and EHR-related usage, and burnout (Table 1) and open-ended responses to capture the respondents’ experience with the EHR and explore unique ways in which they use the EHR (Multimedia Appendix 1). The survey was developed using previous literature, including the study by Gardner et al [15] and KLAS Arch Collaborative Impact Report on Clinician Burnout [38], and was tested with physicians, researchers, and divisional chiefs, and their feedback was incorporated.

Table 1. Independent and dependent variables.

<table>
<thead>
<tr>
<th>Variable type and category</th>
<th>Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Independent</strong></td>
<td></td>
</tr>
<tr>
<td>Demographics</td>
<td>Age</td>
</tr>
<tr>
<td></td>
<td>Gender (male, female, or nonbinary)</td>
</tr>
<tr>
<td></td>
<td>Role (physician versus learners)</td>
</tr>
<tr>
<td>Practice</td>
<td>Clinical academic division</td>
</tr>
<tr>
<td></td>
<td>Length of practice</td>
</tr>
<tr>
<td></td>
<td>Patient load (number of patients per week)</td>
</tr>
<tr>
<td>EHR-related factors</td>
<td>Time spent in EHR (time per patient and time after hours per week)</td>
</tr>
<tr>
<td></td>
<td>Frustration and satisfaction with EHR</td>
</tr>
<tr>
<td></td>
<td>Documentation styles (typing, back-end transcription, and voice recognition software)</td>
</tr>
<tr>
<td></td>
<td>EHR proficiency</td>
</tr>
<tr>
<td></td>
<td>EHR training needs</td>
</tr>
<tr>
<td></td>
<td>Perceived usefulness of EHR (on improving communication, enabling high-quality care, and patient safety)</td>
</tr>
<tr>
<td><strong>Dependent</strong></td>
<td></td>
</tr>
<tr>
<td>Burnout</td>
<td>General burnout: Measured using a single question from the Mini-Z survey [39] (The Mini-Z is a 10-item instrument developed from the Physician Worklife Study [40]). This single question has been previously validated for physicians [41] against the detailed Maslach Burnout Inventory [3], and it achieved a sensitivity of 83.2% and specificity of 87.4% [41]. Respondents were asked to identify their symptoms of burnout based on a 5-point scale: (1) “I enjoy my work. I have no symptoms of burnout,” (2) “I am under stress, and don’t always have as much energy as I did, but I don’t feel burned out,” (3) “I am definitely burning out and have one or more symptoms of burnout, eg. emotional exhaustion,” (4) “The symptoms of burnout I am experiencing won’t go away. I think about work frustrations a lot,” and (5) “I feel completely burned out. I am at the point where I may need to seek help.” Participants considered as “burned out” include those having one or more symptoms of burnout (ie, a score of ≥3 on the above scale)</td>
</tr>
<tr>
<td></td>
<td>Contribution of EHRs toward burnout: Measured by a single question where physicians and learners were asked “Do you think [EHR name] contributes to your symptoms of burnout?”, and responses were captured on a 4-point scale: “Always,” “Almost always”, “Some of the time,” and “Almost never.”</td>
</tr>
</tbody>
</table>

Usage Logs

As unique electronic survey links were used, a list of those who responded to the survey was assembled. Usage logs were extracted for all these individuals for the 2-month period (May-June 2019) of the survey administration. Although we were able to determine whether a participant had responded to the survey or not (a feature of REDCap), we were not able to identify their individual survey responses because of the anonymity of the survey. Therefore, variables extracted from usage log data were compared with responses from the survey in aggregate and not at an individual level. The data extracted were EHR-related factors including (1) number of patients seen per month, (2) time spent in EHR per patient, and (3) time spent in EHR after hours per month (details of the source of the back-end EHR analytics can be found in the study by Overhage et al [42]). The inactive time when the physician was logged into the EHR but not actively engaged in using it (eg, typing) was excluded from the analyses, and after-hours were defined as 6 PM to 6 AM and weekends—similar to how it was defined in the survey.

Data Analysis

Survey

Descriptive statistics were calculated for all numeric and categorical variables. The association of independent variables (including demographics, practice styles, and EHR factors) with variables measuring burnout was analyzed using Fisher exact tests and chi-square tests (when the content table was too large.
for the exact Fisher test to be calculated). Fisher exact tests were used to identify differences between physicians and learners for the following variables (counts of 5 or lower in chi-square tables): age, patient load, time spent in EHRs per patient, frustration with EHR, satisfaction with EHR, perceived usefulness (on improving communication within the circle of care, enabling delivery of high-quality care, and keeping patients safe), and documentation type. All descriptive and chi-square analyses were conducted using the Statistical Package for the Social Sciences software [43], and Fisher exact tests were conducted in R [44]. When significance at .05 level was not achieved, no $P$ values were reported within the study’s results.

For open-ended survey responses, inductive content analysis was used [45]. After dividing the responses into two groups (low and high satisfaction with EHR based on a quantitative rating scale), the data were read and coded to capture key thoughts or concepts. Investigator triangulation was used to refine the coding scheme, and one investigator proceeded to code all data. Emergent codes were clustered into broader subcategories or themes.

Comparison: Self-Reports and Usage Log Data

As back-end EHR usage log data were extracted on a monthly basis, the 2 survey variables (patients seen per week and time spent in EHR after hours per week) were changed from weekly to monthly to ensure practical comparison. Descriptive statistics gathered from the survey responses and usage logs of all respondents were compared.

Results

Participant Profile

Demographic and practice characteristics of the study population are shown in Table 2. The survey was answered by 176 physicians and 32 learners. Response rates were 43.2% for physicians (full-time: 75% and part-time: 10%) and 47.7% for learners (fellows: 86% and residents: 40%). A total of 44.3% (78/176) of physicians and 50% (16/32) of learners were female; 46.0% (81/176) of physicians were in the 0 to 10 years practice timeframe and 26.1% (46/176) practiced for 21 years or more. Physicians saw a mean of 27 patients (median 25) per week and learners saw a mean of 14 patients (median 15).
Table 2. Demographic and practice characteristics, by experience level.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Total sample (N=208), n (%)</th>
<th>Physicians (n=176), n (%)</th>
<th>Learners (residents and fellows; n=32), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>17 (8.2)</td>
<td>4 (2.3)</td>
<td>13 (41)</td>
</tr>
<tr>
<td>31-40</td>
<td>81 (38.9)</td>
<td>63 (35.8)</td>
<td>18 (56)</td>
</tr>
<tr>
<td>41-50</td>
<td>59 (28.4)</td>
<td>58 (33.0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>51-60</td>
<td>23 (11.1)</td>
<td>23 (13.1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>≥61</td>
<td>28 (13.5)</td>
<td>28 (15.9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>94 (45.2)</td>
<td>78 (44.3)</td>
<td>16 (50)</td>
</tr>
<tr>
<td>Male</td>
<td>105 (50.5)</td>
<td>89 (50.6)</td>
<td>16 (50)</td>
</tr>
<tr>
<td>Gender fluid or nonbinary or two-spirit</td>
<td>1 (0.5)</td>
<td>1 (0.6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>I prefer not to answer</td>
<td>8 (3.8)</td>
<td>8 (4.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Practice setting</strong>a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emergency mental health</td>
<td>40 (19.2)</td>
<td>22 (12.5)</td>
<td>18 (56)</td>
</tr>
<tr>
<td>Inpatient mental health</td>
<td>82 (39.4)</td>
<td>69 (39.2)</td>
<td>13 (41)</td>
</tr>
<tr>
<td>Outpatient mental health</td>
<td>159 (76.4)</td>
<td>131 (74.4)</td>
<td>28 (88)</td>
</tr>
<tr>
<td>Telehealth</td>
<td>25 (12.0)</td>
<td>21 (11.9)</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Outreach</td>
<td>8 (3.8)</td>
<td>8 (4.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (1.0)</td>
<td>2 (1.1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Patient load/week</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤10</td>
<td>53 (25.5)</td>
<td>39 (22.2)</td>
<td>14 (43)</td>
</tr>
<tr>
<td>11-20</td>
<td>55 (26.4)</td>
<td>39 (22.2)</td>
<td>16 (50)</td>
</tr>
<tr>
<td>21-30</td>
<td>46 (22.1)</td>
<td>45 (25.6)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>≥31</td>
<td>53 (25.5)</td>
<td>52 (29.5)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.5)</td>
<td>1 (0.6)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

aPractice setting was a multi-select question.

Burnout and the Perceived Contribution of the Electronic Health Record Toward Burnout

A total of 25.6% (45/176) of all physicians and 19% (6/32) of learners identified as having one or more symptoms of burnout, as measured using the single-item measure from the Mini-Z. When asked about EHR contributing to burnout, 69.3% (122/176) of physicians and 67% (22/32) of learners reported feeling that the EHR always or almost always contributes to their symptoms of burnout. Within the subset of those individuals who experienced one or more symptoms of burnout (n=51), this perception of the EHR contributing to burnout was slightly more prevalent (155/208, 74.5%; Table 3).
Table 3. Burnout prevalence, by experience level.

<table>
<thead>
<tr>
<th>Burnout measure</th>
<th>Total sample (N=208), n (%)</th>
<th>Physicians (n=176), n (%)</th>
<th>Learner (residents and fellows; n=32), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General physician burnout</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1: “I enjoy my work. I have no symptoms of burnout”</td>
<td>45 (21.6)</td>
<td>38 (21.6)</td>
<td>7 (22)</td>
</tr>
<tr>
<td>2: “I am under stress, and don’t always have as much energy as I did, but I don’t feel burned out”</td>
<td>111 (53.4)</td>
<td>92 (52.3)</td>
<td>19 (59)</td>
</tr>
<tr>
<td>3: “I am definitely burning out and have one or more symptoms of burnout, e.g. emotional exhaustion”</td>
<td>35 (16.8)</td>
<td>31 (17.6)</td>
<td>4 (13)</td>
</tr>
<tr>
<td>4: “The symptoms of burnout I am experiencing won’t go away. I think about work frustrations a lot”</td>
<td>15 (7.2)</td>
<td>13 (7.4)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>5: “I feel completely burned out. I am at the point where I may need to seek help.”</td>
<td>1 (0.5)</td>
<td>1 (0.6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.5)</td>
<td>1 (0.6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>One or more symptoms of burnout</strong></td>
<td>51 (24.5)</td>
<td>45 (25.6)</td>
<td>6 (19)</td>
</tr>
<tr>
<td><strong>EHR</strong> contributing to physician burnout</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Always/always</td>
<td>144 (69.2)</td>
<td>122 (69.3)</td>
<td>22 (67)</td>
</tr>
<tr>
<td>Some of the time/almost never</td>
<td>63 (30.3)</td>
<td>53 (30.1)</td>
<td>10 (31)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.48)</td>
<td>1 (0.57)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

aGeneral physician burnout score ≥3.

bEHR: electronic health record.

**Significant Contributions to Burnout**

Physicians and learners with higher levels of frustration and lower satisfaction with the EHR were significantly more burned out (Figure 1). Other variables that were significantly associated with burnout included participants' perceptions of the EHR on keeping their patients safe (P=.002) and whether physicians perceived communication regarding EHR upgrades as efficient (P=.047).

Variables that had a significant association with perceptions of EHR contributing to burnout were low satisfaction with the EHR (P<.001) and frustration with the EHR (P<.001; Figure 1). Similarly, as with burnout, those who were content with communication surrounding EHR updates were also significantly less likely to perceive the EHR as a contributory factor to burnout (P=.003). Finally, those who were more proficient with the EHR were also significantly less likely to perceive it as contributing to their burnout (P=.01).

The experiences of physicians and learners who had low satisfaction with the EHR focused on usability issues and unintended consequences of the EHR on patient care. A total of 39 individuals reported usability issues such as it being nonintuitive, having too many clicks, or not being user-friendly, with one participant referring to it as “death by a thousand clicks” (Participant #94). Moreover, 48 respondents discussed difficulties with finding or retrieving information, including inaccessible documentation. Respondents also discussed time sinks because of the system being “slow” and “clunky” and noted the impact that technology has on direct patient care, such as “...has a negative impact on...the amount of quality face-to-face time I can spend with patients” (Participant #118).

Respondents with high EHR satisfaction used workarounds to complete tasks in the EHR, such as “type long consult notes in [Microsoft] word then copy” (Participant #33) or “enter my appointments in my Outlook calendar...” (Participant #66). Others discussed their knowledge of customization, such as “know how to insert personal short cuts” (Participant #103), or the use of back-end dictation or “use [voice recognition software] exclusively instead of typing progress notes” (Participant #125). Satisfied participants thought that the EHR allows for “communication with other care providers” and has “the ability to forward things easily to care providers in the circle of care” (Participant #168).
Physician and Learner Differences for Electronic Health Record–Related Factors

Time Spent, Use, and Documentation Styles Within the Electronic Health Record

Time spent, use, and documentation styles were not significantly different between those participants who were burned out and those who were not burned out. There were significant differences between physicians and learners with respect to the time spent on the EHR per patient, where 47% (15/32) of learners spent over 50 min per patient compared with only 16.5% (29/176) of physicians spending the same amount of time ($P = .03$). In total, 84.1% (148/176) of physicians and 78% (25/32) of learners reported spending time on the EHR after hours, with 22.2% (2/208) of respondents spending 4 or more hours per week.

Compared with physicians (96/176, 54.5%), a greater proportion of learners (24/32, 75%) document in the EHR through direct typing only. In contrast, 2.8% (5/176) of physicians rely solely on dictation through back-end transcription or voice recognition. None of the learners used dictation only to document in the EHR. Learners that did not use direct typing as their documentation style (8/32, 25%) used a combination of direct typing and dictation, whereas 41.5% (73/176) of physicians used a combination of documentation styles.

Electronic Health Record Proficiency and Training

A total of 31.3% (55/176) of physicians and 41% (13/32) of learners felt that their initial EHR training prepared them well, and a large portion of physicians and learners (89/176, 50.6% and 13/32, 41%, respectively) felt they had ongoing training available to meet their needs. In addition, more than half of the physicians (94/176, 53.4%) and learners (22/32, 69%) felt proficient in their use of the EHR. The majority of physicians (14/176, 79.5%) and learners (24/32, 75) reported that communication regarding changes to the EHR was effective.

Perceived Usefulness of Electronic Health Records

A total of 62.5% (110/176) of physicians and 72% (23/32) of learners indicated that the EHR adds to their daily frustration (Table 4). Although 51.1% (90/176) of physicians felt that the EHR improved communication in their circle of care, only 34% (11/32) of learners agreed with this statement. With regard to the impact of the EHR on improving patient safety, 38.1% (67/176) and 40.3% (71/176) of physicians agreed with the statement or were neutral, respectively. In contrast, 63% (20/32) of learners felt neutral about this statement and 13% (4/32) agreed. Physicians had a significantly more positive perspective on the EHR in terms of quality of care ($P = .007$), with 38.6% (68/176) agreeing that it enabled them to deliver high-quality care, compared with only 9% (3/32) of learners.
Table 4. Electronic health record factors, by experience level.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Total sample (N=208), n (%)</th>
<th>Physicians (n=176), n (%)</th>
<th>Learner (residents and fellows; n=32), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Satisfaction with EHR</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very satisfied/somewhat satisfied</td>
<td>97 (46.6)</td>
<td>1 (43.2)</td>
<td>21 (66)</td>
</tr>
<tr>
<td>Neither satisfied nor dissatisfied</td>
<td>45 (21.6)</td>
<td>37 (21.0)</td>
<td>8 (25)</td>
</tr>
<tr>
<td>Somewhat dissatisfied/very dissatisfied</td>
<td>65 (31.3)</td>
<td>62 (35.2)</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.5)</td>
<td>1 (0.6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Frustration with EHR</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>26 (12.5)</td>
<td>25 (14.2)</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Neutral</td>
<td>45 (21.6)</td>
<td>39 (22.2)</td>
<td>6 (19)</td>
</tr>
<tr>
<td>Agree</td>
<td>133 (63.9)</td>
<td>110 (62.5)</td>
<td>23 (72)</td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (1.0)</td>
<td>2 (1.1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Time spent in EHR per patient (min)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤10</td>
<td>32 (15.4)</td>
<td>31 (17.6)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>11-20</td>
<td>56 (26.9)</td>
<td>51 (29.0)</td>
<td>5 (16)</td>
</tr>
<tr>
<td>21-50</td>
<td>74 (35.6)</td>
<td>63 (35.8)</td>
<td>11 (34)</td>
</tr>
<tr>
<td>≥50</td>
<td>44 (21.2)</td>
<td>29 (16.5)</td>
<td>15 (47)</td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (1.0)</td>
<td>2 (1.1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>EHR improves quality of care</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>46 (22.1)</td>
<td>34 (19.3)</td>
<td>12 (38)</td>
</tr>
<tr>
<td>Neutral</td>
<td>89 (42.8)</td>
<td>72 (40.9)</td>
<td>17 (53)</td>
</tr>
<tr>
<td>Agree</td>
<td>71 (34.1)</td>
<td>68 (38.6)</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (0.9)</td>
<td>2 (1.1)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

aEHR: electronic health record.

Self-Reported Perceptions and Electronic Health Record Usage Log Data Comparison

As gathered from usage logs, the median number of patients seen per month for all the survey respondents over the months of May and June 2019 was 60 patients (May, N=201, June, N=198), compared with the self-reported median of 80 patients (N=207). The median time spent on EHRs per patient for all survey respondents for the months of May and June 2019 was 16.4 min (May, N=201, June, N=198), compared with the self-reported median of 30 min (N=206). The median time spent on the EHR after hours (defined as 6 PM to 6 AM and weekends) for all survey respondents for the months of May and June 2019 was 2.37 hours (May, N=201, June, N=198), compared with the self-reported median of 8 hours (N=201).

Discussion

Principal Findings

Although overall satisfaction with EHRs remains low, reverting to paper documentation is not a viable alternative. This study adds to a growing body of evidence calling for a focus on EHR improvement [46]. The study data demonstrate that 67% of learners and 43% of physicians were satisfied with the system, which is comparable with other studies [47]. Among those who perceived the EHR in a negative light, a majority (>65%) of the respondents expressed dissatisfaction with the EHR (n=97).

Burnout and the Perceived Contribution of the Electronic Health Record Toward Burnout

This study helps in understanding physician burnout attributed to technology within the Canadian mental health context. Although the general burnout rate of physicians and learners (24.6%) was comparable with the Canadian national average (30%) [9], our survey found that the majority (69.6%) of physicians and learners attributed EHR to their symptoms of burnout, even when they did not identify as being burned out. Although other institutions have completed surveys to examine the role of technology in physician burnout [15,16,48], this study adds to the existing literature, providing data from a different geography and a robust baseline at our facility. Measuring burnout rates, as well as the significant EHR-related contributors to burnout within the hospital, have direct implications on practice. Our organization has created a multipronged approach toward improving physicians’ experience with the EHR, which includes direct feedback channels, improved education and communication around EHR updates, implementing speech recognition technology, and developing physician efficiency dashboards. Having a strong baseline measure of burnout allows us to measure the short- and
long-term impact of initiatives at our hospital which aim to reduce physician burnout.

**Significant Contributors to Burnout**

Gardner et al [15] found that those who spent excessive time on the EHR at home had a 1.9 times higher rate of burnout, and Privitera et al [48] found that EHR use at home increased burnout by 46% within their population. However, this study found no significant differences in the time spent after hours between those respondents who were and were not burned out.

Another previously affiliated factor with EHR satisfaction was gender, with men reporting significantly higher EHR workload stress than women [49]. This study did not find any significant differences between men, women, or nonbinary individuals when it came to satisfaction and frustration with EHR, as well as other EHR-related factors.

The results from this study did identify low proficiency with the EHR as a significant factor that leads physicians and learners to perceive the EHR as contributing toward their burnout, which supports the hypothesis that improved education and training can help in reducing this negative perception. Research by Dastagir et al [50] demonstrated the impact of proficiency training on significant improvements in self-reported efficiency and satisfaction, which could eventually have an effect on burnout.

**Physician and Learner Differences for Electronic Health Record–Related Factors**

In addition, this study found significant differences between physicians and learners with respect to the time spent in the EHR per patient, with a higher number of learners spending >50 min. Such a difference could be attributed to learners getting used to a new EHR system (as they often work with several EHRs across the various training sites) and mastering clinical practice and documentation standards. They could also be tasked with doing more designated EHR work, including documentation and orders, allocated by their supervising physician. Similar results demonstrating the extent of indirect patient care that residents take on were found in a time-motion study conducted by Penn Medicine and John Hopkins University. The study found that the residents spend almost 66% of their time interacting with patients' medical records or documentation [51].

**Self-Reported Perceptions and Electronic Health Record Usage Log Data Comparison**

This study found that perceptions of time spent in the EHR after hours were much higher than the actual time spent, as gathered by back-end usage logs, with an >5-hour difference between these 2 averages. It is possible that the time spent after hours for logging in and out of the system, on email, and for other digital administrative activities could be included within participants’ perceived estimates. This difference resembles previous research that has found overestimations of 1.83 hours in learners and up to 4.04 hours in attending physicians [52]. This study’s respondents also overestimated the time spent in the EHR per patient compared with how long they spend according to back-end usage logs (14-min difference), which could be because of interruptions in the workflow. It is important to note that, in general, employees have been shown to overestimate the hours that they work [53].

This discrepancy between self-reported and back-end usage log data has implications for future research, where a combination of methods should be used for studying the link between EHR-related stressors and physician burnout. Although burnout is primarily measured through perceptions, the stressors related to the EHR, such as time spent in the EHR after hours, primary documentation method, and amount and frequency of training, can all be measured through more objective means.

**Limitations**

Due to the nature of this study, we were only able to report on associations between variables rather than causal relationships. To improve the understanding of the complexity of EHR use, we used back-end EHR usage logs. However, because of the anonymity of the survey, we were unable to compare self-reported data with usage logs on an individual basis, and we could only provide an aggregate comparison of 3 measures. Furthermore, usage logs can lack the vital context around clinical workflows, and there has been varied validity and sensitivity of using such logs for mapping out clinical activity [54]. Validation of back-end EHR usage logs through direct observation was not carried out within this study environment; however, this analytics system has been used in previously published literature describing physicians’ EHR usage [42].

Despite numerous discussions and publications, there are striking differences in the understanding of what constitutes burnout and substantial variability in prevalence estimates of burnout among physicians [55]. This study used a single question from the Mini-Z, which was previously validated by physicians, and yielded results similar to those of the more commonly used Maslach Burnout Inventory [3].

Finally, because of the heterogeneity of EHRs, implementation practices, training, and organizational contexts, there exists a potential limitation in generalizing such results to other contexts.

**Conclusions**

This work is the first step in better understanding EHR-related physician burnout in a Canadian academic mental health environment, where we measured general burnout rates and its perceived link to EHR use through a survey that gathered self-perceptions. In addition, we compared self-perceptions with a back-end usage log for 3 important metrics and found that participants tended to overestimate their time spent on the EHR. This finding provides a valuable contribution toward the methodology for studying physician burnout and demonstrates the need to combine self-reported perceptions with objective data sources.

The contribution of this study to the literature on physician burnout demonstrates the importance of increasing end-user satisfaction and minimizing end-user frustration with the EHR, both significant factors that were associated with burnout within the study population. The results of this study emphasize the value of developing *human-centered* effective strategies to improve physicians’ experiences with EHRs, including efficient
communication about EHR upgrades. Measuring burnout and understanding the impact of EHR-related stressors within the study population serves as a strong baseline, allowing us to measure the short- and long-term impact of multiple initiatives underway at our hospital aimed at reducing physician burnout.
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Abstract

Background: The benefits from the combination of 4 clinical information systems (CISs)—electronic health records (EHRs), health information exchange (HIE), personal health records (PHRs), and telehealth—in primary care depend on the configuration of their functional capabilities available to clinicians. However, our empirical knowledge of these configurations and their associated performance implications is very limited because they have mostly been studied in isolation.

Objective: This study aims to pursue 3 objectives: (1) characterize general practitioners (GPs) by uncovering the typical profiles of combinations of 4 major CIS capabilities, (2) identify physician and practice characteristics that predict cluster membership, and (3) assess the variation in the levels of performance associated with each configuration.

Methods: We used data from a survey of GPs conducted throughout the European Union (N=5793). First, 4 factors, that is, EHRs, HIE, PHRs, and Telehealth, were created. Second, a cluster analysis helps uncover clusters of GPs based on the 4 factors. Third, we compared the clusters according to five performance outcomes using an analysis of variance (ANOVA) and a Tamhane T2 post hoc test. Fourth, univariate and multivariate multinomial logistic regressions were used to identify predictors of the clusters. Finally, with a multivariate multinomial logistic regression, among the clusters, we compared performance in terms of the number of patients treated (3 levels) over the last 2 years.

Results: We unveiled 3 clusters of GPs with different levels of CIS capability profiles: strong (1956/5793, 37.36%), medium (2764/5793, 47.71%), and weak (524/5793, 9.04%). The logistic regression analysis indicates that physicians (younger, female, and less experienced) and practice (solo) characteristics are significantly associated with a weak profile. The ANOVAs revealed a strong cluster associated with significantly high practice performance outcomes in terms of the quality of care, efficiency, productivity, and improvement of working processes, and two noncomprehensive medium and weak profiles associated with medium (equifinal) practice performance outcomes. The logistic regression analysis also revealed that physicians in the weak profile are associated with a decrease in the number of patients treated over the last 2 years.

Conclusions: Different CIS capability profiles may lead to similar equifinal performance outcomes. This underlines the importance of looking beyond the adoption of 1 CIS capability versus a cluster of capabilities when studying CISs. GPs in the strong cluster exhibit a comprehensive CIS capability profile and outperform the other two clusters with noncomprehensive profiles, leading to significantly high performance in terms of the quality of care provided to patients, efficiency of the practice, productivity of the practice, and improvement of working processes. Our findings indicate that medical practices should develop high capabilities in all 4 CISs if they have to maximize their performance outcomes because efforts to develop high capabilities selectively may only be in vain.

(J Med Internet Res 2020;22(7):e16300) doi:10.2196/16300
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**Introduction**

**Background**

Over the past several years, a consensus has emerged on the recognition of the potential of clinical information systems (CISs) to improve the health care delivered to patients and save lives [1,2].

Electronic health records (EHRs) are at the heart of the reform of health systems in many developed countries [3] as well as middle-income countries such as Brazil [4] or India [5]. An EHR can be defined as “an electronic record of health-related information on an individual that conforms to nationally recognized interoperability standards, and that can be created, managed, and consulted by authorized clinicians and staff across more than one healthcare organization” [6]. EHRs can “help address the dual problems of high costs and poor quality in health” [7]. For instance, EHRs can assist clinicians to improve the care provided to patients by promoting adherence to guidelines [8], improving medical practice management, saving time, and facilitating condition-specific queries, to name a few [9]. In the specific context of primary health care organizations or general practices, EHRs offer “a unique opportunity to collect a wide range of ecologically valid patient data to support understanding of disease burden and health trajectories over the life-course” [10].

Due to their potential benefits, previous decades have witnessed rapid growth in the adoption of EHRs in health care settings. However, despite considerable investments by governments, the adoption of EHRs in some primary care organizations has been slow, especially in small practices [11], and disparities have been observed in terms of benefits associated with CISs in primary care practices [12]. In addition, other researchers have underscored that the potential benefits of EHRs are limited when health information stored in the system is shared only within the host institution, which means that greater benefits will be realized if only health information is shared beyond the host institution [13,14] and the technology used to support such sharing is health information exchange (HIE). For this reason, the Meaningful Use program in the United States includes incentives for health care providers to participate in HIE [15]. Empirical evidence suggests that the exchange and sharing of patient data can decrease mortality, systemic costs, and utilization costs in the emergency department [13,16,17].

In addition to the abovementioned CISs (EHR and HIE), the personal health record (PHR) has recently been gaining attention because of its potential to support the transformation of health systems to a more patient-centered model of care [18] as well as its key role in patient engagement [19,20]. Indeed, patient engagement is recognized as a critical factor for improving the quality of care [19] and patient safety [19,21,22]. It is not surprising, then, that patient engagement measures and the sharing of health information between providers and patients are also key parts of the Meaningful Use program in the United States [18,23]. Although the role of patients in the health care process is being increasingly recognized, Krist and Woolf [24] have pointed out that much of the energy of the health information movement has been devoted to the use of health information by clinicians, even though patients’ use of these technologies carries equal promise. One of the most effective ways to share electronic health data with patients is via PHRs.

Similarly, telehealth has been gaining attention because of its potential to reduce barriers to access health care and to save time and reduce costs for remote patients [25,26]. In addition, telehealth can “be clinically supportive and educative by facilitating contact with peers” and, in turn, education can enhance the quality of care provided to patients [27,28].

In conclusion, EHR, HIE, PHR, and telehealth can be considered the most important components of a modern and desirable CIS for both hospital and primary care practices. However, in previous research, these 4 CISs have been studied in isolation with little or no attention to their combination and associated implications for performance outcomes. A search in Medical Literature Analysis and Retrieval System Online (MEDLINE); March 2020) using the 4 terms, “electronic health records,” “health information exchange,” “personal health record,” and “tele-health,” in all fields yielded no hits. The same search performed in Article title, Abstract, Keywords in Scopus (March 2020) yielded no hits. We conclude that there is some evidence from which one can infer that the body of knowledge in the way capabilities associated with the 4 CISs empirically coexist to form configurations or profiles, and the associated implications for performance outcomes is very limited. Of note is the fact that most studies have investigated the 4 CISs in isolation, including their implications for performance outcomes. For instance, several current reviews have found ambivalent or no significant relationship between EHRs and performance outcomes in primary care settings [29,30]. For their part, Black et al [29] concluded that “there is a large gap between the postulated and empirically demonstrated benefits of eHealth technologies [such as EHR, HIE, PHR, and telehealth]:”

This paper takes a configurational perspective. In a broad sense, configuration is defined as “any multidimensional constellation of conceptually distinct characteristics that commonly occur together” [31].

Following Miller [32]; Fiss, Marx, and Cambre’ [33]; and Delery and Doty [34], we argued that studying the configurations of CIS adoption by primary care practices will not only allow us to take a holistic view of the adoption of CIS by these organizations as it is these patterns or profiles of 4 CISs rather than single isolated CISs that are related to performance, but it will also help to reveal insights that would have been otherwise difficult to obtain. In addition, configuration approaches help to investigate equifinality—defined as a concept in which different primary care practice profiles with different configurations of CIS adoption arrive at the same level of the...
outcome measure in terms of practice performance outcomes [35].

Objectives
This study has 4 primary goals. The first is to identify predictors of the adoption of clinical systems by general practitioners (GPs) in Europe. The second is to identify and characterize GPs by uncovering typical profiles or patterns of the combination of 4 major CIS capabilities: EHRs, HIEs, PHRs, and telehealth. Consequently, this second objective is inductive in nature, empirically based, and taxonomic, dedicated to classification and subdivision [36,37]. The third objective is to identify physician and practice characteristics that predict cluster or profile membership. Finally, given that the ultimate objective of investing in CISs is to improve the quality of care provided to patients while decreasing cost, the fourth objective is to assess the variation in levels of performance outcomes associated with practice in each configuration or profile.

Methods
Data Source and Sample
We used a data set provided by the European Commission (EC) from the 2018 survey of European GPs. The objective of this study was to understand and measure the actual adoption and use of information and communication technology (ICT) and electronic health (eHealth) applications by general practitioners (GPs) in the 27 countries of the European Union (EU27) as well as changes in uptake over time. The 2018 survey of European GPs was a follow-up study of the 2013 survey, which included the EU27 plus 4 other countries (Croatia, Iceland, Norway, and Turkey).

Given that this 2018 survey of European GPs was a follow-up of the 2013 survey, eHealth is broadly defined, as in the previous study, as “the use of Information and Communication Technologies (ICT) across the whole range of health care functions” [38]. The 2018 survey used the same methodological approach and questionnaire as the previous study. Data collection was based on a survey in the EU27 using mixed methodology (web-based; web CATI, where CATI stands for computer-assisted telephone interviews; and face-to-face) and was conducted between January and June 2018 [38,39]. The data collection process was endorsed by the European Union of General Practitioners. A detailed description of the methodological approach is provided only in the 2013 survey report. The EC team took several measures to ensure the representativeness of the sample. The details are provided in the Technical Compendium of 121 pages published by the EC and available to the public [38]. The identification of the universe of the survey was based on the definition from the World Organization of Family Doctors Europe that characterizes GPs in European countries as “specialist physicians trained in the specialty of primary care who ‘exercise their professional role by promoting health, preventing disease and providing cure, care, palliation and promoting patient empowerment and self-management’.” The universe was composed of 425,622 GPs [39].

The questionnaire was composed of 3 parts: (1) GPs’ sociodemographics, organizational settings, practice location, description of tasks, and workload; (2) ICT availability and use within a GP practice that is divided into 4 categories: EHRs, HIE, telehealth, and PHRs; and (3) attitudinal questions as well as questions related to motivations, perceived barriers, and impacts of ICT.

Following the previous 2013 survey approach, a final sample of 5793 GPs was randomly selected over the analyzed EU27, with an overall sampling error of plus or minus 1.30% [39].

Given that the 4 objectives of this study are related to CIS adoption and associated with the implications for performance outcomes, out of the initial sample of 5793 GPs, only the 5244 who had an EHR system and stored patient data electronically were considered for a subsequent analysis. Due to the presence of missing values in 3 variables (HIE, PHR, and telehealth), we applied a multiple imputation strategy. Among the 5244 subjects, 5022 (95.77%) subjects had complete data, 100 (1.91%) subjects had missing values on telehealth only, 72 (1.37%) subjects had missing values on PHR only, and the remaining 50 (<1%) subjects had other missing patterns.

We imputed the missing values using a multiple imputation procedure. On the one hand, multiple imputation methods perform better than single imputation ones. We selected the multiple imputation method of fully conditional specification with the Proc MI procedure in SAS software version 9.4 (SAS Institute) because of its flexibility in allowing us to define the multivariate model by a series of conditional models, one for each incomplete variable [40]. The 4 variables related to each CIS were chosen for the imputation model: EHR, HIE, telehealth, and PHR. For each of the 4 variables, we then chose regression because the regression model allows the specification of a minimum and a maximum value for imputed values on a variable-by-variable basis [41].

On the other hand, it is impossible to use multiple imputed data sets for cluster analysis as it produces different results of clusters, and it seems that there are no methods to combine these results. Therefore, we used the multiple imputation method as discussed but only chose one as the number of imputations. The final 4 variables used in the cluster analyses were the ones after imputations and then standardization: xc_EHR_imp_std, xc_HIE_imp_std, xc_TeH_imp_std, xc_PHR_imp_std.

Although the final 4 variables used for the cluster analysis were the ones with an imputation, we performed the same cluster analysis with the same variables without the imputation of missing values.

As stated earlier, the 549 GPs who did not store patients’ data electronically and those who did not have an EHR were excluded from the analysis. The final sample in our analysis was 5793 – 549 = 5244 subjects. Table 1 compares the characteristics of the 549 and 5244 subsamples. Concerning the total sample (N=5244) composition in terms of countries, 8 countries represent a little less than 50% (49.77%) of the sample, each country accounting for about 5.54% and 7.15% of the sample, respectively. These countries include France, Italy,
Poland, Portugal, Romania, Spain, the United Kingdom, and the Netherlands.

Table 1. Characteristics of the respondents and their practices.

<table>
<thead>
<tr>
<th>Variables, characteristics (ie, levels for categorical variables)</th>
<th>Nonsampled (n=549)</th>
<th>Sampled (n=5244)</th>
<th>Chi-square (df)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>247 (45.0)</td>
<td>2652 (50.57)</td>
<td>62 (1)</td>
<td>N/A</td>
<td>.01</td>
</tr>
<tr>
<td>Female</td>
<td>302 (55.0)</td>
<td>2592 (49.43)</td>
<td>62 (1)</td>
<td>N/A</td>
<td>.01</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>53.23 (10.35)</td>
<td>51.86 (10.82)</td>
<td>N/A</td>
<td>2.8 (5791)</td>
<td>.005</td>
</tr>
<tr>
<td>Years spent in general practice, mean (SD)</td>
<td>21.07 (11.13)</td>
<td>20.83 (11.22)</td>
<td>N/A</td>
<td>0.5 (5791)</td>
<td>.64</td>
</tr>
<tr>
<td>Professional status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working in a health center</td>
<td>159 (29.0)</td>
<td>1547 (30.02)</td>
<td>103.0 (3)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Self-employed GPs b working alone</td>
<td>272 (49.5)</td>
<td>2013 (38.39)</td>
<td>103.0 (3)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Self-employed GPs working in a group practice</td>
<td>37 (7)</td>
<td>1226 (23.38)</td>
<td>103.0 (3)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other</td>
<td>81 (15)</td>
<td>431 (8.2)</td>
<td>103.0 (3)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Size of the practice (number of physicians), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Solo (1)</td>
<td>320 (58.3)</td>
<td>2155 (41.09)</td>
<td>67.4 (3)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Small (2-4)</td>
<td>58 (11)</td>
<td>920 (17.5)</td>
<td>67.4 (3)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medium (5-9)</td>
<td>60 (11)</td>
<td>995 (19.0)</td>
<td>67.4 (3)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Large (10 or more)</td>
<td>111 (20.2)</td>
<td>1174 (22.39)</td>
<td>67.4 (3)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Location of workplace, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large city</td>
<td>204 (37.2)</td>
<td>1944 (37.07)</td>
<td>1.0 (2)</td>
<td>N/A</td>
<td>.62</td>
</tr>
<tr>
<td>Medium- to small-sized city</td>
<td>156 (28.4)</td>
<td>1402 (26.74)</td>
<td>1.0 (2)</td>
<td>N/A</td>
<td>.62</td>
</tr>
<tr>
<td>Rural town</td>
<td>189 (34.4)</td>
<td>1898 (36.19)</td>
<td>1.0 (2)</td>
<td>N/A</td>
<td>.62</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bGPs: general practitioners.

Selection of Clustering Variables and Measurements

As recommended by Aldenderfer and Blashfield [42] and Hair et al [37], the selection of clustering variables is theory driven. The selection of variables was based on the fact that they have a common theoretical foundation—they relate to the functional characteristics or capabilities of 1 of the 4 CISs (EHR, HIE, PHR, and telehealth). Indeed, according to the diffusion of innovation theory (DOI) [43], the characteristics of innovation, such as the functional capabilities of CISs are important factors in explaining its adoption.

All clustering variables were dichotomous (1: available and 0: not available). In total, 44 dichotomous variables were selected based on their theoretical relationship; that is, they relate to the functional characteristics of 1 of the 4 CISs (EHR, HIE, PHR, or telehealth). We also used 5 measures of performance. Four measures (quality of care provided to patients, efficiency of the practice, productivity of the practice, and improvement of working processes) were based on a 4-point Likert-type scale ranging from 0 (“strongly disagree”) to 3 (“strongly agree”), and 1 measure (number of patients over the last 2 years) of a categorical type with 3 categories (1: decrease, 2: remain the same, 3: increase).

A standardized average frequency or scaled frequency was computed for each group of variables, including CIS capabilities and performance, resulting in 8 scales. As presented in Table 2, in 7 out of 8 scales, the measurement of reliability is greater than 0.7 [44]. Although the reliability of telehealth was less than 0.7, we decided to keep this factor because Cronbach’s alpha is sensitive to the number of items in the scale and generally tends to underestimate the internal consistency reliability” [45] and “researchers can rely on less stringent reliability measurements for scales consisting of a few items” [46]. We then used standardized average frequencies as the clustering variables.
The statistical analysis was performed in 3 parts: (1) cluster analysis, (2) ANOVAs With Tamhane T2 Post Hoc Tests, and (3) regression analysis.

**Statistical Analysis 1: Cluster Analysis**

As indicated earlier, we adopted a configurational approach that is taxonomic, based on cluster analysis [31,47]. General practices were classified to reveal patterns based on the available CIS capabilities related to EHR, HIE, PHR, and telehealth. Thereafter, we explored the influence of general practitioner and practice characteristics on the availability of the 4 components of CISs included in this study (EHR, HIE, PHR, and telehealth).

Broadly speaking, cluster analysis is a multivariate statistical technique that classifies items or objects (individuals, firms, or behaviors) from a given population into subgroups or clusters so that items that are classified in the same cluster are more similar to one another than they are to items in another cluster [37,48]. In doing so, the homogeneity of objects within each group is maximized, whereas the heterogeneity between the groups is maximized. Cluster analysis is a completely empirical method of classification that is inductive by nature [49]. Following previous research recommendations [48-50], our procedure was based on 2 steps that allowed the determination of the natural number of clusters in the data set, as it has been found to be more effective than other approaches in the ability to recover clusters. First, a hierarchical algorithm was employed to identify and define natural clusters and associated centroids. These centroids were then used as initial seeds in a nonhierarchical algorithm. Later, a discriminant function analysis was carried out [49] to validate the cluster solution. Several studies have used this technique to validate the results of cluster analysis [51,52].

It is important to remember that contrary to other statistical techniques such as regression analysis, which necessitate the satisfaction of the linearity assumption and have established rules for sample size calculation [53], no such assumptions are necessary for cluster analysis [54]. Given that this is a data mining technique, cluster analysis does not have hard sample size rules and does not need to satisfy parametric or even nonparametric statistical test assumptions [55]. Nonetheless, Hair et al [56] underscored that “the sample size must be large enough to provide sufficient representation of small groups within the population and represent the underlying structure.” For their part, Formann [57,58] as well as Dolnicar [59] contend that there is a consensus that the minimal sample size for cluster analysis is $k^2$ observations ($k=$number of variables) to achieve sufficient power and confidence in the statistical analysis. In the same vein, Lowry et al [55], including Dolnicar [59], indicate that from a conservative perspective, the minimal sample must be no less than $5 \times k^2$. In this study, $k=4$, which requires a minimum sample size of 80 to meet this criterion, which is obviously less than the sample size of this study ($N=5244$).

**Determination of the Number of Clusters**

The optimum number of clusters was determined by inspecting the dendrogram generated in the combination of the Ward minimum variance clustering algorithm and the squared Euclidean distance. This examination revealed that a 3-cluster solution would be optimal. To ascertain the reliability of the solution [48], the procedure was performed with different subsamples that were randomly selected (30%, 40%, and 60%). On the grounds of the preceding analysis, the 3-cluster solution was retained. It was the most meaningful and the one that best captured the patterns of the adoption of functional capabilities of EHR, HIE, PHR, and Telehealth among European GPs. The uncovered clusters formed significantly well-separated groups that had strong EHR, HIE, PHR, and telehealth functional capability adoption meanings. The 3 different patterns identified reveal how CIS capability priorities set at macrolevels (countries or EC), actually and empirically manifest at primary care levels.

It is worth recalling that cluster analysis was performed with and without the imputation of missing values. Of note is the fact that the results were similar with and without the imputation of missing values. As cluster analyses necessitate all variables to have nonmissing values, 740 observations were not classified in the analysis without the imputation of missing values. The two 3-cluster solutions were then compared to determine the degree of agreement among members of each cluster using Cohen kappa coefficient. The results reveal an almost perfect agreement between the two 3-cluster solutions with a kappa of 0.99 (kappa in the range of 0.80-1.00) [60].

Table 2. Reliability of the scales.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Number of items</th>
<th>Cronbach alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinical system capabilities</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electronic health record</td>
<td>19</td>
<td>.87</td>
</tr>
<tr>
<td>Health information exchange</td>
<td>15</td>
<td>.87</td>
</tr>
<tr>
<td>Telehealth</td>
<td>4</td>
<td>.59</td>
</tr>
<tr>
<td>Personal health record</td>
<td>6</td>
<td>.80</td>
</tr>
<tr>
<td><strong>Performance measurement</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality of care provided to patients</td>
<td>6</td>
<td>.92</td>
</tr>
<tr>
<td>Efficiency of the practice</td>
<td>5</td>
<td>.89</td>
</tr>
<tr>
<td>Productivity of the practice</td>
<td>5</td>
<td>.83</td>
</tr>
<tr>
<td>Improvement of personal working practice</td>
<td>4</td>
<td>.80</td>
</tr>
</tbody>
</table>

**Note:**

For their part, Formann [57,58] as well as Dolnicar [59] contend that there is a consensus that the minimal sample size for cluster analysis is $k^2$ observations ($k=$number of variables) to achieve sufficient power and confidence in the statistical analysis. In the same vein, Lowry et al [55], including Dolnicar [59], indicate that from a conservative perspective, the minimal sample must be no less than $5 \times k^2$. In this study, $k=4$, which requires a minimum sample size of 80 to meet this criterion, which is obviously less than the sample size of this study ($N=5244$).
Validation of the Cluster Solution and Multiple Discriminant Analysis

A multiple discriminant function analysis was performed following a cross-validation approach [37] to validate the 3-cluster solution and determine how the clusters differed on the 4 clustering variables portraying GPs based on EHR, HIE, PHR, and Telehealth functional capabilities [49]. Our discriminant analysis produced 2 functions with significant Wilks lambdas (P<0.001). In addition, the hit ratios for the analysis and holdout samples were 95.90% and 94.70%, respectively. Two standard criteria were used to evaluate the accuracy of the hit ratios: the maximum chance criterion (C_{max}) and the proportional chance criterion (C_{pro}) [45]. The last authors [45] underscored C_{max} as the most conservative standard in that it will produce the highest standard of comparison. In this case, because the 3 clusters have different sizes, the C_{max} is equal to 52.70%. Hair et al [45] suggested that the classification accuracy should be at least one-fourth greater than the accuracy of the classification achieved by chance (1.25×C_{pro}); C_{pro}=43% and 1.25×C_{pro}=53.75%. Overall, in a conservative view, both hit ratios are greater than maximum 1.25 (C_{pro} and C_{max}). In conclusion, the null hypothesis (that the percentage correctly classified was not significantly different from what would be classified by chance alone) was rejected. Finally, from the distribution of the GPs along with the clusters’ centroids in the plane of the 2 computed discriminant functions (ie, the scatter plot of GPs in the space of the 2 discriminant functions with the clusters’ centroids), we were able to observe a complete separation of each one of the centroids from another along the 2 discriminant axes [61]. The evidence suggests that the discriminant functions performed very well in separating the 3 groups.

Although our empirically derived taxonomy appears to be meaningful, its quality is discussed in light of Rich [62] framework on requirements for a valid taxonomy: breadth, meaning, depth, theory, quantitative measurement, completeness, logic, and recognizability. Following the call by Dayer et al [63] to adapt the framework when applied to taxonomies created through cluster analysis, the assessment is based on 5 of the 7 initial criteria.

Breadth

The selection of clustering variables from which GPs were grouped was theory driven [37,42]. As stated earlier, the 18 clustering variables were selected based on their having a common theoretical foundation, that is to say, they pertain to the functional characteristics of 1 of the 4 CISs (EHR, HIE, PHR, or Telehealth), and previous studies have confirmed the influence of these clustering variables on the adoption of technologies [43,64,65].

Meaning

The resulting taxonomy is built on the broad foundations of the DOI theory [43], which acknowledges the complexity of the adoption of innovation and suggests that GPs should not be considered a homogeneous group when investigating the adoption of CIS capabilities. This theory supports the need for classification of the GPs adopting CIS based on the capabilities they actually adopted. The resulting taxonomy highlights different clear priorities and routes to the adoption of the 4 major CIS capabilities.

Theory

The anchoring of the development of our taxonomy in the theory of DOI [43] provides a robust theoretical foundation that serves as a qualitative basis for GP grouping justification as well as variable selection and helps to describe and understand the adoption of the 4 major CISs (EHR, HIE, PHR, and Telehealth) at the medical practice level.

Quantitative Measurement

GPs were assigned to specific clusters or groups resulting from an inductive process based on empirical, multivariate data analysis as well as the application of ANOVA and post hoc analysis to enhance the validity of the results.

Recognizability

By deriving the taxonomy from the actual capabilities of the CIS circumscribed by each artifact (EHR, HIE, PHR, and telehealth technologies), we can claim that our taxonomy reflects the real world for both practitioners as well as theorists and depicts the actual landscape of EHR, HIE, PHR, and Telehealth adoption by GPs within the EU.

In a subsequent step, the 3 profiles (clusters) were compared according to 4 performance outcomes (quality of care provided to patients, efficiency of the practice, productivity of the practice, improvement of working processes) using an ANOVA and a Tamhane T2 post hoc test.

Statistical Analysis 2: ANOVAs With Tamhane T2 Post Hoc Tests

We used ANOVAs with Tamhane T2 post hoc tests to compare the 4 performance outcomes that were rated with a Likert scale: quality of care provided to patients, efficiency of the practice, productivity of the practice, and improvement of personal working practice.

Statistical Analysis 3: Regression Analysis

This analysis was performed in 4 steps. First, we used a regression model to identify the predictors of CIS adoption.

Second, for each of the following 6 characteristic variables, that is, 4 physician characteristics (gender, age, professional status, and years spent in general practice) and 2 practice characteristics (workplace location and practice size), a univariate multinomial logistic regression was conducted to analyze the effect of the characteristic variable on cluster membership.

Third, the multivariate multinomial logistic regression model was conducted with the 6 characteristic variables as independent variables and the 3-cluster solution as the outcome variable. This was used to analyze the effect of each characteristic variable on cluster membership, as shown in the first step, but controlling for the other 5 characteristic variables.

Fourth, the multiple multinomial logistic regression was performed to see if the cluster membership predicted the level of performance in terms of “the number of patients over the
past two (2) years” when controlling for the 6 characteristic variables.

**Results**

**Characteristics of Adopters Versus Nonadopters of Electronic Storage of Patient Data**

The logistic regression model indicates that compared with GPs who store patient data electronically, those who do not tend to be older in age, self-employed, working alone, with fewer years spent in general practice (Multimedia Appendix 1). Of note is the fact that the odds ratios (ORs) for age and years spent in general practice are close to 1.

**Empirical CIS Profiles of GPs**

As shown in Table 3, the ANOVA F test is highly statistically significant for all 4 factors or groups of functional capabilities. In addition, the Tamhane T2 post hoc multiple pairwise comparison test revealed significant differences between the means of all 4 factors or groups of functional capabilities across the 3 clusters [66]. It is important to recall that, contrary to other tests such as the Tukey Honestly Significant Difference Test, the Tamhane T2 post hoc test does not assume equal variances.

**Table 3. Capabilities profile and analysis of variance of clinical information systems.**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Cluster</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>ANOVA&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>F test (df)</td>
</tr>
<tr>
<td>Number of participants (n=5244), n (%)</td>
<td>1956 (37.30)</td>
<td>2764 (52.71)</td>
<td>524 (10.0)</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
<tr>
<td>Clinical system capabilities&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electronic health record</td>
<td>H: 0.39&lt;sup&gt;d&lt;/sup&gt;</td>
<td>M: 0.19&lt;sup&gt;e&lt;/sup&gt;</td>
<td>L: −2.47&lt;sup&gt;f&lt;/sup&gt;</td>
<td>5675.8 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Health information exchange</td>
<td>H: 0.88&lt;sup&gt;d&lt;/sup&gt;</td>
<td>M: −0.42&lt;sup&gt;e&lt;/sup&gt;</td>
<td>L: −1.05&lt;sup&gt;f&lt;/sup&gt;</td>
<td>2517.1 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Telehealth</td>
<td>H: 0.62&lt;sup&gt;d&lt;/sup&gt;</td>
<td>M: −0.37&lt;sup&gt;e&lt;/sup&gt;</td>
<td>M: −0.33&lt;sup&gt;f&lt;/sup&gt;</td>
<td>764.7 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Personal health record</td>
<td>H: 0.93&lt;sup&gt;d&lt;/sup&gt;</td>
<td>M: −0.55&lt;sup&gt;e&lt;/sup&gt;</td>
<td>M: −0.56&lt;sup&gt;f&lt;/sup&gt;</td>
<td>2727.4 (2)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>ANOVA: analysis of variance.
<sup>b</sup>N/A: not applicable.
<sup>c,d,e,f</sup>Within rows, different superscripts indicate significant (P<.05) pairwise differences between means on Tamhane T2 post hoc test. H=high; M=medium; L=low.

**Cluster I**

The strong profile (n=1956) is the second largest of the 3 clusters and accounts for approximately 37% of the sample. Statistically, this cluster scored high in the pairwise difference between the means of all 3 groups for all 4 CIS capabilities. GPs within this cluster have a strong CIS capability profile and pay a great deal of attention to all 4 CISs, namely EHR, HIE, PHR, and telehealth. Thus, cluster I is named the strong CIS capabilities profile.

**Cluster II**

The moderate profile (n=2764) is the largest of the 3 clusters and accounts for approximately 53% of the sample. This cluster scored medium in the pairwise difference between the means of all 4 CIS capabilities. GPs within this cluster have an equally moderate emphasis on all 4 CIS capabilities. Thus, cluster II is named the moderate CIS capabilities profile.

**Cluster III**

The weak profile (n=524) is the smallest of the 3 profiles and accounts for approximately 10% of the sample. This cluster scored low in the pairwise difference between the means for 2 of the 4 CIS capabilities (EHR and HIE), whereas scoring medium for Telehealth and PHR capabilities. GPs within this cluster exhibit a focus on Telehealth and PHR capabilities, albeit with moderate strength. Thus, cluster III is named the weak CIS capabilities profile.

**Predictors of CIS Profile Membership**

Univariate and multivariate logistic regression analyses were performed (Multimedia Appendix 2) with CIS profiles as the outcome and 6 independent variables of physician and practice characteristics: gender, age, physician professional status, workplace location, years spent in general practice, and practice size). Of note is the fact that the outcome variable has 3 CIS profiles, and the odds in the Multimedia Appendix are to the profile as the reference.

**Physician Gender**

The multivariate model indicated that female GPs were more likely than their male counterparts to be in the weak (OR 1.52, 95% CI 1.24-1.87) or moderate profiles (OR 1.18, 95% CI 1.04-1.33) when controlling for other GPs’ individual (age, physician status, and years spent in general practice) and practice (workplace location and practice size) characteristics.

**Physician Professional Status**

The multivariate model indicated that the GPs working in a health center were less likely than the self-employed GPs working alone to be in the weak profile (OR 0.46, 95% CI 0.24-0.87) or moderate profile (OR 0.65, 95% CI 0.42-0.99) when controlling for other physicians and practice characteristics.

Similarly, self-employed GPs working in a group practice were found to be less likely than the self-employed GPs working...
alone to be in the weak profile (OR 0.44, 95% CI 0.22-0.87).
However, there was no association between the 2 professional status and membership in the moderate profile. The same result is obtained when comparing GPs working neither with a health center nor as self-employed GPs in a group practice with the self-employed GPs working alone in relation to membership with any of the nonstrong profiles.

**Physician Age**
The multivariate model indicates no association between physician age and membership in the weak profile. However, the multivariate model indicates that older GPs are less likely to be in the moderate profile, with the OR decreasing to 0.97 (95% CI 0.96-0.98) when controlling for other characteristics.

The multivariate model also indicates that GPs with more years of practice are more likely to be in the moderate profile, with the OR increasing to 1.02 (95% CI 1.00-1.03) for each additional year spent in practice when controlling for other characteristics.

**Workplace Location**
The multivariate model indicates that GPs within a practice located in a medium- to small-sized city or in a rural town are less likely than those located in a large city to be in the weak profile, with OR 0.741 (95% CI 0.58-0.95) and OR 0.60 (95% CI 0.48-0.77), respectively. No significant relationship was found between GPs more or less likely to be in the moderate profile when comparing workplaces either between medium- to small-sized cities and large cities or between rural towns and large cities.

**Practice Size**
First, no association was found for membership to the moderate profile when comparing small practice groups with those working in a solo practice.

Second, between medium and solo, GPs working in medium-sized practice groups are less likely to be in the weak profile and the moderate profile than those in a solo practice, with OR 0.34 (95% CI 0.18-0.66) and OR 0.46 (95% CI 0.30-0.71), respectively.

Finally, between large and solo, GPs working in large practice groups are also less likely to be in the weak profile and the moderate profile than those in solo practice, with OR 0.37 (95% CI 0.19-0.69) and OR 0.37 (95% CI 0.24-0.56), respectively.

**Comparison of CIS Profiles According to Practice Performance**
As stated earlier, we used 5 measures of performance, including 4 based on a 4-point Likert-type scale (quality of care provided to patients, efficiency of the practice, productivity of the practice, improvement of working processes) and 1 variable of categorical type that is composed of 3 levels (1: decrease, 2: remain the same, 3: increase) related to the number of patients treated over the last 2 years.

The results in Table 4 indicates that the strong profile outperforms the other 2 in terms of the quality of care provided to patients, efficiency of the practice, productivity of the practice, and improvement of working processes. Surprisingly, however, the moderate and weak profiles do not differ from one another in terms of the quality of care provided to patients, efficiency of the practice, and productivity of practice, whereas the moderate profile outperforms the weak profile concerning improvement of working processes.

### Table 4. Clinical information systems profiles and practice performance.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Cluster</th>
<th>ANOVA&lt;sup&gt;a&lt;/sup&gt;</th>
<th>F test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of participants (n=5244), n (%)</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Performance&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality of care provided to patients</td>
<td>H: 0.18&lt;sup&gt;d&lt;/sup&gt;</td>
<td>M: −0.09&lt;sup&gt;e&lt;/sup&gt;</td>
<td>M: −0.20&lt;sup&gt;e&lt;/sup&gt;</td>
<td>53.7 (2)</td>
</tr>
<tr>
<td>Efficiency of the practice</td>
<td>H: 0.14&lt;sup&gt;d&lt;/sup&gt;</td>
<td>M: −0.07&lt;sup&gt;e&lt;/sup&gt;</td>
<td>M: −0.15&lt;sup&gt;e&lt;/sup&gt;</td>
<td>33.3 (2)</td>
</tr>
<tr>
<td>Productivity of the practice</td>
<td>H: 0.16&lt;sup&gt;d&lt;/sup&gt;</td>
<td>M: −0.09&lt;sup&gt;e&lt;/sup&gt;</td>
<td>M: −0.13&lt;sup&gt;e&lt;/sup&gt;</td>
<td>41.0 (2)</td>
</tr>
<tr>
<td>Working processes improvement</td>
<td>H: 0.18&lt;sup&gt;d&lt;/sup&gt;</td>
<td>M: −0.06&lt;sup&gt;e&lt;/sup&gt;</td>
<td>L: −0.37&lt;sup&gt;f&lt;/sup&gt;</td>
<td>73.1 (2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ANOVA: analysis of variance.
<sup>b</sup>N/A: not applicable.
<sup>c,d,e,f</sup>Within rows, different subscripts indicate significant (P<.05) pairwise differences between means on the Tamhane T2 post hoc test. H=high; M=medium; L=low.

A multinomial logistic regression model was used to test the association between the 3 profiles and the evolution of the number of patients treated over the past 2 years (a categorical-type variable with 3 categories, i.e, 1: decrease, 2: remain the same, 3: increase) by controlling 6 characteristic variables with stable level as the reference for the 3-category outcome variable (Multimedia Appendix 3). This model indicates that physicians in the weak profile are more likely to have experienced a decrease in the number of patients treated than those in both the strong and moderate profiles, with
OR 1.67 (95% CI 1.20-2.33) and OR 1.82 (95% CI 1.33-2.48), respectively.

Discussion

Over the past several years, scholars and policy makers have agreed on the unsustainable nature of the increasing trends of health care spending and investing in health information technologies is seen as a viable option in dealing with this threat. As a result, most countries of the Organisation for Economic Co-operation and Development have begun promoting and investing in CISs and making them one of their top priorities. In this context, 4 CISs have emerged as the most important: EHR, HIE, PHR, and telehealth. Although our knowledge of the 4 CISs has been advanced by several studies that have investigated their adoption and associated performance outcomes, the majority did so by considering the 4 CISs in isolation, which implies that our understanding of this complex phenomenon is still limited.

Using data collected by the EC through a survey of 5793 GPs conducted throughout the EU, this study sought to improve our understanding of the adoption of 4 CISs and the implications for performance outcomes. To the best of our knowledge, this study is one of the first to investigate the empirical configurations of the capabilities of the 4 most important CISs (EHR, HIE, PHR, and telehealth) in general practice settings. At the same time, we believe that the findings of this study provide several interesting insights for medical informatics research by confirming, extending, or challenging previous results, in addition to having important normative implications.

First, consistent with previous studies on the adoption of EHR [67,68] or HIE [69] in practice settings or ambulatory care, our results confirm that CISs are less prevalent among older GPs, working alone in solo practices. However, we found no association with gender, and our study revealed 2 surprising results that call for further investigations: (1) GP s with more years of experience are more likely to adopt electronic data storage. Of note is the fact that the prediction of electronic storage of patients' data by age and years spent in general practice was both weak, with ORs close to 1.0 of 0.97 and 1.02, respectively, and (2) GPs within a practice located in a medium-to small-sized city or a rural town are less likely than those in a large city to be in the weak profile.

Second, after measuring the capabilities associated with each of the 4 CISs, we empirically uncovered 3 theoretically meaningful and significantly well-separated configurations of profiles of CIS adoption by GPs. This result empirically confirms that CIS capabilities as organizational elements correlate in an understandable and stable way [31,70], and only a fraction of the theoretically conceivable configurations is viable and apt to be observed empirically [31].

Third, among the 3 profiles, one, the strong profile, outperforms the other two and leads to significantly high performance in terms of the quality of care provided to patients, efficiency of the practice, productivity of the practice, and improvement of working processes. Given that the strong profile scored high (H) and higher than the other 2 profiles on all 4 CIS capabilities, the contrary would have been very worrying. Similarly, when compared in terms of improvement of working processes as a practice performance outcome, the moderate cluster that scored medium on all 4 CIS capabilities outperforms the weak profile. Although it seems obvious to expect the moderate profile to outperform the weak profile in certain ways, given the statistically significant differences in 2 CIS capabilities (of 4), the question remains as to why the expected performance gap manifests itself in exactly one performance indicator and why this indicator is improvement of working process and not the quality of care provided to patients or the productivity of the practice or the efficiency of the practice. Again, as expected, both the strong and moderate profiles outperform the weak profile in the number of patients treated over the past 2 years, but surprisingly, our results revealed no significant difference between the strong and moderate profiles (Multimedia Appendix 3).

Fourth, 2 counterintuitive pictures emerged from our results. First, when scrutinizing the weak profile, it can be noticed that this group displays a profile that seems to be reversed in terms of CIS capabilities. In fact, it exhibits a low score for EHR and HIE capabilities while exhibiting a medium score for telehealth and PHR. One would expect GPs to first build strong capabilities for EHR and HIE before considering the adoption of telehealth and PHR. Second, GPs in the weak profile deploy an overall set of CIS capabilities that seems to be inferior to the moderate profile, yet achieve equifinal performance outcomes [31,35]. More specifically, both profiles exhibit a medium score on 3 performance outcomes: productivity of the practice, efficiency of the practice, and quality of care. Following Gruber et al [71], who obtained similar results when linking small firms’ capabilities to performance, we contend that these findings also suggest that configurations that lead to relatively higher performance outcomes for general practices in terms of the quality of care, efficiency of the practice, and productivity are not necessarily the inverse of those that lead to lower performance outcomes. It is important to remember that a general practice can be understood as a small firm.

This research contributes to the configuration literature by responding to a call for further empirical research on equifinality [35].

From a practical viewpoint, we contend that the resulting profiles of European GPs will assist policy makers to make sense of the general practice adoption of the 4 major CISs. As indicated in our study, GPs have been separated into “discrete and relatively homogeneous groups” [31] with different emphasis on EHR, HIE, PHR, and Telehealth capabilities, and unveiled associated practice performance consequences regarding five indicators. In particular, our results indicate that for a practice to maximize performance outcomes, it should develop high capabilities in all 4 CISs, because efforts to develop high capabilities on a selective subset may only be in vain, without any significant performance outcome to the point of being equivalent to developing inferior capabilities, at least concerning quality of care provided to patients, efficiency of the practice and productivity of the practice. Thus, policy makers should continue their efforts to stimulate the adoption of the 4 CISs among general practices while raising awareness.
of the importance of achieving a comprehensive profile. In addition, given the laggardness of solo practices, it could be advised to define specific initiatives targeting this category of general practice.

By investigating the configuration of the 4 most important CISs and the associated implications for performance outcomes, this study explores a topic that has received limited attention until now. Hence, in interpreting our results, one should keep in mind some limitations. First, generalizability may be limited because our sample is composed of only European GPs. Second, there are intrinsic limitations due to the use of secondary data. In fact, we used a data set that was not collected to meet the specific objectives of this study. Third, even though the results of the testing instrument reported in this study indicate high reliability for most scales, one out of the 4 scales measuring CIS capability (telehealth) has a reliability less than 0.6. In addition, even though the instrument has substantial face validity, it has not been subjected to formal psychometric assessment.

Given the paucity of studies that investigate the empirical configurations of the 4 CISs (EHR, HIE, PHR, and Telehealth) at either primary care practice or hospital settings, we encourage other researchers to build upon our results and investigate the configuration of these 4 CISs and the associated implications for performance outcomes in other regions, including hospital settings.
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Abstract

Background: Information overload is affecting modern society now more than ever because of the wide and increasing distribution of digital technologies. Social media, emails, and online communications among others infuse a sense of urgency as information must be read, produced, and exchanged almost instantaneously. Emergency medicine is a medical specialty that is particularly affected by information overload with consequences on patient care that are difficult to quantify and address. Understanding the current causes of medical information overload, their impact on patient care, and strategies to handle the inflow of constant information is crucial to alleviating stress and anxiety that is already crippling the profession.

Objective: This study aims to identify and evaluate the main causes and sources of medical information overload, as experienced by emergency medicine physicians in selected National Health Service (NHS) trusts in the United Kingdom.

Methods: This study used a quantitative, survey-based data collection approach including close- and open-ended questions. A web-based survey was distributed to emergency physicians to assess the impact of medical information overload on their jobs. In total, 101 valid responses were collected from 4 NHS trusts in north England. Descriptive statistics, principal component analysis, independent sample two-tailed t tests, and one-way between-group analysis of variance with post hoc tests were performed on the data. Open-ended questions were analyzed using thematic analysis to identify key topics.

Results: The vast majority of respondents agreed that information overload is a serious issue in emergency medicine, and it increases with time. The always available culture (mean 5.40, SD 1.56), email handling (mean 4.86, SD 1.80), and multidisciplinary communications (mean 4.51, SD 1.61) are the 3 main reasons leading to information overload. Due to this, emergency physicians experience guideline fatigue, stress and tension, longer working hours, and impaired decision making, among other issues. Aspects of information overload are also reported to have different impacts on physicians depending on demographic factors such as age, years spent in emergency medicine, and level of employment.

Conclusions: There is a serious concern regarding information overload in emergency medicine. Participants identified a considerable number of daily causes affecting their job, particularly the traditional culture of emergency departments being always available on the ward, exacerbated by email and other forms of communication necessary to maintain optimal, evidence-based practice standards. However, not all information is unwelcome, as physicians also need to stay updated with the latest guidelines on conditions and treatment, and communicate with larger medical teams to provide quality care.

(J Med Internet Res 2020;22(7):e19126) doi:10.2196/19126)
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Introduction

Background

The concept of information overload has existed long before the term was first defined in the 20th century. The writer of Ecclesiastes 12:12 in the third century before Christ was complaining that “of making books there is no end.” In the first century, Anno Domini, the Roman philosopher Seneca noted how “the abundance of books is distraction” [1]. Hence, information overload has been experienced by people long before the appearance of today’s digital gadgets and social media in the work environment and at home. Most people appreciate the freedom that comes with choice and the many channels of media that saturate the information world. However, a 2016 Pew Research Center survey [2] showed that around 20% of the American population experienced overload and unease in looking for information. According to this study, those with more access to the internet are more likely to express worries about information overload and report difficulty in finding the information they need. Moreover, many institutions such as government agencies, schools, banks, and health care services require a lot of data and information gathering from their customers to process their requests, which contributes to stress and anxiety [2]. In the United Kingdom, a recent survey conducted by TeleWare on 2000 employees revealed that 36% of employees admitted that they had wasted a lot of their working day attempting to resolve an issue where they have forgotten valuable information. A similar number (34%) explained that forgetting information has led them to deal ineffectively with customers, suppliers, or clients. Around a quarter have missed important deadlines (26%) or let their colleagues down (25%) because they did not have the necessary information in the front of their mind [3].

The idea of having every piece of information at hand in any given situation is undoubtedly tempting and, in critical working situations, mandatory [4]. However, this is becoming increasingly unrealistic because of the large volume of data and information. An understanding of the current situation may be gathered by setting information overload in the theoretical framework provided by Floridi [5], whose view entails the definition of 3 main periods in the advancement of humanity: prehistory, before recorded information; history, when society was aided by recorded information; and hyperhistory, where society is shaped and dependent on information and communication technologies. The spreading of the onlife human condition, whereby lives are lived both online and offline in an infosphere, mirrors the progression of society through hyperhistory. This drastic shift in how people perceive their existence has raised a number of issues, including information overload in a more contemporary, Information and Communication Technology (ICT)-centered lens.

This study aimed to explore the impact of information overload on emergency medicine physicians (EMPs) working across 4 National Health Service (NHS) trusts in north England. The focus was to explore physicians’ views on the impact of information overload, including the extent of the impact, whether it had increased, and whether any preventative measures were taken to address information overload. The cross-disciplinary research team included an EMP, 2 academics, and an NHS clinical effectiveness adviser who oversaw the study.

Literature Review

Information Overload in the Workplace

The concept of information overload became generally known in the early 1970s, after the publication of Toffler’s book on society’s deep organizational changes destined to cause shock and disorientation in people [6]. This initial idea of information overload refers to the difficulty a person can have understanding an issue and making errors caused by the presence of too much information. A later interpretation of the concept, in the 1990s, saw information overload defined as “occurring when the information processing demands on an individual's time to perform interactions and internal calculations exceed the supply or capacity of time available for such processing” [7].

Recent research has demonstrated how there cannot be a unifying definition of the concept, as the context in which it is used changes all the time [8,9]. There is however an agreement that information overload occurs when the information received becomes a burden rather than a help for users [10]. A survey conducted in 2016 by the Chartered Institute of Management Accountants showed how information overload was the main contributor to poor decision making in business globally [11]. Together with weakened decision making, information overload can also lead people to feel unnecessarily overwhelmed and stressed. Recent research has shown that people presenting with large amounts of information while performing search tasks tend to experience a sense of being overwhelmed and even display an increased heart rate, which leads to increased stress levels [12]. In the workplace environment, information overload can lead to a lack of engagement and loss of productivity [13-15]. The increase in mobile technologies has exacerbated this issue. The overload effects associated with the use of mobile information technologies in the workplace have become increasingly dominant and can translate into a considerable reduction in job satisfaction [16,17]. This is mostly because of the perception of immediacy that people have in connection with such devices. It is assumed that emails, text messages, and notifications should be read and answered quickly [18]. Several studies have demonstrated that training in an email or a social media protocol can be effective as a means to reduce information overload [9,19]. Interestingly, people of all ages and backgrounds are affected by this problem in every aspect of their working (and personal) life [9]. However, the same authors stated how the literature tends to focus on the workplace as a whole rather than on job specifications and particular skills required in certain occupations. The same view is shared by Kalman [20], who stated that “the workplace pressures attributed to information overload are very real, the concept itself is vague.
and poorly defined.”. It is however worth noting that recent research has shown how information overload has the potential to enhance people’s cognitive abilities and help them process more information in less time, particularly if the right visualization tools (eg, charts and tables instead of text) are applied in the correct contexts [21]. There are benefits in assimilating larger amounts of information, and the human mind can adapt in time to the increased influx, but it is also bound to manifest side effects such as psychological disturbances and neurological problems along the way [22].

**Information Overload and Health Care Professionals**

When health care professionals experience information overload, at least one extra layer of concern must be taken into account: the consequence on patient care. Several studies have looked at the effects of information overload on nurses [23,24]; however, few have focused on information overload as experienced in general by health care professionals [25-27] and even less have approached the impact on patient care. Laker et al. [28] argued how it could prevent practitioners from seeing the most important details while examining patients. Nevertheless, it is not the right information that is overwhelming, as that, if readily available at the point of care, would lead to effective patient care. It is the background noise information and other confounding factors (eg, multiple sources of information and conflicting or irrelevant information) that cause disruptions [29].

Klerings et al [27] agreed with this view and suggested solutions to overcome information overload and manage both health care information and patient care effectively. They mentioned different solutions based on the main overload trigger mechanisms, such as “technological solutions; creation or adaption of specific content types; improving health literacy; and creating or strengthening the roles of human intermediaries.”

Most likely, the situation is destined to get worse in this era of information expansion. As Yamamoto explained in 2016 [30], health care professionals are already overloaded by the information currently available, but the circumstances will worsen because of 3 key aspects: (1) the need to stay up to date from a technological and knowledge-based point of view; (2) the diversification of medical needs resulting in the growth of the medical practice; and (3) the rapid and constant changes in the health care environment. Digital technologies are proving to be both a curse and a blessing. On the one hand, they represent yet another source of—often unwanted information [31]—but, on the other hand, they can support physicians in the detection of adverse events and patients at risk of deterioration with the potential to improve health outcomes [32]. This is only achievable if, when planning and implementing digital information solutions in hospitals and clinics, factors such as the provision of clinical training, resources to cope with the additional workload, and optimization of algorithms to reduce superfluous alerts are taken into consideration [32].

In particular, emergency physicians are exposed to further burdens with the need for fast decision making [33], interruptions [34], multitasking [34], and highly variable workloads [35]. Emergency medicine is “a form of medical treatment and aid which seeks to treat unexpected, acute illnesses that pose grave threats to life” [36]. The urgent dimension typical of emergency departments requires doctors to be constantly vigilant, highly reactive, and mentally lucid throughout often very long work shifts [37]. This highly pressurized environment leads to occupational stress, often with negative consequences for doctors’ mental and physical health and work efficiency, which can lead to mistakes in diagnoses and patient treatments [38]. Chronic workplace stress has been identified by the World Health Organization (WHO) as the leading cause of burnout syndrome [39]. According to the WHO, the syndrome is characterized by the following 3 main aspects: feelings of exhaustion, feelings of negativism toward one’s job, and reduced professional effectiveness [39]. A considerable body of literature has demonstrated that there is a higher prevalence of burnout among emergency physicians compared with other medical professions and specialties [36,40-42]. It is also evident that information overload plays a determinant role in exacerbating burnout in the medical profession [43,44]. However, only 1 study, conducted by Walton [45] on hospital doctors and pharmacists, has considered the impact of information overload beyond burnout on hospital medical staff. The complex setting in which emergency physicians act and operate requires a better understanding of the impact of information overload on their practice and its implications for both patient care, work efficiency, and work/life balance. To the authors’ knowledge, no empirical research has been conducted on information overload as experienced by EMPs specifically and according to different roles, age, and level of seniority; therefore, this paper hopes to serve as a pathbreaker for future studies.

** Aim and Objectives**

This study aimed to identify and assess the main causes and sources of medical information overload as experienced by EMPs. Specifically, the research objectives (ROs) were as follows:

1. RO1: Determine the extent to which EMPs experience medical information overload.
2. RO2: Establish the contributory factors to information overload and evaluate their impact on physicians’ working lives.
3. RO3: Identify the coping mechanisms adopted by EMPs to respond to information overload.
4. RO4: Explore whether EMPs at different career stages respond to information overload in different ways.
5. RO5: Determine the impact of physicians’ information overload on patient care.

**Methods**

**Data Collection**

The assessment of EMPs’ experience with information overload was undertaken using a survey-based primary data collection tool. This was a multicenter study covering 4 NHS trusts in north England, which had approached the staff in their emergency departments and asked them to complete a web-based survey over a period of 3 months in the summer of 2019. All eligible doctors from the trusts were sent an email inviting them to participate in the study. The opening page of
the survey included an information sheet and a consent form. Participants were not able to proceed with the survey unless they had ticked the consent option. The study followed the NHS Health Research Authority protocol and was granted both the NHS Research Ethics Committee and the University of Sheffield ethics approvals. The survey, designed using LimeSurvey GmbH, took approximately 10 min to complete and was divided into 2 main sections: the first related to demographics and the second addressing emergency physicians’ views on medical information overload, opening with a definition of information overload to guarantee the homogeneity of interpretation. This section was composed of 42 Likert scale–like questions, comprising 2 overarching questions and 4 main aspects of information overload: (1) impact rating of individual information overload sources, (2) impact of information overload on specific work/life aspects, (3) preventative measures to manage information overload, and (4) useful sources of medical information. This part included statements such as “I feel that information overload significantly impacts on my work” and “E-mails I receive are a major contributing factor to my feelings of information overload” rated on a scale from 1 (completely disagree) to 7 (completely agree). There were also 7 open-ended questions to allow the respondents to elaborate on their opinions and perceptions. Most of the statements in the survey were extracted from a literature review conducted by Hall and Walton [8] and from a subsequent survey that one of the authors of this paper (GW) administered to hospital pharmacists and doctors in 2013 [45]. The remaining statements have been informed by 2 other authors (JW and JB) who are directly involved in emergency medicine and are aware of the current main sources of information overload in this sector. In total, the survey invite was sent to 263 physicians; 164 respondents participated with 101 recording full responses (38% response rate), which were then selected for analysis, as 63 records only contained partial demographic information and were deemed unusable.

Data Analysis

All data were saved in an IBM SPSS version 26 file for analysis. The dataset was initially inspected for errors and out-of-range values for each variable. The demographics were then produced to profile the sample. Next, descriptive statistics were performed for the Likert-style questions in the main section of the survey; means and standard deviations were calculated for each of the statements. A principal component analysis (PCA) was performed on the survey statements related to the sources of information overload. Finally, independent samples t tests and one-way between-group analyses of variance (ANOVA) with Hochberg GT2 post hoc tests were conducted to compare mean scores in relation to respondents’ demographics (ie, the current level of employment, age, and the number of years in emergency medicine). The analyses performed in terms of gender and NHS trust did not show any differences between groups; hence, they are not reported here.

In addition, the open-ended questions and closing remarks were manually coded independently by 2 members of the research team using the 6-step approach to thematic analysis by Braun and Clarke [46].

Results

Sample Demographic Profile

This section provides a summary of the demographic characteristics of the respondents. The sample shows a relatively balanced distribution between doctors working as junior trainees (31/101, 30.7%), senior trainees (28/101, 27.7%), and consultants (29/101, 28.7%), whereas 12.9% (13/101) reported other types of working levels (Table 1). In terms of gender, 42.6% (43/101) were male and 56.4% (57/101) were female (only 1/101, 1%, did not indicate their gender). As for age, the majority (70/101, 69.3%) were between 20 and 39 years, with 30.7% (31/101) between 40 and 59 years. In terms of the period since respondents became EMPs, two-thirds (68/101, 67.4%) had been emergency physicians for 10 years or less. Finally, across the 4 NHS Foundation Trusts surveyed, 39.6% (40/101) of respondents were based at Leeds Teaching Hospitals, followed by Bradford Teaching Hospitals (24/101, 23.7%) and Airedale (23/101, 22.8%), whereas 13.9% (14/101) were based on North Tees and Hartlepool.
Table 1. Demographic data from the respondents to the survey.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>24 (23.8)</td>
</tr>
<tr>
<td>30-39</td>
<td>46 (45.5)</td>
</tr>
<tr>
<td>40-49</td>
<td>18 (17.8)</td>
</tr>
<tr>
<td>50-59</td>
<td>13 (12.9)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>43 (42.6)</td>
</tr>
<tr>
<td>Female</td>
<td>57 (56.4)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>1 (1.0)</td>
</tr>
<tr>
<td><strong>How long have you been an emergency medicine physician for? (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>21 (20.8)</td>
</tr>
<tr>
<td>1-4</td>
<td>25 (24.8)</td>
</tr>
<tr>
<td>5-10</td>
<td>22 (21.8)</td>
</tr>
<tr>
<td>11-15</td>
<td>16 (15.8)</td>
</tr>
<tr>
<td>16-20</td>
<td>9 (8.9)</td>
</tr>
<tr>
<td>&gt;20</td>
<td>8 (7.9)</td>
</tr>
<tr>
<td><strong>What is your current level?</strong></td>
<td></td>
</tr>
<tr>
<td>Junior trainee&lt;sup&gt;a&lt;/sup&gt;</td>
<td>31 (30.7)</td>
</tr>
<tr>
<td>Senior trainee&lt;sup&gt;b&lt;/sup&gt;</td>
<td>28 (27.7)</td>
</tr>
<tr>
<td>Consultant</td>
<td>29 (28.7)</td>
</tr>
<tr>
<td>Other&lt;sup&gt;c&lt;/sup&gt;</td>
<td>13 (12.9)</td>
</tr>
<tr>
<td><strong>What NHS&lt;sup&gt;d&lt;/sup&gt; trust do you work for?</strong></td>
<td></td>
</tr>
<tr>
<td>North Tees and Hartlepool NHS Foundation Trust</td>
<td>14 (13.9)</td>
</tr>
<tr>
<td>Bradford Teaching Hospitals NHS Foundation Trust</td>
<td>24 (23.7)</td>
</tr>
<tr>
<td>Leeds Teaching Hospitals NHS Trust</td>
<td>40 (39.6)</td>
</tr>
<tr>
<td>Airedale NHS Foundation Trust</td>
<td>23 (22.8)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Foundation year, VTS, and ACCS.
<sup>b</sup>ST4-ST7, staff grade, and junior clinical fellow.
<sup>c</sup>Including advanced clinical practitioner and associate specialist.
<sup>d</sup>NHS: National Health Service.

**RO1 and RO2: Emergency Physicians’ Views on Medical Information Overload**

Table 2 summarizes the responses to the Likert scale statements listed in the second section of the survey in terms of mean and standard deviation. The table reports the 2 general questions asked at the beginning of the survey, and the remaining statements were divided across the 4 main information overload aspects covered in decreasing order of importance. The results suggest that there is overall agreement among emergency physicians that information overload has an impact on their work (mean 5.10, SD 1.25), and the problem has been increasing in time (mean 5.63, SD 1.34).

In terms of the sources that have the most impact on medical information overload, there is a wide range of mean values. Doctors listed the 24/7 culture (mean 5.40, SD 1.56), email handling (mean 4.86, SD 1.80), and, in equal measure, multidisciplinary communications (mean 4.51, SD 1.61) and local clinical guidelines (mean 4.50, SD 1.52). On the other hand, the information derived from patients (mean 3.29, SD 1.62), social media (mean 3.15, SD 1.88), and drug companies (mean 2.36, SD 1.50) does not pose particular concerns.
Table 2. Emergency clinicians’ perspectives on information overload.

<table>
<thead>
<tr>
<th>Statements</th>
<th>VMean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>To what extent does medical information overload impact your work?</td>
<td>5.10 (1.25)</td>
</tr>
<tr>
<td>To what extent do you agree that medical information overload has increased for you at work?</td>
<td>5.63 (1.34)</td>
</tr>
</tbody>
</table>

**Impact of each of the following causes of medical information overload**

- 24/7 culture (ie, the *always available* workplace) 5.40 (1.56)
- Email 4.86 (1.80)
- Multidisciplinary communication 4.51 (1.61)
- Local clinical guidelines 4.50 (1.52)
- Info from employer/manager 4.43 (1.67)
- Evidence-based practice 4.22 (1.57)
- National clinical guidelines 4.21 (1.52)
- Info to employer/manager (eg, as part of reporting activity) 4.14 (1.67)
- Journal papers 3.41 (1.67)
- Patients bringing information 3.29 (1.62)
- Social media 3.15 (1.88)
- Drug company information 2.36 (1.50)

**How does medical information overload impact on the following aspects?**

- Guideline fatigue 6.08 (1.56)
- Stress and tension 5.25 (1.37)
- Longer working hours 4.87 (1.70)
- Impaired decision making 4.85 (1.57)
- Imprecise clinical judgments 4.84 (1.45)
- Tiredness/illness 4.81 (1.54)
- Decrease in social life 4.26 (1.80)

**What preventative measures do you adopt to combat information overload?**

- Prioritization 6.07 (1.13)
- Email handling skills (ie, ability to discriminate by importance) 5.39 (1.50)
- Effective time management 5.30 (1.22)
- Effective information management 5.23 (1.30)
- Software/hardware 3.40 (1.81)
- Information technology point of need delivery 3.13 (1.82)
- Medical librarian 1.85 (1.32)

**What sources do you find most useful when in need of medical information?**

- Local clinical guidelines 6.13 (1.03)
- National clinical guidelines 5.80 (1.09)
- Colleagues 5.69 (1.34)
- Evidence-based practice 5.14 (1.37)
- Multidisciplinary communication 4.41 (1.49)
- Journal papers 3.54 (1.39)
- Patients bringing information 2.67 (1.56)
- Social media 2.62 (1.65)
- Medical librarian 2.60 (1.60)
- Drug company information 2.17 (1.29)
All statements were rated on a Likert scale from 1 to 7, and the values reported here are in decreasing order of importance.

Views on the consequences of information overload on different aspects of physicians’ daily job and life show a more compacted set of values (less than 2 points difference between the top and bottom entries), indicating that all listed aspects are negatively impacted. Guideline fatigue is the leading consequence of information overload (mean 6.08, SD 1.56), followed by stress and tension (mean 5.25, SD 1.37). However, longer working hours, inaccurate decision making and clinical judgment, and chronic tiredness leading to illness also returned high mean values. Physicians also complained that information overload is detrimental to their personal and social lives (mean 4.26, SD 1.80).

**RO3: Coping Mechanisms Adopted by Emergency Medicine Physicians to Address Information Overload**

When it comes to the adoption of preventive measures to overcome information overload, prioritization is by far the most common approach (mean 6.07, SD 1.13), closely followed by email handling (mean 5.39, SD 1.50) and time (mean 5.30, SD 1.22) and information (mean 5.23, SD 1.30) management. Conversely, external support such as information technology (IT) and ICT and clinical librarians are not considered particularly effective. PCA with direct oblimin rotation with Kaiser normalization was performed on the 12 statements addressing the main causes of information overload. The Kaiser-Meyer-Olkin value was 0.807, exceeding the recommended value of 0.6 [47], and the Bartlett test of sphericity reached statistical significance \( P<.001 \), supporting the factorability of the correlation matrix. The analysis identified the presence of 3 factors explaining 42.2%, 12.2%, and 9.6% of the variance, respectively. Table 3 reports the factors and Cronbach \( \alpha \) values calculated to assess the reliability of the scale.

<table>
<thead>
<tr>
<th>Factors/statements</th>
<th>Cronbach ( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Factor 1: the dutiful physician</strong></td>
<td>.800</td>
</tr>
<tr>
<td>24/7 always available culture</td>
<td></td>
</tr>
<tr>
<td>Emails</td>
<td></td>
</tr>
<tr>
<td>Information from employer/manager</td>
<td></td>
</tr>
<tr>
<td>Information to employer/manager</td>
<td></td>
</tr>
<tr>
<td>Multidisciplinary communications</td>
<td></td>
</tr>
<tr>
<td><strong>Factor 2: the informed physician</strong></td>
<td>.842</td>
</tr>
<tr>
<td>Local clinical guidelines</td>
<td></td>
</tr>
<tr>
<td>National clinical guidelines</td>
<td></td>
</tr>
<tr>
<td>Evidence-based practice</td>
<td></td>
</tr>
<tr>
<td><strong>Factor 3: the current physician</strong></td>
<td>.785</td>
</tr>
<tr>
<td>Journal papers</td>
<td></td>
</tr>
<tr>
<td>Social media</td>
<td></td>
</tr>
</tbody>
</table>

The first factor, named *the dutiful physician*, includes the potential sources of information overload that cannot be ignored or overseen as they form part of physicians’ daily administrative tasks that must be undertaken in addition to direct patient care. These tasks are demanding and time-consuming. Regular reporting to and from line managers or employers and multidisciplinary communications are crucial to the smooth running of emergency departments and provide a more coordinated approach to patient care discharge planning [48]. Most of such communications are exchanged via email, which becomes the main conduit of information overload, and are carried out at all times, hence exacerbating further the always available culture.

The second factor, named *the informed physician*, relates to physicians’ need to stay up to date with the changes in guidelines, both at the local and national level and evidence-based practice on how health care professionals should care for patients with specific conditions, and which are based on best evidence practice. These guidelines help the standardization of care across NHS trusts and can be modified.
to adjust to local needs to provide a cost-effective approach to care [49].

The third factor, named the current physician, includes additional sources of information overload that physicians experience on a regular basis in the form of notifications and which are mostly derived from scientific publications (eg, notifications of new articles, subscription invites, and electronic book updates) and social media. The respondents’ comments on this aspect have shown how there appears to be an expectation that physicians, trainees in particular, cluster in online study groups and follow relevant Twitter handles such as #MedEd or #FOMed.

**RO4: Information Overload Perceptions by Age and Years Spent in Emergency Medicine**

Independent sample $t$ tests have been undertaken on the bank of Likert scale statements in terms of age of respondents and their experience in emergency medicine. All statistically significant results are reported in Tables 4 and 5. In terms of age (Table 4), younger physicians appeared less worried about their reporting activities (mean 3.89, SD 1.02) than older ones (mean 4.65, SD 1.11). Conversely, they are more affected by the loss in social activities because of information overload (mean 4.52, SD 1.31) as opposed to more experienced physicians (mean 3.68, SD 1.05). In addition, younger physicians reported a higher rate of impaired decision making (mean 5.19, SD 1.40) and imprecise clinical judgments (mean 5.12, SD 1.18) than their older colleagues (mean 4.07, SD 1.14 and mean 4.23, SD 1.37), who are still concerned about their performance but have greater experience to draw upon. Younger physicians also seem to rely more on local clinical guidelines (mean 6.28, SD 1.08) than older ones (mean 5.81, SD 1.23) to reduce decision fatigue.

**Table 4. Independent samples $t$ tests on the age of respondents.**

<table>
<thead>
<tr>
<th>Questions</th>
<th>$t$ test ($df$)</th>
<th>$P$ value</th>
<th>Mean difference</th>
<th>Age (20-39 years), mean (SD)</th>
<th>Age (40-59 years), mean (SD)</th>
<th>Total mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impact of info to employer/manager (eg, as part of reporting activity) on medical information overload</td>
<td>−2.109 (94)</td>
<td>.04</td>
<td>0.75</td>
<td>3.89 (1.02)</td>
<td>4.65 (1.11)</td>
<td>4.14</td>
</tr>
<tr>
<td>How does medical information overload impact on decrease in social life?</td>
<td>2.098 (51.011)</td>
<td>.04</td>
<td>0.84</td>
<td>4.52 (1.31)</td>
<td>3.68 (1.05)</td>
<td>4.26</td>
</tr>
<tr>
<td>How does medical information overload impact on impaired decision making?</td>
<td>3.304 (50.699)</td>
<td>.002</td>
<td>1.12</td>
<td>5.19 (1.40)</td>
<td>4.07 (1.14)</td>
<td>4.85</td>
</tr>
<tr>
<td>How does medical information overload impact on imprecise clinical judgments?</td>
<td>2.762 (49.767)</td>
<td>.008</td>
<td>0.89</td>
<td>5.12 (1.18)</td>
<td>4.23 (1.37)</td>
<td>4.84</td>
</tr>
<tr>
<td>What preventative measures do you adopt to combat information overload?</td>
<td>−2.055 (70.489)</td>
<td>.04</td>
<td>0.61</td>
<td>5.19 (1.22)</td>
<td>5.81 (1.18)</td>
<td>5.39</td>
</tr>
<tr>
<td>Email handling skills (ie, ability to discriminate by importance)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What sources do you find most useful when in need of medical information? Local clinical guidelines</td>
<td>2.198 (60.325)</td>
<td>.03</td>
<td>0.47</td>
<td>6.28 (1.08)</td>
<td>5.81 (1.23)</td>
<td>6.13</td>
</tr>
</tbody>
</table>

In terms of years of experience in emergency medicine (Table 5), the only dissimilarity seems to relate to the impact and handling of work emails. Physicians with more than 10 years of experience identify the number of emails received as one of the main causes of information overload (mean 5.39, SD 1.19) as opposed to physicians with less experience who scored a mean of 4.60 (SD 1.26) and hence attributed more importance to email handling skills as a way to manage the problem (mean of 6.03 and SD 1.15 against a mean of 5.06 and SD 1.13 reported for less experienced physicians).
Table 5. Independent samples $t$ tests on the years spent in emergency medicine.

<table>
<thead>
<tr>
<th>Questions</th>
<th>$t$ test (df)</th>
<th>$P$ value</th>
<th>Mean difference</th>
<th>Years of experience (0-10 years), mean (SD)</th>
<th>Years of experience (more than 10 years), mean (SD)</th>
<th>Total mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impact of emails on information overload</td>
<td>$-2.134$ (65.084)</td>
<td>.04</td>
<td>0.79</td>
<td>4.60 (1.26)</td>
<td>5.39 (1.19)</td>
<td>4.86</td>
</tr>
<tr>
<td>What preventative measures do you adopt to combat information overload? Email handling skills (ie, ability to discriminate by importance)</td>
<td>$-3.166$ (96)</td>
<td>.002</td>
<td>0.97</td>
<td>5.06 (1.13)</td>
<td>6.03 (1.15)</td>
<td>5.39</td>
</tr>
</tbody>
</table>

RO4: Information Overload Perceptions by Level of Employment

To conclude the quantitative assessment of the data collected, one-way between-group ANOVAs by the level of employment were also performed on the survey statements (Table 6). Across the 3 main levels populating emergency departments, senior trainees and consultants are those acknowledging the increased information overload with time the most, possibly because of their longer service in hospitals. However, in relation to other aspects, senior trainees seem to experience the most difficulties. For example, in terms of the aspects of their work and life impacted by information overload, they complain about a decrease in social life and diminished decision-making abilities.

Table 6. One-way between-group analysis of variance on current level of employment.

<table>
<thead>
<tr>
<th>Questions</th>
<th>$F$ test</th>
<th>$P$ value</th>
<th>Junior trainee, mean (SD)</th>
<th>Senior trainee, mean (SD)</th>
<th>Consultant, mean (SD)</th>
<th>Total mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>To what extent do you agree that medical information overload has increased for you at work?</td>
<td>5.798</td>
<td>.004</td>
<td>5.07$^{a,b}$ (1.01)</td>
<td>6.07$^a$ (1.02)</td>
<td>6.03$^b$ (1.22)</td>
<td>5.63</td>
</tr>
<tr>
<td>How does medical information overload impact on decrease in social life?</td>
<td>3.249</td>
<td>.04</td>
<td>4.50 (1.27)</td>
<td>4.79$^c$ (1.06)</td>
<td>3.72$^c$ (1.36)</td>
<td>4.26</td>
</tr>
<tr>
<td>How does medical information overload impact on impaired decision making?</td>
<td>4.331</td>
<td>.02</td>
<td>5.17 (1.14)</td>
<td>5.36$^c$ (1.14)</td>
<td>4.29$^c$ (1.40)</td>
<td>4.85</td>
</tr>
<tr>
<td>What preventative measures do you adopt to combat information overload? Email handling skills (ie, ability to discriminate by importance)</td>
<td>9.223</td>
<td>&lt;.001</td>
<td>5.47 (1.16)</td>
<td>4.67$^c$ (1.18)</td>
<td>6.10$^c$ (1.01)</td>
<td>5.39</td>
</tr>
<tr>
<td>What sources do you find most useful when in need of medical information? Social media</td>
<td>9.246</td>
<td>&lt;.001</td>
<td>2.03$^a$ (1.21)</td>
<td>3.59$^{a,c}$ (1.02)</td>
<td>2.23$^c$ (1.19)</td>
<td>2.62</td>
</tr>
</tbody>
</table>

$^a$Junior trainee versus senior trainee.
$^b$Junior trainee versus consultant.
$^c$Senior trainee versus consultant.

In addition, whereas for consultants, the ability to effectively manage work emails is crucial to handle, at least partially, information overload (mean 6.10, SD 1.01), senior trainees are the least concerned about this aspect (mean 4.67, SD 1.18). Finally, although the use of social media as a source of medical information is not a very popular choice among emergency physicians in general, senior trainees use them significantly more than the other 2 groups, with a mean of 3.59 (SD 1.02), as opposed to 2.03 (SD 1.21) for junior trainees and 2.23 (SD 1.19) for consultants.

Qualitative Analysis of Open-Ended Questions

The survey contained several open-ended questions and, although they did not form part of the compulsory sections, still attracted a considerable number of spontaneous and insightful comments.
In terms of the length of time physicians have been experiencing information overload, 39.6% (40/101) claimed that the phenomenon had increased in the last 5/6 years; 10.9% (11/101) confirmed that it started before that, about 10 to 15 years ago; and 14.9% (15/101) did not specify a date but listed aspects such as progressing in their career, noting how the pressure shifted from night shifts only to an all-time problem and overload worsening once the email was firmly established within the NHS. Around 3.0% (3/101) felt that they did not have enough experience to judge the problem, and the remaining respondents did not comment.

The remaining comments revolved around 2 main themes (Table 7), specifically, the ways in which medical information overload impacts physicians’ work and various preventative measures to overcome information overload. The 5 subthemes identified within each of the 2 main themes are discussed below.

Table 7. Overview of the themes and subthemes emerging from open-ended questions.

<table>
<thead>
<tr>
<th>Theme and subthemes</th>
<th>Strands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ways in which medical information overload impacts on clinicians’ working life</td>
<td></td>
</tr>
<tr>
<td>1. Positive impact</td>
<td>Reverse views</td>
</tr>
<tr>
<td>2. Direct causes leading to reduced patient care</td>
<td>Impact on patients, Distraction and forgetfulness, Confusion, Delayed decision making, Tiredness, stress, and anxiety</td>
</tr>
<tr>
<td>3. Indirect causes leading to reduced patient care</td>
<td>Lack of time, Email handling, Information and communication technology systems, Breadth of information, Guidelines and evidence-based practice, Ability to stay up to date, Seniority</td>
</tr>
<tr>
<td>Preventative measures to combat information overload</td>
<td></td>
</tr>
<tr>
<td>4. Personal attitudes</td>
<td>Avoidance, Therapy, Work-life balance</td>
</tr>
<tr>
<td>5. Workload management</td>
<td>Email and social media management, Task management, Time management, Prioritization, Delegation</td>
</tr>
</tbody>
</table>

**RO5: Ways in Which Medical Information Overload Impacts Physicians’ Working Life**

**1. Positive Impact**

A total of 3 respondents, all of them consultants, admitted that information overload was indeed present in their working life but did not represent a hindrance to their performance (reverse views subtheme):

*It doesn’t. You do have to discerning about where you get information from and use trusted sources though.*
Increase in research is interesting and gives more confidence in decision-making. I find this is helpful rather than a hindrance.

The more information I have the better I can do my JOB!

The majority of respondents however did not agree with this view and listed a series of impeding aspects, which can be divided into direct and indirect causes leading to a reduction in patient care.

2. Direct Causes Leading to Reduced Patient Care
Among the direct causes, concerns for the well-being and quality of care of patients (impact on patients strand) were the most mentioned and most concerning for the physicians:

On a busy shift on the shop floor when there are competing priorities for my attention, increasingly feel that this means if I try to see my own patients then I either give them poor care or lose control of the department.

Slow decision-making, increased risk of errors.

This continuous feeling of apprehension and an impending sense of loss of control are accompanied by distraction and forgetfulness, which was the second most reported issue (strand) caused by information overload and can be summarized in the quote below:

I have a significantly higher background level of anxiety at work due to concerns about giving poor advice or forgetting something important due to the volume of information I am trying to process. I find the non-shop floor information much less of a problem.

Other strands, such as confusion with the information received, delayed decision making and tiredness, stress, and anxiety were mentioned in equal measure as contributing to a potentially reduced patient’s quality of care:

Toward the end of the shift my answers take longer to arrive at, I feel like I am even more risk averse and at times feel like I am can become short with staff asking for help.

During busy environments if documents/protocols contain too much information I may struggle to pick up salient points.

3. Indirect Causes Leading to Reduced Patient Care
Among the indirect causes of information overload, leading to a reduced quality of patient care, lack of time to review the information properly was reported as one of the most serious problems:

Huge amount of information coming in and little time to process and implement any actions needed.

Not enough time to document all relevant information consistently.

Email handling and problems with ICT systems were reported as common, overpowering, and frustrating:

Email mainly - almost overwhelming.

Vast numbers of irrelevant or barely relevant emails containing information which will be forgotten immediately as it concerns rare circumstances or conditions never before experienced (and therefore poorly understood).

Multiple IT systems with different passwords and access. Constant emails - usually not relevant. Feel overwhelmed by the day to day IT so I don’t want to access online resources to broaden my knowledge.

Moreover, 3 additional strands, namely guidelines and evidence-based medicine, ability to stay up-to-date, and breadth of information, are related to the need to be informed that physicians experience on a daily basis [50] and are difficult to address in an environment overloaded with what seems like irrelevant information:

I feel I am unable to keep up to date with the multitude of clinical guidelines from NICE, the college...only exacerbate by looking at Tweeter!

The number of guidelines/policies that now exist both locally and nationally - it is hard to keep track of all of these.

Finally, seniority was also mentioned as a hindering factor contributing to information overload, as more junior staff and nurses (and patients) tend to direct their queries and doubts to the more experienced physicians:

More difficult out of hours/weekends when I am the only senior decision-maker in the department. If working with a good registrar this can lessen the impact but if working with a less experienced middle grade all questions/information comes though me.

Questions from juniors and other colleagues.

Lots of questions asked throughout shift from nurses to other doctors.

Preventative Measures to Combat Information Overload
When it comes to addressing and solving the problem of information overload in effective ways, respondents suggested solutions that can be classified into 2 subthemes: personal attitudes and workload management strategies.

4. Personal Attitudes
As part of the individual attitudes observed, some physicians simply ignored the problem (avoidance strand). Some other physicians adopted a very pragmatic approach and had no difficulties recognizing their own limits:

When I am at work and feeling overloaded, I step away from the situation.

Learn to ignore.

Acceptance that you can’t do everything.

Psychological stress is increasingly recognized within the medical profession, particularly in emergency medicine [51], and some respondents prefer to rely on formal support in the form of therapy:
Therapy - I have had CBT sessions and NLP sessions to help me deal with the stress and anxiety information overload gives me and to gain strategies regarding how to cope with this.

I take little steps and with the help of my therapist I try not to compare myself negatively to others.

Others preferred to self-manage and find a more balanced relationship between working and personal life (work-life balance strand), although often long shifts and complex working patterns make this option fairly difficult to attain:

My days off are for fun and time away - I do not work on days off. I avoid seeing colleagues on these days who talk about work when they are not there.

I feel a lot of the ‘critical information’ I need for my day to day job is limited - especially while trying to revise for exams, the need to switch off and rest is very important.

5. Workload Management

Physicians have also indicated a number of strategies to manage information overload that are more strictly linked to practical workload management and dealing effectively with emails and social media (email and social media management strand). This appeared to be a priority for many respondents:

When I am not at work or feeling overloaded I ignore my e-mails and mute my social media accounts.

Nil work emails on phone mute work WhatsApp groups when on leave no longer active on Facebook at all due to general overload but also work based groups.

This was followed by strategies to address task and time management in an effective and sustainable way:

Keeping a to-do- list booklet.

Summarising things. Writing things down properly helps consolidate my head.

Finally, prioritisation and delegation were also mentioned as effective ways of managing information overload, particularly at times of crisis:

Prioritisation and having some “IT free” time is vital.

Delegation of clinical supervision.

Discussion

RO1: Determine the Extent to Which Emergency Medicine Physicians Experience Medical Information Overload

Both quantitative and qualitative data have shown that emergency physicians are deeply affected by an ever-increasing amount of medical information impacting every aspect of their job. The 24/7 (or always available) culture places itself firmly at the heart of the problem, as identified by Walton [45], and leads to problems with fatigue and, consequently, with performance, productivity, and safe decision making [52]. All these aspects have been highlighted by physicians in this study as being compromised not just by the very fast-moving pace typical of their job, but by the constant and relentless information received and the information requested from them. What emerged very clearly from this study is the difficulty in striking a balance between the need to maintain an acceptable and current level of knowledge and the ability to sift and discriminate through large amounts of irrelevant information. There are valid arguments supporting both the benefits of information overload and its drawbacks. A small outlier group of respondents composed of 3 consultants claimed how there was no such thing as information overload as a negative attribute of their job. They see information as an opportunity to learn, as observed by Falschungler [21], and increase their confidence in their decisions, in line with the freedom of choice described by Brehm and Brehm [53] and De Angelis [54]. However, the majority of physicians perceived information overload as a negative concept hindering their ability to process information effectively and accurately [55]. The migration toward big data handling by health care professionals because of the information expansion phenomenon described by Yamamoto [30] is also reflected in this study as physicians are faced with multiple evolving environments. The increasing number of emails and social media notifications received daily and regular updates in policies and evidence-based practice, coupled with new or updated IT systems to keep abreast of, will all contribute to feelings of inadequacy and frustration. Unless controlled and harnessed, such feelings, in the long term, can lead to burnout syndrome, which is very common among all types of health care professionals [43, 44]. It is difficult to establish when physicians have started experiencing the burden of information overload in their careers. It appears that consultants and people working in emergency departments the longest have noticed a steady increase, made sharper since the ready access to internet-based resources and emails started over 20 years ago. This is in line with findings by Roetzel [56], who reported how the research around the 1980s and, particularly, the 1990s coincided with the rise and spread of information technologies. However, for most, the problem started to take shape with the advent of mobile platforms and the deployment of electronic health record systems in NHS trusts in 2005 [57].

RO2: Establish the Contributory Factors to Information Overload and Evaluate Their Impact on Physicians’ Working Life

The leading causes of information overload in emergency physicians are multiple, and it is often difficult to discriminate among them because of their interlinked nature. The PCA conducted on the survey statements revealed 3 main factors contributing to information overload. The main factor leading to the concept of the dutiful physician is the administrative tasks physicians must carry out as part of their daily routine, such as reporting, responding to emails, and communicating with the other physicians forming a patient’s care team. This study has reported an increased burden because of email handling compared with Walton’s [45] research on hospital doctors, leading to the conclusion that, in the last 6 years, since that study was published, the number of emails has significantly increased as part of physicians’ daily duties. It is also clear that administrative tasks are one of the main causes of physicians’ burnout syndrome [58] because of their persistent and repetitive
nature. However, physicians are also aware of the importance of carrying out such tasks for the smooth running of the ward and the good care of patients [26]. A second set of causes deeply affecting physicians’ perceptions of information overload is linked to the consultation of local and national clinical guidelines. Ironically, such guidelines, as important as they are to guarantee patients’ consistency of care, are also a burden to health care professionals because of their frequent updates and notifications. On the one hand, physicians must remain current (ie, the informed physician) and follow the policies and directives reported in the guidelines to guarantee the quality of patient care, but on the other hand, the pressure of being up to date and making sure nothing is overlooked plays a considerable role in increasing physicians’ stress [59]. A third factor contributing to information overload entails the number of notifications and alerts received mostly via social media, but also from journal editors and publishers and regarding new medical approaches, clinical trials, discoveries, and case studies (the current physician). These sources have registered a significant increase since Walton’s study [45] in 2014, likely because of the current much wider diffusion of social media platforms in all aspects of society. Once again, physicians experience an internal dispute about when to start ignoring such alerts. Maggio and Artino [59] believe that medical librarians could help battle physicians’ information overload and help them navigate through the various systems and social media, but they are not utilized as much as they should, a conclusion corroborated by this study, where librarians score among the least useful sources of medical information (Table 2). However, regardless of the causes of information overload, the consequences can be summarized as directly or indirectly leading to reduced patient care, which will be discussed further below.

**RO3: Identify the Coping Mechanisms Adopted by Emergency Medicine Physicians to Respond to Information Overload**

To help mitigate information overload, physicians have devised strategies for managing and filtering available medical information. The results of this study have shown similar results and led to the conclusion that information overload prevention and mitigation are left entirely in the hands of individuals and their personal views and preferences. A number of actions are taken from a pragmatic point of view (workload management) quite regularly, but with varying degrees of success. Among the most common approaches, email and social media handling skills are highly desirable, considering the steadily growing amount of communication, including patient information, passing through these tools [60]. Strictly linked to this is also the ability to prioritize tasks (including emails and social media), appearing very high in the list of possible solutions, particularly in situations of multiple concurrent demands [33], which are common practices in emergency departments. Prioritization is a skill developed with time and experience [61], in situations of high demand and variable workload [34], and is particularly popular in emergency departments. Task, time, and information management are other measures frequently adopted by physicians to overcome medical information overload and can take the form of simple actions, such as keeping daily and weekly to-do lists, maintaining written records, timing actions, summarizing information, or key articles to help consolidate knowledge. Although most of the above points were identified by Walton [45], in this study, their importance is stressed further, and new approaches have emerged, including those dictated by personal attitudes. These play an important role in determining how people deal with information overload. This study has highlighted a few approaches, although not all adopted with the same conviction. A small group of respondents admitted that the easiest way is to ignore circumstances or demands when feeling overloaded, which is not necessarily a positive action to undertake, particularly in emergency care. This is symptomatic of the difficulty and pressure physicians are subject to and is a common self-preservation mechanism triggered by overwhelming situations [62]. Other people have mentioned formal therapy and a better work-life balance in which working and private life are kept separate, and personal time is seen as an opportunity to regain strength and stability. These approaches are not new, nor specific to emergency physicians, as they are common to most workplaces [11,19], but it would be advisable to integrate them with formal training on the job and regular sessions on developing coping skills.

**RO4: Explore Whether Emergency Medicine Physicians at Different Career Stages Respond to Information Overload in Different Ways**

This part of the study offers a new viewpoint of medical information overload drawn from physicians’ experiences at different times in their careers and highlights deeply diverse perceptions and needs.

The study revealed an overall homogeneity of perceptions of medical information overload, in the sense that most respondents agreed on its increasing presence, size, and impact. However, some specific aspects showed differences in responses depending on the seniority of the physician. For example, people who have been in emergency care for 10 years or longer appeared to resent the increased number of emails received and attributed more importance to the ability to handle them than people who have been working in emergency care for less than ten years. This is also in line with the independent sample t tests conducted on the age of the respondents and with the ANOVA tests conducted on the level of employment. However, younger physicians and trainees appeared to be more worried about the loss in social life, impaired decision making, and imprecise clinical judgment than older colleagues and consultants. The literature demonstrates that junior clinicians have higher levels of anxiety because of uncertainty than senior clinicians [63,64], and this is reproduced in this study because of the additional stress of information overload. In particular, it appears that senior trainees are the most concerned about this problem and are the most affected by it, particularly with respect to impaired decision making. A recent study on Canadian emergency medicine residents [65] revealed how junior trainees are properly supervised and supported, but when they then become senior trainees, they lose most of that support and are left to fend for themselves. In addition, senior trainees are at a very demanding stage in their career, where they are preparing for independent practice [66] and are entrusted with more complex decisions.
than ever before. This is bound to contribute to an increased sense of unease and frustration when it comes to information overload.

**RO5: Determining the Impact of Physicians’ Information Overload on Patient Care**

Compromising the quality of patient care represents the ultimate consequence of medical information overload and rests at the forefront of physicians’ thoughts. The qualitative responses in this study reported on the physicians’ perceptions of the problem and showed how slow decision making because of information overload and frequent interruptions can lead to substandard care and errors in diagnoses and prescriptions. In addition, remembering patient diagnostics and medical history becomes difficult throughout a shift because of the large amount of information acquired about other cases and other confounding factors [28]. The fast turnover of emergency departments implies that there can often be a queue of people waiting to speak to a physician, who frequently does not manage to action one of these requests before others come in, hence compromising patient safety [32]. Among the effects of information overload mentioned by the respondents, distraction and tiredness play a key role. Physicians experience a higher background level of anxiety at work because of concerns about giving poor advice or forgetting something important because of the volume of information they are trying to process. This is exacerbated by long shifts, which can leave physicians both mentally and physically drained [43,44]. In critical situations, finding the right information fast is essential, but information overload can prevent this. Some respondents have been struggling with the correct information they should follow, as sometimes a lot of vague or unclear guidelines or advice can be worse than none at all, whereas others complained that documents and protocols contained so much information that it was difficult to discern salient points. In addition to this, other less obvious causes can still lead to poor patient care, particularly the ubiquitous nature of digital technologies, which provoke conflicting feelings among health care professionals. They are perceived as intrusive and time-consuming, but also as an important resource of clinical information, particularly when dealing with emergencies [31]. A recent study by Laker et al [28] introduced the concept of *emphasis framing* to aid health care professionals toward a more focused approach to decision making. This cognitive process could help in identifying the most relevant components of any piece of information while discarding the rest. For example, physicians could be directed toward article abstracts rather than full papers or be alerted to an incorrectly entered value for a medication prescription. The study reported an increase in clinical decision-making time through this approach, but also a significantly improved quality of medical decisions. Although a lot of work needs to be done to properly assess the real benefits of emphasis framing and how to implement it in real-world workflows, it is a research direction worth exploring further.

**Conclusions**

This study reported on the high and ever-increasing medical information overload in emergency medicine departments in the UK NHS trusts. Among the many factors listed by physicians as influencing information overload, the historical emergency medicine culture of being constantly available throughout a shift (24/7 culture), email, and multidisciplinary communications have been mentioned as being the most severe. However, different levels of employment, experience in emergency medicine, and age also seem to influence physicians’ perceptions of the leading causes of information overload. Nevertheless, some information is critical to guarantee high standards of patient care, particularly those derived from clinical guidelines.

This study advances previous research on information overload in 4 distinct ways: (1) by identifying the current causes affecting UK emergency medicine while also recognizing key information sources; (2) by offering insights on how information overload affects physicians in relation to demographic factors such as age, years spent in emergency medicine, and level of employment (ie, seniority); (3) by identifying mechanisms that emergency physicians put in place to manage information overload; and finally (4), by categorizing influencing factors in terms of their impact on patient care and reports on preventative measures currently in use to combat information overload.

However, this study is also subject to the following limitations: (1) although survey is an effective method to receive responses from a large number of participants and to explore relationships between variables, it might be less effective to answer complex questions such as user perceptions of information overload, contributing factors, and coping mechanisms, particularly when limited previous studies were conducted on this topic and with this particular user group; (2) the sample size is limited, although studies conducted on health care professionals are usually affected by this problem; (3) some of the variables listed as potential sources of information overload can be difficult to uniquely discriminate from each other (eg, emails may include clinical guidelines, employer information, and patient information), but the survey wanted to offer both information content aspects and information source channels; and (4) the study was only able to assess physicians’ perceptions on the impact that information overload has on the quality of patient care. To attain an objective measure of such impact, different indicators would have been needed to allow for a direct correlation between patients’ health outcomes and physicians’ information overload.

This study has identified further research areas that could be worth taking forward to provide a more in-depth and more informed insight into information overload. The 24/7 culture, multidisciplinary interactions, and the pressure of following relevant guidelines are aspects specific to the emergency medicine profession and must be addressed to relieve physicians. Further investigation could determine the influence of professional boundaries on such aspects. A consistent thread in the findings was the contribution made by email in increasing information overload. This was an interesting outcome where it could be assumed that social media as a communication channel was taking the place of email. This would point to the value of a more detailed exploration, specifically on email and information overload. An area of concern that this study established was the interrelationship between clinical guidelines and information overload. By establishing how clinical guidelines make this contribution, it is possible to determine
how presentation, style, and format could be adapted to make them more accessible.

NHS trusts in the United Kingdom should consider some of the strategies adopted by the physicians participating in this study to reduce the burden of information overload (eg, prioritization) and try to embed routine training or guidance on time and information management skills in staff development programs.
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Abstract

Background: Over the last two decades, patient review websites have emerged as an essential online platform for doctor ratings and reviews. Recent studies suggested the significance of such websites as a data source for patients to choose doctors for healthcare providers to learn and improve from patient feedback and to foster a culture of trust and transparency between patients and healthcare providers. However, as compared to other medical specialties, studies of online patient reviews that focus on dentists in the United States remain absent.

Objective: This study sought to understand to what extent online patient reviews can provide performance feedbacks that reflect dental care quality and patient experience.

Methods: Using mixed informatics methods incorporating statistics, natural language processing, and domain expert evaluation, we analyzed the online patient reviews of 204,751 dentists extracted from HealthGrades with two specific aims. First, we examined the associations between patient ratings and a variety of dentist characteristics. Second, we identified topics from patient reviews that can be mapped to the national assessment of dental patient experience measured by the Patient Experience Measures from the Consumer Assessment of Healthcare Providers and Systems (CAHPS) Dental Plan Survey.

Results: Higher ratings were associated with female dentists ($t_{71881}=2.45, P<.01, g=0.01$), dentists at a younger age ($F_{7,107128}=246.97, P<.001, g=0.11$), and those whose patients experienced a short wait time ($F_{4,150055}=10417.77, P<0.001, g=0.18$). We also identified several topics that corresponded to CAHPS measures, including discomfort (eg, painful/painless root canal or deep cleaning), and ethics (eg, high-pressure sales, and unnecessary dental work).

Conclusions: These findings suggest that online patient reviews could be used as a data source for understanding the patient experience and healthcare quality in dentistry.

(J Med Internet Res 2020;22(7):e18652) doi:10.2196/18652
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Introduction

Over the last few years, patient review websites have gained increasing interest among health consumers, academic communities, and healthcare providers [1,2]. A tremendous amount of online patient reviews were shared with the public through patient review websites, becoming a common source of information for patients choosing a doctor. Accordingly, a growing body of literature in online patient review studies has been developed using public health informatics methods to leverage the distribution and determinants of data for informing public health and public policy, coinciding with the Research Framework of Infodemiology andInfoveillance [3].

Despite debates on whether patient-generated reviews would be useful to improve healthcare quality [4-6], online reviews could serve as a valuable data source for understanding patient experience and the patient-provider relationship, and present unique values in improving dental care. Online reviews play an increasingly important role in health consumers’ decision-making for choosing dental services [7,8]. A recent national survey reported that 59% of respondents recognized the importance of patient review websites, 35% selected a doctor based on good ratings, and 37% avoided selecting a doctor based on bad ratings. Nearly 90% of the respondents rated listings of accepted health insurance on review sites as high importance [2]. Online patient review studies also found strong associations between ratings and doctor characteristics, such as gender, age, years of practice, online presence, and medical education and training, with variations at specialties [1,9].

Online reviews are also rich in data on the patient experience, a critical measure of healthcare quality [10]. The notion of patient experience includes the entire scope of interactions, from appointment scheduling and access to information to communications with clinicians, cost, and payment. Positive patient experience is associated with better prevention and treatment adherence, safer healthcare outcomes, and better utilization of healthcare resources [11-15]. Incorporating data from the patient experience is also consistent with the principles of patient-centered care [10], as well as the goal of public reporting and the performance-based payment model set by the Centers for Medicare and Medicaid Services (CMS) [16].

Online patient reviews can inform better decision-making among patients and can be used to improve healthcare quality. As such, many studies on online patient reviews in a variety of medical specialties have been reported [1]. Nevertheless, analyses of online reviews of dentists are sparse. We only identified one study of online patient reviews in dentistry conducted in Germany [17]. In the United States, studies of dental patient reviews are missing. To address the literature gaps, we conducted a study with two aims. The first aim was to characterize the online reviews of dental patients in the United States by analyzing data extracted from patient review websites. In particular, we examined the association between dentist characteristics and patient ratings.

Our second aim was to understand to what extent online reviews can inform assessments of the patient experience by identifying semantic mentions of the patient experience in patient reviews.

Dental patient experience is traditionally assessed with the CAHPS (Consumer Assessment of Healthcare Providers and Systems) Dental Plan Survey, administered by CMS [18]. Using online reviews for patient experience assessment is feasible but challenging. For instance, information extraction from online patient reviews is labor-intensive because the reviews are written in free text. Content analysis frequently used in social science research could not be applied to this study, in which there were hundreds of thousands of reviews to assess. The identification of information relevant to the patient experience is also necessary to ensure research validity, yet there are no guidelines or empirical studies on how to identify patient experience content in online reviews. Patient reviews cover a variety of topics, but not all of them are related to the patient experience. For example, topics of patient satisfaction should not be identified as patient experience. The patient experience is comprised of the clinical encounters and has been frequently used as an indicator of patient safety [19], whereas patient satisfaction relates to whether patients’ expectations about healthcare are met [20]. To overcome these challenges, we incorporated natural language processing [21] and human expert evaluation to identify relevant topics from online patient reviews. Natural language processing has extensive applications in health informatics and medical internet research, in which it has vastly improved the efficiency of processing free-text data using advanced statistical methods and automated computing [3]. Human expert evaluation mitigates the problem of misprocessed data typically produced by such a computerized method and improves the interoperability of the data analysis and results.

Methods

Data Acquisition

Publicly accessible online review data were obtained from HealthGrades, a well-known patient review website in the United States. Among many other sites, we focused on HealthGrades for two reasons. First, HealthGrades is widely used by patients who receive healthcare services from a full range of medical specialties in the United States. Second, HealthGrades provides a well-organized sitemap structure that facilitates data extraction. We analyzed data from a single review site because the data structure and measures of dentist demographics and performance vary, which will hinder data consolidation. In addition, data from multiple patient review sites would have little impact on representation and generalizability of this study because an active dentist typically has profiles on all popular patient review sites.

Online reviews for 204,751 dentists were extracted. This census approximates but does not fully match the workforce statistics (199,486 working dentists as of 2018) reported by the American Dental Association (ADA) [22] because some profiles are for recently inactive dentists and misclaimed or inaccurately captured profiles. The data contain the following attributes: state, city, specialty, gender, age, language, education, number of reviews, ratings, reviews, and wait time.
Data Preprocessing

There were 41 dental service listings in HealthGrades. We categorized these services into the 10 dental specialties defined by the ADA, general dentistry, and others (ie, unidentified and miscellaneous), resulting in 8 specialties (ie, dental anesthesiology, endodontics, oral and maxillofacial pathology, oral and maxillofacial surgery, orthodontics and dentofacial orthopedics, pediatric dentistry, periodontics, and prosthodontics), general dentistry, and others for downstream analyses. Public health dentistry and oral and maxillofacial radiology were excluded as they have only one entry at most. The data extraction was completed in September 2019. The study was identified as a nonhuman study by the Institutional Review Board of the University of South Carolina.

Statistical Analyses

We employed statistical analyses to assess the associations between ratings and dentists' characteristics using R Project for Statistical Computing. We used descriptive statistics to calculate proportions and mean distributions. Based on reported online reviews studies in general medical specialties, we hypothesized that (1) female dentists, (2) young dentists, and (3) short wait times would be associated with higher overall ratings. We also hypothesized that specialties are associated with overall ratings. An independent sample t-test was used to test whether ratings differ by gender. Analysis of Variance (ANOVA) was used to test whether ratings differ by specialties, age, and wait time, respectively. We used Hedges $g$ to approximate the effect size because of unbalanced sample sizes in comparison groups.

Text Mining

Semi-automated natural language processing was used to identify concepts related to patient experience with limited human labor required. Figure 1 is a diagram of text mining procedures. We used Python for text processing and computation. Built on our pilot study of analyzing patient-generated reviews [23], we first extracted reviews from online sites, followed by standard data cleaning procedures, including tokenization and removal of stop words.

We then calculated bigram and trigram collocations. Collocations are habitual expressions of multiple words. In this study, we ranked using the “likelihood ratio” method [24], top 200 bigram and trigram collocations, respectively, from reviews associated with every rating category (ie, 1, 2, 3, 4, 5).

We observed a number of the collocations that are irrelevant to concepts of dental care and patient experience (eg, “phone call” and “many years ago”) but were still ranked top 200 by likelihood ratio. Therefore, two raters (YL and CL) independently picked collocations related to patient experience using a 4-point Likert scale (“definitely relevant,” “somewhat relevant,” “somewhat irrelevant,” “definitely irrelevant”). Inter-rater reliability was assessed using Cohen kappa. Two raters discussed on the collocations that received contrary opinions (relevant vs irrelevant) until a consensus was reached.

Next, we mapped patient-experience-related concepts onto a total of 17 composite measures from the Patient Experience Measures from the CAHPS Dental Plan Survey. Table 1 shows the 17 measures categorized in three dimensions. Two reviewers (RS and JT), who are professors of dental medicine and licensed dentists, independently completed the mapping procedures. A consensus was reached after a discussion of the initial mapping results.
Figure 1. Diagram of text mining procedures.
Table 1. Composite measures from the Patient Experience Measures from the CAHPS Dental Plan Survey.

<table>
<thead>
<tr>
<th>Dimensions, items</th>
<th>Composite measures</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Care from dentists and staff</strong></td>
<td></td>
</tr>
<tr>
<td>Q6</td>
<td>How often did your regular dentist explain things in a way that was easy to understand?</td>
</tr>
<tr>
<td>Q7</td>
<td>How often did your regular dentist listen carefully to you?</td>
</tr>
<tr>
<td>Q8</td>
<td>How often did your regular dentist treat you with courtesy and respect?</td>
</tr>
<tr>
<td>Q9</td>
<td>How often did your regular dentist spend enough time with you?</td>
</tr>
<tr>
<td>Q11</td>
<td>How often did the dentists or dental staff do everything they could to help you feel as comfortable as possible during your dental work?</td>
</tr>
<tr>
<td>Q12</td>
<td>How often did the dentists or dental staff explain what they were doing while treating you?</td>
</tr>
<tr>
<td><strong>Access to dental care</strong></td>
<td></td>
</tr>
<tr>
<td>Q13</td>
<td>How often were your dental appointments as soon as you wanted?</td>
</tr>
<tr>
<td>Q15</td>
<td>If you tried to get an appointment for yourself with a dentist who specializes in a particular type of dental care (such as root canals or gum disease) in the last 12 months, how often did you get an appointment as soon as you wanted?</td>
</tr>
<tr>
<td>Q16</td>
<td>How often did you have to spend more than 15 minutes in the waiting room before you saw someone for your appointment?</td>
</tr>
<tr>
<td>Q17</td>
<td>If you had to spend more than 15 minutes in the waiting room before you saw someone for your appointment, how often did someone tell you why there was a delay or how long the delay would be?</td>
</tr>
<tr>
<td>Q14</td>
<td>If you needed to see a dentist right away because of a dental emergency in the last 12 months, did you get to see a dentist as soon as you wanted?</td>
</tr>
<tr>
<td><strong>Dental plan costs and services</strong></td>
<td></td>
</tr>
<tr>
<td>Q19</td>
<td>How often did your dental plan cover all of the services you thought were covered?</td>
</tr>
<tr>
<td>Q22</td>
<td>How often did the 800 number, written materials, or website provide the information you wanted?</td>
</tr>
<tr>
<td>Q27</td>
<td>How often did your dental plan’s customer service give you the information or help you needed?</td>
</tr>
<tr>
<td>Q28</td>
<td>How often did your dental plan’s customer service staff treat you with courtesy and respect?</td>
</tr>
<tr>
<td>Q20</td>
<td>Did your dental plan cover what you and your family needed to get done?</td>
</tr>
<tr>
<td>Q24</td>
<td>Did this information (from your dental plan) help you find a dentist you were happy with?</td>
</tr>
</tbody>
</table>

**Results**

**Descriptive Statistics**

Table 2 shows the demographics of these dentists. Among the collected data, 154,683 (75.55%) dentists received at least one rating or review. The number of reviews ranged from 1 to 1789. There were more male dentists than females with a percentage difference of 85.87%. The majority of dentists (78.55%) were general dentists, followed by dentists specialized in orthodontics and dentofacial orthopedics (9.23%), pediatrics (4.76%), and endodontics (3.81%). The majority of dentists (91.83%) did not specify any second languages other than English. Among those who indicated speaking a second language, Spanish, Hindi, Arabic, French, and Chinese were most common. There were 150,571 (73.54%) dentists who received an overall rating of ≥3 out of 5, and 50,068 (24.45%) of all dentists received no ratings.
<table>
<thead>
<tr>
<th>Table 2. Dentist demographics.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Unknown</td>
</tr>
<tr>
<td>Age</td>
</tr>
<tr>
<td>Under 30</td>
</tr>
<tr>
<td>30-39</td>
</tr>
<tr>
<td>40-49</td>
</tr>
<tr>
<td>50-59</td>
</tr>
<tr>
<td>60-69</td>
</tr>
<tr>
<td>70-79</td>
</tr>
<tr>
<td>80-89</td>
</tr>
<tr>
<td>Over 89</td>
</tr>
<tr>
<td>Unknown</td>
</tr>
<tr>
<td>Specialty</td>
</tr>
<tr>
<td>Dental Anesthesiology</td>
</tr>
<tr>
<td>Endodontics</td>
</tr>
<tr>
<td>General Dentistry</td>
</tr>
<tr>
<td>Oral and Maxillofacial Pathology</td>
</tr>
<tr>
<td>Oral and Maxillofacial Radiology</td>
</tr>
<tr>
<td>Oral and Maxillofacial Surgery</td>
</tr>
<tr>
<td>Orthodontics and Dentofacial Orthopedics</td>
</tr>
<tr>
<td>Pediatric Dentistry</td>
</tr>
<tr>
<td>Periodontics</td>
</tr>
<tr>
<td>Prosthodontics</td>
</tr>
<tr>
<td>Other</td>
</tr>
<tr>
<td>Unknown</td>
</tr>
<tr>
<td>Language</td>
</tr>
<tr>
<td>Spanish</td>
</tr>
<tr>
<td>Hindi</td>
</tr>
<tr>
<td>Arabic</td>
</tr>
<tr>
<td>French</td>
</tr>
<tr>
<td>Chinese</td>
</tr>
<tr>
<td>Russian</td>
</tr>
<tr>
<td>Farsi</td>
</tr>
<tr>
<td>Vietnamese</td>
</tr>
<tr>
<td>Korean</td>
</tr>
<tr>
<td>Portuguese</td>
</tr>
<tr>
<td>Unknown</td>
</tr>
<tr>
<td>Rating</td>
</tr>
</tbody>
</table>
Inferential Statistics

ANOVA showed no significant effect of specialties on ratings ($F_{9, 154673}=58.74, P=.137, g=0.06$). However, the average rating was higher for female dentists ($M=4.58$) than male dentists ($M=4.57$) ($t_{71881}=2.45, P<.01, g=0.01$). See Figure 2.

We also found a significant effect of age on ratings ($F_{7, 107128}=246.97, P<.001, g=0.11$) with younger age associated with higher ratings. The Tukey Honestly Significant Difference (Tukey HDS) test showed a significant difference in ratings between each pair of age groups except “30-39” vs “Over 89” ($P=.15, g=0.01$), “Under 30” vs “30-39” ($P=.10, g=0.01$), “40-49” vs “Over 89” ($P=.95, g=0$), “50-59” vs “60-69” ($P=1.00, g=0$), “50-59” vs “Over 89” ($P=1.00, g=0$), “60-69” vs “Over 89” ($P=1.00, g=0$), and “80-89” vs “Over 89” ($P=1.00, g=0$). See Figure 3.

There was also a significant effect of wait time on ratings ($F_{4, 150055}=10417.77, P<.001, g=0.26$) with shorter wait times associated with higher ratings. Tukey HDS showed statistical significance in comparing the mean difference of ratings in each pair of wait times (all $P<.001, g=[0.01, 0.18]$). See Figure 4.
Figure 2. Overall ratings by gender.

Figure 3. Overall ratings by age group.
Identification of Concepts Relating to Dental Patient Experience

Cohen kappa (equally weighted) was 0.95 between the two raters who independently identified patient experience-related words and phrases from 2000 automatically extracted collocations. After discussion, they identified 29 words and phrases, then two other reviewers of dental experts independently mapped the 29 words and phrases onto the 17 composite measures in the Patient Experience Measures from the CAHPS Dental Plan Survey. Figure 5 shows a map of links. Each composite measure has 2-10 representing words and phrases. Out of the three dimensions of the patient experience, there were more topics representing “care from dentists and staff” and “access to dental care” compared to “dental plan costs and services.” Patients were more likely to discuss their experience with dentists and staff than health insurance providers. There were eight words and phrases related to the patient experience that did not correspond to any composite measures. Some of these topics were specific to dental care. For example, discomfort (e.g., painful/painless root canal or deep cleaning) is a common type of feedback from dental patients. Topics relating to ethics (e.g., high-pressure sales and unnecessary dental work) have received little attention in dentistry but merits further research.
Figure 5. Mapping of Patient Experience Measures from the CAHPS Dental Plan Survey and the words and phrases extracted from patient reviews.

Discussion

Principal Findings

Over the last few years, researchers have begun a systematic analysis of online patient reviews. In the United States, several empirical studies investigating online reviews of general healthcare services and specialties are well documented, but such studies have not been performed in dentistry [1]. To the best of our knowledge, this study represents the first study of online reviews of dental care in the United States. In particular, this study demonstrated that online patient reviews are an essential data source for studying dental patient experience. This study also characterized patient feedback to dental care, which can inform dental care quality improvement.

We found several factors associated with overall dentist ratings. In particular, female dentists were rated slightly higher than their male counterparts, although this should be interpreted with the understanding that the effect size is small ($g=0.01$), and the sample size was small for senior dentists. The gender and age differences we found in this study were similar to a study of online reviews of dentists in Germany [25] as well as reviews of surgeons [26,27], but such a statistical significance was not consistent in other studies. Earlier studies on patient-provider communication suggested that female healthcare providers engage in significantly more active partnership behaviors, positive talk, and building trust with patients [28]. Female providers were also found associated with lower mortality and readmission as compared to their male counterparts [29]. The literature on healthcare quality suggests that younger physicians in acute care hospitals report lower mortality rates [30]. Our data also showed that higher overall ratings were associated with shorter wait times ($g=0.26$). This finding has been reported and discussed in several studies of online patient reviews [1]. Patient review websites such as HealthGrades and RateMDs have included “wait time/punctuality” as a default measure for healthcare providers.

The proliferation of patient review websites represents a wealth of patient-experience data, but these data remain understudied. In this study, we identified unstructured descriptions of patient experience using a method integrating quantitative text mining and qualitative human evaluation. Our method recognizes the role of automated textual data analytics in harnessing information from online reviews, consistent with other recent studies [31-37], although some researchers argued the limitations of text mining because it involves limited supervision by human experts [31]. To minimize the impact of this lack of human oversight, we incorporated human evaluation procedures into the automated natural language processing effort. Our findings showed that patient reviews covered a full range of topics measured by the Patient Experience Measures from the CAHPS Dental Plan Survey and demonstrated a high level of correlation. Among the eight topics not corresponding to any measures from the survey, some topics may have provided a nuanced view of dental care as compared to patient survey responses [36]. These findings suggest that online patient reviews can be used to assess patient experience during dental care.

Limitations

Our study has the following limitations. First, data from Healthgrades, like data from any other patient review website, may be incomplete and biased. Not all dentist profiles have been claimed. Although authentication is required for dentist profile information, inaccuracies may still exist. The overall ratings may be biased because patients who are happy with health services are more likely to leave ratings and reviews [2]. Second, although there are good reasons for using data from a single review site, this limitation may still weaken the reliability of the study. Repeated measures and follow up studies are needed to evaluate the findings of this study. Third, it is challenging to differentiate the descriptions of the patient
experience from patient satisfaction as patients often write about their satisfactory or unsatisfactory experience with emotions and personal preferences. In this study, we only analyzed words and phrases at a semantic level, while contextual information is limited. Third, text mining is efficient for big data analyses but falls short in domain-specific and context-based analyses, in which traditional qualitative approaches should be considered as an essential complement of text mining [31].

Despite these limitations, this study analyzed an extensive dataset and found an association between dentists and online patient reviews. The thematic analysis also identified themes of patient experience similar to those of CAHPS, suggesting that online patient reviews can inform improved quality in dental care.

Conclusions
This study demonstrated that PORs are a potential data source that can supply rich performance data from the patient perspective, based on which assessments of dental care quality and the patient experience is feasible. We also identified several factors associated with dentists’ overall ratings, which could be used to inform dental care quality improvement.
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Abstract

Background: An OHC online health community (OHC) is an interactive platform for virtual communication between patients and physicians. Patients can typically search, seek, and share their experience and rate physicians, who may be involved in giving advice. Some OHC providers provide incentives in form of honorary titles to encourage the web-based involvement of physicians, but it is unclear whether the award of honorary titles has an impact on their consultation volume in an OHC.

Objective: This study is designed to identify the differential treatment effect of the incentive policy on the service volumes for the subgroups of treatment and control in an OHC. This study aims to answer the following questions: Does an honorary title for physicians impact their service volumes in an OHC? During the period of discontinuity, can we identify the sharp effect of the incentive award on the outcomes of physicians' service volumes?

Methods: We acquired the targeted samples based on treatment, namely, physicians with an honorary title or not and outcomes measured before and after the award of the 2 subgroups. A regression discontinuity design was applied to investigate the impact of the honorary titles incentive as a treatment in an OHC. There was a sharply discontinuous effect of treatment on physicians’ online health service performance. The experimental data set consisted of 346 physicians in the treatment group (with honorary titles). Applying the propensity score matching method, the same size of physicians (n=346) was matched and selected as the control group.

Results: A sharp discontinuity was found at the time of the physician receiving the honorary title. The results showed that the parametric estimates of the coefficient were significantly positively (P<.001) associated with monthly home page views. The jump in the monthly volumes of home page views was much sharper than that of the monthly consultations.

Conclusions: The changes in the volumes of monthly consultations and home page views reflect the differential treatment effect of honorary titles on physicians’ service volumes. The effect of the incentive policy with honorary titles is objectively estimated from both the perspective of online and offline medical services in an OHC. Being named with honorary titles significantly multiplied monthly home page views, yet it did not significantly impact monthly consultations. This may be because consultation capacity is limited by the physician's schedule for consultations.

(J Med Internet Res 2020;22(7):e18527) doi:10.2196/18527
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Introduction

Background

Online health communities (OHCs) are an essential channel for creatively allocating health care resources among widely distributed patients in modern life. An OHC is usually referred to as an interactive platform between patients and physicians for virtual communication. Patients can search, seek, and share their experience of medical advice and rate the physician as social returns in an OHC. Meanwhile, physicians can share their medical knowledge and provide online medical services. An OHC is a convenient, real-time supplement for physician-patient interaction (PPI) without limitations on time and space [1]. Physicians’ web-based involvement (ie, the service volumes) is a determinant factor of OHCs’ success in health service delivery [2]. The platform management provider of an OHC often provides incentive policies (ie, honorary titles) to encourage physicians’ web-based involvement. For example, 346 physicians on the Good Doctor platform were awarded the honorary title 2017 Annual Good Doctor in January 2018. According to a survey of large OHC firms by the Towers Watson/National Business Group on Health [3], 69% reported that they offered wellness incentives and that the size of the incentives increased with time. However, it is still unclear whether the award of honorary titles has an impact on their consultation volume in an OHC.

With the quick development of OHCs, the physician-patient online interaction has gained more attention from scholars all over the world, especially regarding what incentive mechanisms and strategies can be designed to prompt sustained PPI in OHCs [4]. In the bidirectional process of PPIs [5], patients seek information and make the decision to select a physician for consultation, and then, the physicians share their medical knowledge and provide medical services. Patients could also provide returns (rate, vote, and share experience online) for physicians. After receiving feedback and returns, physicians could balance their efforts for the subsequent PPI process. A good PPI can benefit both patients and physicians. It can provide patients with a truly information-based selection process and good outcome of the consultation process. In addition, a good PPI can provide physicians with returns that can also affect their reputation. Incentive policies have been widely developed to encourage PPI [3]. The high rating or award of good doctors online is thought to be a good indicator. This indicator not only represents the praise of the physician but can also predict the following process of PPI theoretically. Recently, there have been more studies focusing on the impact of incentive policies (high rating or honorary title of Good Doctor) in OHCs [1]. A previous study reported that physicians’ online contributions and reputation were closely associated with patients’ decision-making process when seeking medical consultation [6]. Due to the cross-sectional study design, the conclusion can only be explained in terms of association [7]. To evaluate the causal impact of incentive policy on physicians’ consultation volumes, a sequential occurrence needs to be considered and analyzed in causal design, as appropriate.

In this study, we intend to estimate the causal effect of an incentive strategy on the PPI process of an OHC. Our analysis uses the information from the biggest OHC in China (Good Doctor website) [1], which provides reliable information on more than 10,000 hospitals and more than 640,000 physicians across the country. The specific treatment in our study is the award of the honorary title of Annual Good Doctor, which is assigned by a threshold of a weighted score summarizing the hospital level, the professional capital, number of votes, and the experience of health care service of patients. The dimensions of treatment included both temporal (pre- and post-treatment) and treatment (treated and untreated group) effects. The outcome contained 2 aspects [8]: the home page view frequency and the online consultation frequency. The home page view frequency mainly represents the physicians’ reputation and effort from the patients’ side. The online consultation frequency further includes the accessibility and efforts of physicians when chosen for online services. The 2 indicators together represent the performance of the continuous PPI process in OHCs.

Literature Review

Although the natural experiment design is widely adopted to evaluate the policy’s causal effects in empirical research [9], the experiment remains difficult or impossible to implement because of ethical, political, and financial reasons. A large share of the empirical work on policy evaluation relies on observational data, in which policies are determined in a way other than through randomization assignment. Drawing the inference of a policy’s causal effect based on observational data is quite challenging, especially for incentive policy evaluation in an OHC setting. Several methodological issues need to be overcome by adopting causal methods creatively because of the various weaknesses of classic methods.

The counterfactual impact of the treatment needs to be estimated in causal inference. Treatment is a general term referring to certain interventions of interest, for example, the incentive policy in our study. An important prerequisite is that the treated and untreated groups are comparable and balanced to draw unbiased causal effects, which can be achieved by randomization in an experimental setting. However, in an observational study, treated and untreated groups may differ in observed and unobserved characteristics, which can affect the assignment of treatment and outcome. Several techniques such as multiple linear models and extensions, widely adopted in previous studies to identify the association between rewards and physicians’ contribution [1], only control for observed confounders. Propensity score matching (PSM) [10,11] mimics the randomization process, reduces the confounding on the treatment assignment, and reaches a balanced group sample (with simulated counterfactual control units) in an observational setting. With the propensity score defined [12] as a conditional probability of assignment to treatment based on covariates, PSM largely reduces the matching process from multiple dimensions.
to a single dimension [13]. The matching process is also appropriate for temporal case matching [14] and the classification of medical cases [15].

To mimic the experimental design with observational data, both treatment and temporal effects need to be considered. With the treated samples, a simple comparison of outcomes between pre- and post-treatment could be contaminated by the effects of other events (except the treatment) that occurred during both periods. For example, the seasonable factor may affect the change in the outcomes of OHCs [1]. With both treated and control groups, the comparison of post-treatment outcomes could capture more than the treatment effect, even after controlling for observed confounding [16]. The reason lies in the difference in unobserved attributes between the treated and untreated groups. Difference-in-differences (DID) [17], combined with PSM to achieve a parallel trend assumption (2 groups would show a parallel trend if neither of them experienced the treatment effect), is a useful method to reduce the impact of extraneous factors and selection bias. DID compares the average change over time in the outcome of the treated group with that of the control (untreated) group [18].

In many practical cases, the treatment assignment is (partially) determined by a cutoff or a threshold. This advanced design, known as a sharp regression discontinuity design (RDD) [19], is an extension of DID. Despite comparing the observations of the pre- and post-treated outcomes available in both groups, RDD also shows a good capacity for causal inference when the treatment assignment is deterministic and discontinuous at the cutoff. Comparing the observations close to the cutoff (local treatment effect) would achieve local randomization near to the threshold.

This study aims to estimate the causal effect of an incentive strategy on the PPI process of an OHC. In accordance with the previous discussion on methodology, PSs were estimated as the predicted probabilities of treatment (being awarded honorary titles based on covariates). Score matching was then conducted to reach a comparable control sample with the treatment group. Considering both the temporal and treatment dimensions of the policy, the DID idea was applied to compare the average pre- and posttreatment changes in the treated group (with the honorary title) with those in the untreated group. If the relationship between the covariates and the potential outcomes is smooth around the threshold (in covariates), the discontinuity (sharp jump) created by the treatment can provide local randomization. RDD would then be implemented appropriately to evaluate the causal effect of treatment (receiving the honorary title) on both outcomes (home page view and online consultation frequency) at the threshold.

In summary, this study aimed to identify the average change in home page views and online consultation volume for physicians with the honorary title versus those without the honorary title. The investigation attempts to answer the following questions: (1) Does there exist the average treatment effect (ATE) of the honorary title on changes in outcomes (physicians’ home page views and consultation volumes) in an OHC? (2) At the discontinuity of the treatment assignment, does the sharp effect of the incentive award exist on the outcomes, and can it be identified?

**Methods**

**Research Models**

This section demonstrates the research framework of this study. To investigate the differential treatment effect, the incentive policy was regarded as the treatment in the research design. The research framework was demonstrated to investigate the differential treatment effect of the incentive policy on physicians’ service volumes, as illustrated in Figure 1. This service volume also reflected the patients’ choice of physicians online.

---

**Figure 1.** Framework of the causal effect study on the outcome of physicians’ service volumes, with D=1 indicating that physicians received honorary titles (in the treatment group), D=0 indicating the control group, T=1 indicating the postaward period, and T=0 indicating the preaward period.

<table>
<thead>
<tr>
<th>Covariates</th>
<th>Treatment variable</th>
<th>Causal effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Online contribution scores</td>
<td>Incentive policy</td>
<td>Differential treatment effect</td>
</tr>
<tr>
<td>2. Thank you letters</td>
<td>Received honorary title or not</td>
<td>Changes in physicians’ service volumes</td>
</tr>
<tr>
<td>3. Virtual gifts</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Articles posted</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Physician rating score</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Dependent variable**

- Service volumes
- Monthly consultations
- Monthly home page views

---

https://www.jmir.org/2020/7/e18527
First, 5 covariates were considered in this observational study. These variables are the physician rating score (PRS), the number of thank you letters, the number of virtual gifts, the number of online contribution scores, and the number of articles posted. The covariates represent the doctor’s characteristics at a specific time point. Second, the honorary titles of the physician awarded from the OHC were viewed as the treatment. Within the causal inference mechanism, the objects of interest were those physicians assigned as the award recipient or not (D). This time factor helped in distinguishing the factors of the cause and effect among those variables. Third, to further investigate the dynamism of the effect on the changes in their service volumes, the time periods (T) were divided into those before awarding and after awarding. Fourth, the service volume is measured by 2 factors: the number of monthly consultations and the number of monthly home page reviews. These 2 factors reflect the online service (home page reviews) and the offline service (serviced patients of medical consultations), respectively. The number of patients that physicians serviced monthly (Patients #) and the number of their home page views monthly (Views #) [20] can be viewed as the proxies of the outcomes. Thus, these 2 proxy variables were set as the dependents. Moreover, the initial states of the numbers of those 5 covariates are measured as their cumulative before the examined period (June 25, 2017).

The definitions and measurements of all variables are presented in Table 1. Patient, Views, and Patients are measured as the number of online consultations (for patients) provided by the physician i in month t. Views is measured as the number of online home page views of the physician in month t. The covariates were considered for case-control matching. PRS is measured as the number of thanks received by physician i in month t. Gift is measured as the number of virtual gifts received by physician i in month t. Article is measured as the number of articles posted by physician i in month t, which refers to the contribution scores listed on the website. Article and PRS are considered for case-control matching.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definitions</th>
<th>Measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRS, Gift, Article</td>
<td>Number of virtual gifts and articles posted</td>
<td>Mean of the number of virtual gifts and articles posted by physician i in the month t</td>
</tr>
<tr>
<td>Patient, Views, T</td>
<td>Number of patients and home page views</td>
<td>Mean of the number of patients and home page views received by the physician i in the month t</td>
</tr>
<tr>
<td>D</td>
<td>Receive honorary title or not</td>
<td>Indicates physician i was titled as 2017 Good Doctor in OHC, otherwise D = 0</td>
</tr>
<tr>
<td>T</td>
<td>Preaward or postaward period</td>
<td>Indicates the period before January 2018 (date of the honorary title), otherwise T = 0</td>
</tr>
</tbody>
</table>

aOHC: online health community.  
bRDD: regression discontinuity design effect.  
cPRS: physician rating score.

**Data Collection**

This study used existing records to conduct a retrospective study. The requirement for individual doctor consent was waived as the study did not impact clinical care and all data were deidentified. None of the data collected for the study were related to private information about the physicians.

Through the web crawler technology, a longitude data set from July 26, 2017, to June 26, 2018, was collected and filtered monthly from the Good Doctor website for the study. The collected data set contained the variables used in this study and other deidentified information. Among the online physicians, over 140,000 were involved and participated in OHC [1] with their personal profiles (including personal home pages). In January 2018, 346 of them were awarded the honorary title 2017 Annual Good Doctor. Honorary titles were rated based on the number of consultations, the number of appointment referrals (patients), patient satisfaction with online services (the review...
The flowchart of data acquisition and filtering process is shown in Figure 2.

**Figure 2.** Data collection and preprocessing procedures.

During the preprocessing, outliers were removed from the original data. The design of the study is based on the propensity score matching (PSM) with 1:1 matching. The distribution of the logarithm of monthly consultations and that of the monthly home page views are illustrated in Figures 3 and 4. In these figures, 0 indicates the control group and 1 indicates the treatment group. The distribution results suggest that the causal effect cannot be estimated with the distributions directly.
Figure 3. Distribution of the logarithm of monthly consultations, with 0 indicating the control group and 1 indicating the treatment group.
Estimation of RDD Effect

Through the RDD model, this study attempted to identify the ATE [21] of honorary titles for physicians on the changes in their service volumes. The theoretical contributions of this study not only lie in the design for estimating the RDD effect but also in combining it with the DID model through prediction of the counterfactual outcomes of the matching samples. The prediction of the RDD effect can be modeled as [22] follows:

$$E[Y] = \beta_0 + \sum_{j=1}^{5} \beta_j X_j$$

Where $E[Y]$ and $E[X]$ are the estimated expectation of the treatment group and the control group with the covariates $x$ (ie, time period) and the outcomes $y$ (ie, Patient$_t$ and Views$_t$), respectively.

To derive a balanced control-treatment case data set, we trained the logistic regression to estimate the PS [23].

$$\log \left( \frac{p}{1-p} \right) = \beta_0 + \sum_{j=1}^{5} \beta_j X_j$$

where $\beta_0$ is the coefficient of the constant term and $\beta_j$, $j=1,...,5$, are the coefficients of the covariates, as detailed in Table 1.

The error term $\epsilon$ obeys a normal distribution with mean and variance $\sigma^2$.

We then matched control-treatment cases on pretreatment covariates with the PS. In the matching process, the scalar (N) can be preset for the number of matches needed (ie, the default value 1 is for one-to-one matching). More similar units are more likely to experience similar trends to meet the parallel path assumptions. Thus, the bias of the RDD effect can be reduced with such data sets of control-treatment pairs.

Results

In this section, we describe the results with descriptive statistics, the overlap assessment, and the differential treatment effect of honorary titles. Our findings provide empirical evidence that a regression discontinuity exists at the cutoff of the period.

Descriptive Statistics

The statistics of the empirical experimental data for each month are shown in Table 2. The state column illustrates the initial mean value of the experimental period, and the following 11 columns show the marginal changes per month. For example, PRS in August 2017 was 0.01, which means that it increased by 0.01 on average from the mean value (4.58) in the last month (July 2017). As the certification date of honorary titles (award) was January 20, 2018, the examined periods of treatment were from January 2018 to June 2018 (6 months).

From Table 2, the results show that for D=1 (award), monthly changes of preaward PRS were positive, whereas for D=0 (nonaward), there were negative changes. In terms of the thank you letters, the monthly data of D=1 (award) was higher than that of D=0 (nonaward). Similar trends were observed for virtual
gifts, posted articles, contribution scores, consulted patients, and home page views.

Table 2. Statistics of the empirical experimental data.

<table>
<thead>
<tr>
<th>Variables</th>
<th>State^a</th>
<th>T=0 (Monthly data^b)</th>
<th>T=1 (Monthly data)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D=1 PRS^c</td>
<td>4.58</td>
<td>0.01</td>
<td>0.008</td>
</tr>
<tr>
<td>Thank^d</td>
<td>139.3</td>
<td>6.6</td>
<td>6.4</td>
</tr>
<tr>
<td>Gift</td>
<td>711.4</td>
<td>25.4</td>
<td>22.2</td>
</tr>
<tr>
<td>Contr^e</td>
<td>87370</td>
<td>3699</td>
<td>3684</td>
</tr>
<tr>
<td>Article</td>
<td>63.77</td>
<td>1.01</td>
<td>1.19</td>
</tr>
<tr>
<td>Patient^f</td>
<td>5771</td>
<td>186</td>
<td>173</td>
</tr>
<tr>
<td>Views^g</td>
<td>4,099,352</td>
<td>173,977</td>
<td>184,098</td>
</tr>
<tr>
<td>D=0 PRS</td>
<td>4.493</td>
<td>-0.007</td>
<td>-0.005</td>
</tr>
<tr>
<td>Thank</td>
<td>121.8</td>
<td>4.2</td>
<td>4.1</td>
</tr>
<tr>
<td>Gift</td>
<td>611.5</td>
<td>14</td>
<td>10.9</td>
</tr>
<tr>
<td>Contr</td>
<td>78281</td>
<td>1515</td>
<td>1471</td>
</tr>
<tr>
<td>Article</td>
<td>50.57</td>
<td>-2.02</td>
<td>0.61</td>
</tr>
<tr>
<td>Patient^f</td>
<td>5220</td>
<td>87</td>
<td>79</td>
</tr>
<tr>
<td>Views^g</td>
<td>4,882,225</td>
<td>143,432</td>
<td>141,268</td>
</tr>
</tbody>
</table>

^a Initial state of the recorded data.
^b Monthly change of the recorded data.
^c PRS: physician rating score.
^d Thank: Thank you letters.
^e Contr: contribution score.
^f Mean of the monthly consultations of the group.
^g Mean of the monthly home page views of the group.

Overlap Assessment

The first step in analyzing the experimental data was to estimate the PSs using a logistic regression model with one main effect (on treatment) for each covariate. In the estimation of PS, the dispersion parameters for the binomial family were taken to be 1. With many covariates, it is difficult to examine the numeric diagnostics carefully for each covariate. As usual [24,25], graphical diagnostics are helpful for quickly assessing the covariate balance. Although the densities of raw treated and matched treated cases did not change, those of raw controls and matched controls changed significantly. The absolute standardized difference is defined as follows [26]:

\[
\text{mean}(x_{\text{treat}}) \quad \text{and} \quad \text{mean}(x_{\text{control}}) \quad \text{denote} \quad \text{the sample mean of the covariate in treated and control units (physicians), respectively, and} \quad s^2_{\text{treat}} \quad \text{and} \quad s^2_{\text{control}} \quad \text{denote the sample variance of the covariate in treated and control units, respectively.}
\]

Figure 5 shows the weighted dots by their proportional size, which is also useful for stratification. Meanwhile, the absolute standardized difference is helpful for comparing the mean of continuous variables between the 2 groups, as illustrated in Figure 5 (right). The results show an adequate overlap of the PSs, with a good control match for each treated unit.
**Differential Treatment Effect of Honorary Titles**

This treatment effect illustrates the impact of honorary titles on the changes in physicians’ service volumes. Two tests for the estimation of the impact of honorary titles were carried out with the panel data of 12 months. The period of control was investigated from July 2017 to December 2017, and the period of treatment was from January 2018 to June 2018. Among them, the first month of control was used to acquire the initial state of the system. The marginal quantity of the sequential periods was then acquired accordingly. The impacts of honorary titles on monthly consultations and home page views were analyzed using the panel data, as demonstrated in Table 3. The estimation of the number of monthly consultations before and after doctors receiving honorary titles is also visually illustrated in Figure 6. Similarly, this study also investigated the estimates of the number of monthly home page views, and the results are shown in Figure 7.

**Table 3.** Parametric and nonparametric estimates of the coefficient (the treatment effect).

<table>
<thead>
<tr>
<th>Group and methods</th>
<th>Estimate</th>
<th>SE</th>
<th>N</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Monthly consultations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parametric</td>
<td>6.113</td>
<td>5.970</td>
<td>3696</td>
<td>.31</td>
</tr>
<tr>
<td>Nonparametric</td>
<td>-9.286</td>
<td>8.087</td>
<td>1680</td>
<td>.25</td>
</tr>
<tr>
<td>Treatment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parametric</td>
<td>20.699</td>
<td>9.095</td>
<td>3806</td>
<td>.02</td>
</tr>
<tr>
<td>Nonparametric</td>
<td>5.133</td>
<td>10.277</td>
<td>2422</td>
<td>.62</td>
</tr>
<tr>
<td><strong>Monthly home page views</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parametric</td>
<td>80.666</td>
<td>10.704</td>
<td>3696</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonparametric</td>
<td>66.814</td>
<td>13.535</td>
<td>2352</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Treatment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parametric</td>
<td>84.340</td>
<td>14.535</td>
<td>3806</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonparametric</td>
<td>73.351</td>
<td>18.386</td>
<td>2422</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aN: number of physicians in the experimental data.
Figure 6. Estimation of the number of monthly consultations before and after physicians receive honorary titles.

In Table 3, the results show that the parametric estimates of the coefficient (the treatment effect of the honorary title) are significantly positive ($P<.001$) on monthly home page views. The estimates were 80,666 for the control group and 84,340 for the treatment group. Similar results were obtained for the nonparametric estimates of the coefficients, which were 66,814 for the control group and 73,351 for the treatment. These results indicate that the physicians with honorary titles had more monthly home page views than their counterparts. Meanwhile, honorary titles highlighted the physicians, accelerating the increase of the monthly home page views more greatly than the others. The number of monthly consultations of the physicians with the honorary titles was larger than those without the titles.

However, the parametric estimates of the effect on monthly consultations are positive (6.113 for the control and 20.699 for the treatment group) but not significant. The nonparametric estimates of the effect on monthly consultations were negative ($-9.286$) for the control and positive (5.133) for the treatment group (also insignificant). These results support our argument that the effect of honorary titles for physicians can significantly multiply the increases in the monthly home page views, yet they cannot significantly impact the monthly consultations.

In Figure 6, despite the decreasing trends, there was also a jump for monthly consultations during the period of receiving honorary titles. The results also indicated that 2 months of lag existed in the RDD. However, the jump in the volume of monthly consultations was insignificant or did not occur instantly. The honorary titles of physicians were awarded in January 2018, whereas a sharp regression discontinuity occurred in March 2018.

In Figure 7, the results show that honorary titles caused a jump in the monthly volume of home page views, that is, a sharp regression discontinuity. Moreover, the trends of the period before the jump were decreasing, which illustrated that the counterfactual observations of monthly volumes would be much less than those before this jump. Therefore, these results provide empirical evidence that regression discontinuity existed at the cutoff of the period.
Figure 7. Estimation of the number of monthly home page views before and after physicians receive honorary titles.

Discussion

Principal Findings

In this paper, we investigated the causal effect of honorary titles for physicians in terms of the changes in their service volumes in online health care communities. Monthly home page views and consultations were chosen as the 2 proxy variables for the outcomes. To identify the causal effect, multiple covariates, including physicians’ rating scores, thank you letters, virtual gifts, online contribution scores, and posted articles, were considered for PS estimation. With pure randomization, the bias of effect estimation was reduced with the assigned samples. Through PSM, the results showed an adequate overlap of the PSs, with a good control match for each treated case. The results showed that honorary titles caused a jump in the monthly volumes of monthly consultations and home page views, specifically a sharp regression discontinuity.

Compared with the discontinuity regressions, the jump in monthly consultations is not as sharp as that of home page views. There may be many reasons for these sharp regression discontinuities. For example, if honorary titles are implemented for ranking and deploying physicians to users, then entitled physicians get more clicks because they appear first. However, consultation capacity is limited by the physician’s schedule. This leads to the limit of the increase in monthly consultations for physicians. In contrast, there is no limit to the increase in home page views, which causes the jump in the monthly volumes of home page views to be much sharper than that of the monthly consultations. In total, changes in the monthly volumes of monthly consultations and home page views reflect the differential treatment effect of honorary titles on physicians’ service volumes. The effect of the incentive policy with honorary titles is objectively estimated from the perspective of both online and offline medical services.

Although the causal study design was performed rigorously with the PSM method, this study still has some limitations. The number of articles posted by physicians was collected monthly for this study, with potential seasonable noise data. Meanwhile, the historical monthly data of the home page views and the online consultation frequency may be a cause of the honorary title for physicians in the current period. In this study, we introduced the time factor to distinguish the factors of the cause and effect among these variables. In future studies, their historical data can also be implemented as covariates to improve the balance of the comparing groups in the causal inference. To further investigate the proxy of physicians’ service volumes, more characteristics could be abstracted from physicians’ articles. In addition, falsification checks could also be implemented in future studies, including investigating whether covariates jump during the period of honorary titles (when jumps occur at cutoff thresholds) and what are the most reasonable time lags.

Conclusions

In OHCs, the platform management provider offers incentive policies (eg, honorary title) to encourage physicians’ web-based involvement. However, the impact of the incentive policy on patients’ online choice of physicians is still unclear. In this study, we investigated the causal effect of honorary titles for
physicians on changes in their service volumes, including monthly home page views and consultations. By stratifying the samples with the treatment (honorary title) and the period (pre- vs postaward), the RDD method was applied to identify the impact of the incentive policy on the service volumes of physicians. A sharp discontinuity was found at the time of the physician receiving the honorary title. The results showed that both parametric and nonparametric estimated coefficients were significantly positive ($P<.001$) for monthly home page views. The effect of honorary titles for physicians can significantly multiply the increases in the monthly home page views, yet its impact on monthly consultations was insignificant. Therefore, these results provide empirical evidence for our claim that regression discontinuity existed at the cutoff of the period. In the future, more investigations can be conducted to identify the time lag of the RDD effect.

Acknowledgments
This work was supported by the National Natural Science Foundation of China (No. 71601026) and the Key Research and Development Program of Sichuan Province (No. 2018SZ0114 and No. 2019YFS0271). The funders had no role in the study design, data collection and analysis, decision to publish, or preparation of the manuscript. The authors would like to thank the platform for the availability of the data.

Authors’ Contributions
All coauthors are justifiably credited with authorship, according to the authorship criteria. The final approval is given by each coauthor. HY led the research and designed and performed all data analysis and interpretation of results. YW, JW, HQ, and YQ participated in the conception, design, and implementation of the study. JW and YQ made substantial contributions to data acquisition. HY and YW drafted the manuscript. YW, YQ, and MG revised the manuscript. MG confirmed the approach and provided essential editorial support for the manuscript.

Conflicts of Interest
None declared.

References


Abbreviations

ATE: average treatment effect
DID: difference-in-differences
OHC: online health community
PPI: physician-patient interaction
PRS: physician rating score
PSM: propensity score matching
RDD: regression discontinuity design

©Haiyan Yu, Yali Wang, Jying-Nan Wang, Ya-Ling Chiu, Hang Qiu, Mingyue Gao. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 09.07.2020. This is an open-access article distributed under the terms of the
Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Original Paper

Gender, Soft Skills, and Patient Experience in Online Physician Reviews: A Large-Scale Text Analysis

Zackary Dunivin¹, BA; Lindsay Zadunayski², BA; Ujjwal Baskota³, BS; Katie Siek¹, PhD; Jennifer Mankoff⁴, PhD

¹Indiana University, Bloomington, IN, United States
²Rensselaer Polytechnic Institute, Troy, NY, United States
³Jackson State University, Jackson, MS, United States
⁴University of Washington, Seattle, WA, United States

Corresponding Author:
Jennifer Mankoff, PhD
University of Washington
Bill & Melinda Gates Center for Computer Science and Engineering
3800 E Stevens Way NE
Seattle, WA, 98112
United States
Phone: 1 4125677720
Email: jmankoff@acm.org

Abstract

Background: Online physician reviews are an important source of information for prospective patients. In addition, they represent an untapped resource for studying the effects of gender on the doctor-patient relationship. Understanding gender differences in online reviews is important because it may impact the value of those reviews to patients. Documenting gender differences in patient experience may also help to improve the doctor-patient relationship. This is the first large-scale study of physician reviews to extensively investigate gender bias in online reviews or offer recommendations for improvements to online review systems to correct for gender bias and aid patients in selecting a physician.

Objective: This study examines 154,305 reviews from across the United States for all medical specialties. Our analysis includes a qualitative and quantitative examination of review content and physician rating with regard to doctor and reviewer gender.

Methods: A total of 154,305 reviews were sampled from Google Place reviews. Reviewer and doctor gender were inferred from names. Reviews were coded for overall patient experience (negative or positive) by collapsing a 5-star scale and coded for general categories (process, positive/negative soft skills), which were further subdivided into themes. Computational text processing methods were employed to apply this codebook to the entire data set, rendering it tractable to quantitative methods. Specifically, we estimated binary regression models to examine relationships between physician rating, patient experience themes, physician gender, and reviewer gender.

Results: Female reviewers wrote 60% more reviews than men. Male reviewers were more likely to give negative reviews (odds ratio [OR] 1.15, 95% CI 1.10-1.19; P<.001). Reviews of female physicians were considerably more negative than those of male physicians (OR 1.99, 95% CI 1.94-2.14; P<.001). Soft skills were more likely to be mentioned in the reviews written by female reviewers and about female physicians. Negative reviews of female doctors were more likely to mention candor (OR 1.61, 95% CI 1.42-1.82; P<.001) and amicability (OR 1.63, 95% CI 1.47-1.90; P<.001). Disrespect was associated with both female physicians (OR 1.42, 95% CI 1.35-1.51; P<.001) and female reviewers (OR 1.27, 95% CI 1.19-1.35; P<.001). Female patients were less likely to report disrespect from female doctors than expected from the base ORs (OR 1.19, 95% CI 1.04-1.32; P=.008), but this effect overrode only the effect for female reviewers.

Conclusions: This work reinforces findings in the extensive literature on gender differences and gender bias in patient-physician interaction. Its novel contribution lies in highlighting gender differences in online reviews. These reviews inform patients’ choice of doctor and thus affect both patients and physicians. The evidence of gender bias documented here suggests review sites may be improved by providing information about gender differences, controlling for gender when presenting composite ratings for physicians, and helping users write less biased reviews.

(J Med Internet Res 2020;22(7):e14455) doi:10.2196/14455

https://www.jmir.org/2020/7/e14455
Introduction

Background

Physician review sites are relatively new and were initially greeted with concern by some in the medical community. In particular, some physicians were critical of the lack of transparency in composite statistics [1] and were concerned that online reviews could harm their careers [2]—perhaps unfairly [3,4]. Although ratings are generally high [2,3,5,6], negative ratings undoubtedly influence patient behavior [7] and impact doctors [1,8]. Some doctors have attempted to gag patients by contractually prohibiting them from writing online reviews [9].

Most studies of online physician reviews have focused on portals such as HealthGrades [10], RateMDs [11], Vitals [12], and Yelp [13]. Studies tend to have a small sample size; analyzing approximately 5400 reviews [6]. Many studies aim to understand the factors that influence quantitative physician ratings. The qualitative analysis of 712 reviews by López et al [5] established thematic categories that tended to appear in reviews. Paul et al [14] replicated and expanded this work with a natural language processing (NLP) approach, which they applied to the text of 50,000 online reviews downloaded from RateMDs [11]. Their novel joint-topic–sentiment modeling approach found that certain textual accounts of interpersonal skills such as rude, arrogant, and condescending are strongly associated with negative reviews, and drew attention to the role of patient experience of bureaucratic process in reviews, noting that these experiences were often reflected in reviews. Wallace et al [15] expanded on the work by López et al [5] and Paul et al [14] by analyzing 60,000 reviews to identify relationships between overall rating, health outcomes, and cost of care. To date, the only study to investigate the relationship between physician reviews and gender is that by Nwachukwu et al [16] on surgeon quality in sports medicine. They found that communication style influenced the valence of ratings for top- and bottom-tier surgeons and that female surgeons typically had higher ratings [16]. These and other studies of online reviews endeavor to understand how clinical experiences influence patient satisfaction and health outcomes. However, they tend to overlook or minimize questions about whether online review data reflect real experiences of medical care. Reviews may not be representative of the public or reflect demographic variation in health care utilization; indeed, doctor reviews are typically written by educated, younger, affluent, and healthier people [5]. However, a study comparing ratings of over 3000 physicians with licensing data showed a clear relationship between doctor quality and ratings [3].

Little research has studied the impact of gender or other demographic factors on the content and ratings of online physician reviews. Although qualitative studies of doctor-patient relationships have considered both negative and positive experiences [5], including the impact of demographics [17-19], the nature of these studies makes it difficult to estimate the size or scope of gender and other demographic variation in online physician reviews. Furthermore, gender differences, in particular biased interpretations of clinical experiences based on gender stereotypes, may impact online review content, which in turn may negatively impact both patients and physicians and perpetuate false gender stereotypes. The large-scale systematic study we present here documents gender differences in patient reviews with respect to both patients and doctors and proposes improvements for online review systems that could help reduce these disparities, thus improving information quality.

Gender and Health Care

Although we know little about gender in the context of online reviews, gender has been studied extensively in the social sciences for over half a century. Much of this work investigates the role of gender in medical care and health systems more generally.

Gender is a cultural construct that affects people’s expectations and actions [20]. In social contexts and practices [21], gender is assessed independently of one’s identity [22]. Thus, any name appearing in online text is likely to be interpreted in terms of the man/woman binary, which is reflected in the use of gender in the current doctor review literature.

The expectations of one’s behavior differ depending on one’s assessed gender. Indeed, leadership traits praised in men are penalized in women, while traditional feminine behavior is seen as ineffective [23]. When writing references, men are described with more standout and ability-based words and fewer grindstone words (eg, hardworking, conscientious) [24], and women are described with more communal words [25]. Even when all factors are controlled, people rated teachers differently on hard skills (eg, promptness, fairness) and soft skills depending on the gender portrayed by the instructor [26]. Thus, bias may influence review content even when performance is identical.

In health care, gender differences influence doctors’ communication with patients [27-29], doctor and patient trust [30], and even diagnosis error rates [27]. Female doctors are seen as partners and more involved in the patient-doctor relationship, whereas female patients are treated with more condescension [27,29,31], have their concerns dismissed [29] and credibility doubted [27]. Conversely, patient satisfaction is dependent on more caring communication styles for women than for men [32]. However, many studies documenting these trends are small in scale or have weak evidence [33]. One exception is a study of over 10,000 people experiencing long-term illness in Sweden, where women reported being blamed, interrupted, disbelieved, doubted, and regarded as stupid [19]. These gender differences are likely to impact review scores, as lower patient satisfaction is correlated with high physician dominance, which can manifest itself in gendered actions (eg, poor information sharing and use of medical jargon) [34]. In this study, we investigate how these gender biases are represented in online reviews, which affect patients, physicians, and people using the reviews.
Study Design and Motivation

The goal of this study was to broaden and deepen our understanding of the impact of gender bias and other gender differences on online physician reviews. We leveraged reports of patient sentiments about their doctors through a large-scale analysis of online reviews. The Google Place review data analyzed here allowed us to identify patient and reviewer gender and characterize patient sentiment or experience in terms of both overall quality (a reviewer-entered Likert-type scale) and thematic content. Specifically, we formulated the following hypotheses (H):

- H1a—Physician ratings and physician gender: Female physicians are more likely to receive negative reviews than male physicians.
- H1b—Physician ratings and reviewer gender: Female reviewers are more likely to report negative experiences with doctors.
- H2a—Soft skills and physician gender: Female physicians are more likely to receive criticism mentioning soft skills than male physicians.
- H2b—Soft skills and reviewer gender: Female reviewers are more likely to mention soft (interpersonal) skills in negative reviews.
- H3—Reviewer gender and physician gender: Female reviewers are more likely to report negative experiences with male doctors.

Hypotheses H1a and H1b relate to physician gender and reflect the findings of prior work on gender inequalities in reviewing in other fields [24-26]. Hypotheses H2a, H2b, and H3 are based on prior work documenting gender differences in clinical encounters [27,28].

Our approach comprised both qualitative and quantitative perspectives on review content that mutually informed one another throughout the research process. We collected and analyzed a corpus of 154,305 reviews of doctors that constitutes a large nationally representative sample of physician reviews across all medical subfields and clinical contexts. Our focus was specifically on characterizing the differences in experience quality and content as they relate to reviewer and doctor gender.

This study contributes to the larger body of work on the impact of gender on clinical interactions and provides insight into what patients value in their doctors. Furthermore, we add to the small but growing body of literature that seeks to develop a general understanding of online reviews and the systems that collect and display them. Our results must be interpreted with caution due to the unstructured and often short nature of the patient narratives in reviews, the relative crudeness of the NLP techniques employed (as compared with human interpretation), and selection biases introduced by nonrepresentative variation in demographic characteristics of reviews and the types of experiences that motivate patients to write reviews. Such selection biases are almost unknown although we make a novel contribution here.

Online reviews provide an opportunity to learn, at scale, about patients’ perceptions of their doctors. Our findings have direct implications for the design of review sites and the presentation of search results. We argued that there are a number of useful ways in which gender differences can be reflected and potentially corrected in the presentation of information on the internet.

Methods

This study is a large-scale ($N>10^5$) text analysis of reviews of US physicians in the form of social media trace data. Social media trace data have the advantage of feature richness, (often) wide availability, and relation to genuine human social behavior outside of an experimental or survey context. The analytic approach we pursued in this study followed a similar process to the hybrid ethnographic and NLP approach advocated by Nelson [35]. The methodological framework is a recursive process whereby qualitative text analysis (sometimes called deep reading or content analysis) informs computational feature extraction, which is then evaluated through further qualitative analysis. This refinement process continues until the patterns in the computationally derived features match the intuitions and examples accumulated through qualitative analysis fairly well. Ultimately, a quantitative analysis, in this case regression modeling, is applied to validate large-scale patterns in the data. The rest of this section details the specifics of this approach, the review sampling process, inference of reviewer and physician gender, and modeling of associations and interactions among the variables of interest.

Physician Review Collection

To examine how gender influences patient experience at scale, we sought a representative sample of reviews of US physicians. As gender and other demographic variables are rare in social media, we sought data that contained physician and reviewer names, which we used as a proxy for gender.

Review Collection Application Programming Interface

After exploring possible sources of physician reviews considering various application programming interface (API) features and use in prior work, we selected the Google Places API [36]. The API provides access to patient and physician names, which we leveraged to infer gender, as well as a broad range of areas and specialties. The Google My Business API has a 5-review limit for any particular doctor. Unfortunately, the API documentation does not provide information on how these reviews are selected. We can be fairly confident, however, that reviewer gender is not a factor. Thus, it is unlikely that this introduces bias into the sample with regard to the variables of interest. Furthermore, we took measures to ensure that our personal search histories did not influence review collection.

Geographical Sampling

Reviews, physicians, and practices are likely to vary by location. Differences in locale, such as rurality or urbanity, can influence health outcomes and care options, as can regional differences. For instance, in the United States, mortality rates of particular conditions have been shown to differ greatly from state to state [37]. Samples were taken across states from multiple regions of the United States using the Google Places API to control for the effect of locale. We steadily increased latitude and longitude...
intervals throughout each state with a 10,000-m radius to capture both urban and rural regions.

Data Summary

Reviews returned by the Google My Business API were either for a place (such as a practice with multiple doctors) or a physician. The API provided additional review-specific data for each review: a 5-point Likert-type rating assigned by the reviewer to the doctor or practice, doctor name, reviewer name, the location of the practice, and the text content of the review. The reviewer and physician gender were determined automatically using third-party software described in the following section.

The collection strategy described in this section yielded 154,305 reviews of physicians across the United States. These reviews spanned 2007 to 2017. Doctor ratings were highly polarized, exhibiting a U-shaped distribution (Figure 1). Of the reviews collected, 46,605 were rated 1 star or 2 stars (negative reviews) and 107,700 were rated 4 stars or 5 stars (positive reviews). Another 3,208 reviews were rated 3 stars and were omitted from our analyses. We did not screen for particular specialties.

Figure 1. Left: Gender distribution in the complete data set (N=154,305). The unknown category represents clinics and names that were androgynous or unknown to the gender classifier. Middle: Distribution of physician ratings by physician gender (N=137,329). Right: Distribution of physician ratings by reviewer gender (N=129,985).

The mean length of positive reviews was 50 words, while the mean length of negative reviews was 100 word (both follow heavy-tailed distributions). The distribution of inferred gender for both doctors and reviewers is shown in Figure 1. Note that we expected to see a fairly high rate of unknown gender in these data because some reviews are for medical practices that include multiple physicians. In addition, some physicians’ gender could not be identified. Given the presence of nonperson entities among physicians, it is perhaps surprising that reviewers have a greater rate of gender ambiguity. This likely reflects typos and pseudonyms among reviewers, who have a weaker incentive to use the correct name. However, the high rate of gender detection suggests that this should not be a great concern, as almost all reviewers use real names, not screen names. We were less certain about the rate of pseudonymous users but proceeded on the assumption that even when pseudonyms are used, they accurately reflect the reviewer’s gender.

Qualitative Coding

Sampling Strategy

To guide our quantitative analysis and support the validation of our approach, we additionally selected a small sample of reviews for hand coding. A total of 200 reviews were selected for hand coding using stratified sampling for a distribution of 60% negative (3/5 from each state) and 40% positive (2/5 from each state) reviews because our initial read-throughs indicated that negative verbiage was less prevalent than positive verbiage in our sample.

As this sample was relatively small in comparison with the number of total reviews collected, we used search terms intended to select for specialties that would help us focus on specific patient genders. We selected 50 reviews by mostly female reviewers using maternal, fetal, fertility, natal as search terms for clinic name and maternity, fetal, miscarriage, trimester, fertility, natal, birth, pregnancy, delivery, baby, midwife, Ob/Gyn in the review. We also selected 50 reviews by mostly male reviewers using cancer, prostate in the review itself, along with 100 reviews of both male and female urology reviewers. All of these reviews were manually assessed to ensure that they represented the assigned group. Although pregnancy and prostate cancer are not comparable medically, we chose them because they selected for patients by biological sex. They are the only common conditions that affect only one biological sex. This reduces uncertainty in our interpretation of the qualitative data.

We analyzed these reviews to construct a codebook (Multimedia Appendix 1) and develop an intuition for the patterns of thematic content and gendered interaction in physician reviews. Throughout this paper, we reflect on these patterns or illustrate particular situations by quoting largely from the reviews in this sample. The intuitions we developed through our qualitative and quantitative analyses have led us to conclude that situations reported in exemplar quotations generalize beyond the women’s health or urological contexts. Accordingly, our quantitative analysis and some follow-up quantitative investigations span the entire data set.

When we quote reviews, they will be cited with the following descriptors: physician gender (Male; Female; Unknown), star rating (1-star, 2-star,..., 5-star), doctor type (O=OBGYN; U=UROLOGY). For example, (Male; 5-star; O5654) is an
OBGYN review of a male physician with a 5-star rating. Quotes are exemplary of many similar statements found in the reviews, with some synthesis and paraphrasing to support anonymization.

**Codebook Construction**

We developed a codebook to regulate our analysis of the reviews. These codes were divided into 2 parts: regular codes and context codes. Context codes relate to demographic information, doctor gender, or specialty, while regular codes reflect the content of the review, for example, *professional or rude*.

We began with codes identified by López et al [5]. We also used iterative open coding to identify common categories of statements in the data. After coding each of the qualitative samples in Text Analysis Markup System [38], we took each coded section and created an affinity diagram, grouping similar segments independent of the initial codebook to represent the content of the reviews most accurately. These were then grouped into overarching categories that could be used for the analysis of the full dataset. The process resulted in 7 main thematic areas: *process, candor, trust, investment, amiability, indifference,* and *disrespect*. The themes represented 2 general categories: those pertaining to nursing and administrative *process (process)* and those pertaining to soft skills. The latter group was further subdivided into *positive (candor, trust, investment, amiability)* and *negative (indifference, disrespect)* soft skills. After developing the codebook, 3 authors coded 20 reviews to assess interrater reliability using Cohen kappa (Table 1) and then refined the categories to improve agreement.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Sample terms</th>
<th>Kappa</th>
<th>Count</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Positive soft skills</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Candor</td>
<td>Honest, explain, answer, direct</td>
<td>0.61</td>
<td>113</td>
<td>0.77</td>
<td>0.74</td>
<td>0.90</td>
</tr>
<tr>
<td>Trust</td>
<td>Support, safe, reassure, comfort</td>
<td>0.95</td>
<td>41</td>
<td>0.84</td>
<td>0.57</td>
<td>0.76</td>
</tr>
<tr>
<td>Investment</td>
<td>Respect, care, compassion, listen</td>
<td>0.91</td>
<td>65</td>
<td>0.42</td>
<td>0.60</td>
<td>0.74</td>
</tr>
<tr>
<td>Amicability</td>
<td>Warm, friendly, personable, funny</td>
<td>0.94</td>
<td>31</td>
<td>0.82</td>
<td>0.46</td>
<td>0.84</td>
</tr>
<tr>
<td><strong>Negative soft skills</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indifference</td>
<td>Cold, dismiss, ignored, abandoned</td>
<td>0.53</td>
<td>25</td>
<td>0.87</td>
<td>0.44</td>
<td>0.16</td>
</tr>
<tr>
<td>Disrespect</td>
<td>Rude, harass, condescending, arrogant</td>
<td>0.40</td>
<td>25</td>
<td>0.92</td>
<td>0.50</td>
<td>0.44</td>
</tr>
<tr>
<td>Process</td>
<td>Cost, nurse, staff, wait</td>
<td>0.83</td>
<td>115</td>
<td>0.87</td>
<td>0.84</td>
<td>0.96</td>
</tr>
</tbody>
</table>

*aKappa represents interrater agreement (on 20 reviews).*

*bAccuracy, precision, and recall, respectively, on a random sample (*N*=100) of 200 total reviews. A review is labeled as pertaining to a theme if at least one of the words in the theme in dictionary is presented in the review. Note the infrequency of negative soft skills (16 and 25 for indifference and disrespect, respectively), contributing to low precision and recall.

**Computational Feature Extraction**

**Gender Detection**

A third-party Python library [39] was used to infer the probable gender of physicians and reviewers based on their name. Although not everyone identifies within the female-male gender binary [22], currently, gender is typically assessed and reacted to with respect to this binary [21], so a binarized gender of reviewers and physicians was extracted using the names provided. Although a binary definition of gender does not capture the spectrum of gender and gender relations, capturing a more complex understanding of gender is infeasible given the scope of our data and the lack of identifying information for reviewers and doctors beyond name.

To verify the accuracy of the gender inference procedure, we took a random sample of 200 reviews and compared automatically inferred gender with our human-coded gender determinations informed by close reading of the reviews informed by name and gender pronouns. Automated physician gender inference was 98% accurate. The accuracy of reviewer gender was not examined because the only available measure was the reviewer’s name.

The distribution of genders is shown in Figure 1 (left). Gender could not be inferred for 12.8% of physicians and 17.5% of patients. A logistic regression model (not shown) estimated with high confidence that female physicians are 1.41 times more likely to be reviewed by female patients (*P*<.001). A second model (also not shown) indicates that physicians are 4.36 times more likely to be reviewed by patients of the same gender (*P*<.001). These figures do not necessarily represent the actual gender distribution of patients seen by doctors, as there may be selection bias for or against intragender reviews.

**Thematic Content of Reviews**

Informed by the qualitative analysis, dictionaries were developed relating to the 7 themes (*process, candor, trust, investment, amiability, indifference,* and *disrespect*) identified in the qualitative coding. Review text was stemmed using Porter stemmer and tagged with a binary label for each theme if the review mentioned a word in the theme’s dictionary. Working separately, we coded 200 reviews to assess the ability of the codebook to identify each of the themes. Table 1 presents summaries of the themes, their kappa statistics, and the performance of the binary variables when applied as a single-feature classifier against a random test set of 100 hand-coded reviews that were not used to inform the codebook.
Tables 2 and 3 display the frequencies with which the terms appear in the corpus and the proportion of reviews for each combination of gender/physician rating for physician gender and patient gender separately.

**Table 2. Prevalence of themes by physician gender.**

<table>
<thead>
<tr>
<th>Theme</th>
<th>Doctors (female, n=36,847; male, n=74,189)</th>
<th>Reviewers (female, n=67,857; male, n=43,179)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Female (negative; n=13,874), n (%)</td>
<td>Female (negative; n=18,780), n (%)</td>
</tr>
<tr>
<td></td>
<td>Male (positive; n=22,973), n (%)</td>
<td>Male (positive; n=49,077), n (%)</td>
</tr>
<tr>
<td></td>
<td>Male (negative; n=17,906), n (%)</td>
<td>Male (negative; n=13,000), n (%)</td>
</tr>
<tr>
<td></td>
<td>Male (positive; n=56,283), n (%)</td>
<td>Male (positive; n=30,179), n (%)</td>
</tr>
<tr>
<td>Positive soft skills</td>
<td>7403 (53.36)</td>
<td>9102 (48.47)</td>
</tr>
<tr>
<td>Candor</td>
<td>2756 (19.86)</td>
<td>3104 (16.52)</td>
</tr>
<tr>
<td>Trust</td>
<td>754 (5.43)</td>
<td>906 (4.82)</td>
</tr>
<tr>
<td>Investment</td>
<td>4724 (34.05)</td>
<td>5834 (31.06)</td>
</tr>
<tr>
<td>Amicability</td>
<td>1928 (13.90)</td>
<td>2231 (11.88)</td>
</tr>
<tr>
<td>Negative soft skills</td>
<td>4629 (33.36)</td>
<td>5686 (31.25)</td>
</tr>
<tr>
<td>Indifference</td>
<td>866 (6.26)</td>
<td>1101 (5.86)</td>
</tr>
<tr>
<td>Disrespect</td>
<td>4112 (29.64)</td>
<td>5178 (27.57)</td>
</tr>
<tr>
<td>Process</td>
<td>9330 (67.25)</td>
<td>11,469 (61.07)</td>
</tr>
</tbody>
</table>

Dictionary-based text analysis is crude in that it cannot determine valence, that is, the dictionary approach cannot distinguish between the phrase “Dr. X listens,” for example, “Great bedside manner. She was kind and listened to everything I had to say” (Female; 5-star; 15180), and the many variants of its negation, for example, “I never felt like she truly listened” (Female; 1-star; 25068). Positive soft skills are more likely to be negated than negative ones, largely because double negatives are far less common than single negatives in English. This is borne out by the associations between each theme and negative reviews in the set of models summarized in Table 4. Determining valence is further complicated by constructs that contradict a negative, such as “If you want a doctor who knows what’s best after not listening to you for 5 minutes, don’t see him. This quality of care is almost impossible to find” (Male; 5-star; 40558). As reviewers have assigned a general valence to their experience, we leveraged physician ratings to distinguish positive from negative sentiment. However, this applies only in analyses where positive reviews are considered in isolation from negative reviews and vice versa. In the quantitative analyses below, we typically controlled for interactions between gender and physician rating. Therefore, when considering a soft
skill in the context of reviews with ratings of the opposite valence, the soft skill should be interpreted as the negation of that interpersonal trait. For instance, when amicability appears in a negative review, the reader should interpret this as the absence of amicability, whereas disrespect in the same review should be regarded as the presence of disrespect.

Table 4. Logistic regression on the presence of a theme in review (n=106,325).

<table>
<thead>
<tr>
<th>Modela</th>
<th>Intercept</th>
<th>Doctorsex</th>
<th>Reviewerxx</th>
<th>RatingNeg</th>
<th>Doctorx×RatingNeg</th>
<th>Reviewerx×RatingNeg</th>
<th>Reviewerx×Reviewerxx</th>
</tr>
</thead>
<tbody>
<tr>
<td>No interactions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Candor</td>
<td>−1.92c</td>
<td>0.15c</td>
<td>0.16c</td>
<td>−0.10c</td>
<td>—d</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Trust</td>
<td>−2.40c</td>
<td>0.19c</td>
<td>0.27c</td>
<td>−1.01c</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Investment</td>
<td>−0.40c</td>
<td>0.27c</td>
<td>0.21c</td>
<td>−0.88c</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Amicability</td>
<td>−1.57c</td>
<td>0.25c</td>
<td>0.23c</td>
<td>−1.20c</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Indifference</td>
<td>−5.26c</td>
<td>0.29c</td>
<td>0.18c</td>
<td>2.19c</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Disrespect</td>
<td>−5.30c</td>
<td>0.35c</td>
<td>0.24c</td>
<td>3.39c</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Doctorx×RatingNeg</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Candor</td>
<td>−1.88c</td>
<td>0.01c</td>
<td>0.16c</td>
<td>−0.31c</td>
<td>0.47c</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Trust</td>
<td>−2.39c</td>
<td>0.18c</td>
<td>0.27c</td>
<td>−1.03c</td>
<td>0.04</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Investment</td>
<td>−0.40c</td>
<td>0.26c</td>
<td>0.21c</td>
<td>−0.89c</td>
<td>0.01</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Amicability</td>
<td>−1.56c</td>
<td>0.20c</td>
<td>0.23c</td>
<td>−1.34c</td>
<td>0.29c</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Reviewerx×RatingNeg</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Candor</td>
<td>−1.92c</td>
<td>0.15c</td>
<td>0.16c</td>
<td>−0.10c</td>
<td>—</td>
<td>−0.00</td>
<td>—</td>
</tr>
<tr>
<td>Trust</td>
<td>−2.42c</td>
<td>0.19c</td>
<td>0.31c</td>
<td>−0.86c</td>
<td>—</td>
<td>−0.23c</td>
<td>—</td>
</tr>
<tr>
<td>Investment</td>
<td>−0.42c</td>
<td>0.27c</td>
<td>0.25c</td>
<td>−0.80c</td>
<td>—</td>
<td>−0.14c</td>
<td>—</td>
</tr>
<tr>
<td>Amicability</td>
<td>−1.58c</td>
<td>0.25c</td>
<td>0.25c</td>
<td>−1.12c</td>
<td>—</td>
<td>−0.13c</td>
<td>—</td>
</tr>
<tr>
<td>Doctorx×Reviewerxx</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disrespect</td>
<td>−5.34c</td>
<td>0.46c</td>
<td>0.31c</td>
<td>3.39c</td>
<td>—</td>
<td>—</td>
<td>−0.16c</td>
</tr>
</tbody>
</table>

aRows represent distinct logit models for each of the 7 themes. Each cell reports the log-likelihood that a variable is associated with the given theme. Sentences containing terms related to the process have been removed from the reviews.
bFemale=1, male=0.
cP<.001.
dMissing value indicates that no coefficient was estimated for the given endogenous variable.
eP<.01.

Quantitative Analysis

A total of 3 sets of logistic regression models were fitted to these data. Reviews for which either reviewer or physician gender could not be identified were removed from the analysis in all of the models presented in the Results section. This reduced the data set by 28% from 154,305 reviews to 111,036.

The set of models we present investigated the association between negative reviews and reviewer/doctor gender. The second set comprised models examining the likelihood that a review mentions a soft skill. As our primary variables of interest are binary, and we are interested in interactions among those binary variables, the interpretation of the logistic regression variables is complicated. All interaction terms disrupt the interpretation of their component variables, but this interpretation is even more difficult when estimating all pairwise interactions of a set of variables (in this case, 3). Effectively, this decomposes each main effect coefficient into different components, which must be carefully interpreted and summed to construct odds ratios (ORs) for various conditions. We present one set of regressions on each review theme for each interaction rather than estimating all 3 interactions in a single model for readability. Through these sets, we tested physician gender, reviewer gender, and physician rating for pairwise interactions. The interpret and noninteracting effects are only marginally altered between these models, if at all. An additional set of models estimates the main effects of each dependent variable. When reporting these results, models are grouped by these model classes rather than by the dependent variable, as the relation between the independent variables takes priority over the particulars of the review themes. Finally, a pair of models...
estimates how administrative process correlates with gender, physician ratings, and soft skills.

**Results**

This section discusses the statistical models fit to the review data. The report and discussion of these results is supplemented with excerpts of real reviews examined in the qualitative component of this study. We present these reviews to illustrate and contextualize the quantitative findings and the computational method of feature extraction.

**Physician Ratings and Gender**

Owing to the possibility that reviews could be influenced by clinical processes outside of physician control, we first fit a pair of models with and without mentions of bureaucratic process. The logit models summarized in Table 5 indicate that physician ratings are extensively influenced by gender, irrespective of mentions of process. Four models examine the correlation between sets of independent variables and the probability of a negative review. The A models were fit on all reviews for which we were able to infer both doctor and reviewer gender (N=111,036). In the data set on which we regressed the B models, we stringently controlled for mentions of process, which refer not to the physician but instead to the clinical aspects beyond the patient-physician relationship. The data set for the B models is the result of filtering sentences that mention terms associated with process from the reviews and then removing any reviews that were left without text. This process yielded a slightly smaller data set (N=106,325). Models 1A and 1B present a base model that includes only physician and reviewer gender and an interaction term. Models 2A and 2B control for soft skills, with Model 2A controlling for process. The overlapping coefficient estimates do not differ substantially between the 4 models, suggesting that mentions of process do not substantially alter the correlations captured by the variables of interest in these data. However, we conservatively controlled for them in the remainder of this section, except in models that consider process explicitly.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1A</th>
<th>Model 1B (no process)</th>
<th>Model 2A</th>
<th>Model 2B (no process)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>−1.05</td>
<td>−1.08</td>
<td>−1.12</td>
<td>−0.80</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Doctorf</td>
<td>0.67</td>
<td>0.69</td>
<td>0.63</td>
<td>0.71</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Reviewerf</td>
<td>−0.16</td>
<td>−0.14</td>
<td>−0.14</td>
<td>−0.11</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Doctorf*Reviewerf</td>
<td>−0.03</td>
<td>−0.05</td>
<td>−0.02</td>
<td>−0.03</td>
<td>NSb</td>
</tr>
<tr>
<td>Candor</td>
<td>N/Ac</td>
<td>N/A</td>
<td>0.06</td>
<td>0.05</td>
<td>&lt;.05</td>
</tr>
<tr>
<td>Trust</td>
<td>N/A</td>
<td>N/A</td>
<td>−0.95</td>
<td>−0.92</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Investment</td>
<td>N/A</td>
<td>N/A</td>
<td>−0.89</td>
<td>−0.90</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Amicability</td>
<td>N/A</td>
<td>N/A</td>
<td>−1.49</td>
<td>−1.18</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Indifference</td>
<td>N/A</td>
<td>N/A</td>
<td>2.35</td>
<td>2.28</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Disrespect</td>
<td>N/A</td>
<td>N/A</td>
<td>3.42</td>
<td>3.45</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Process</td>
<td>N/A</td>
<td>N/A</td>
<td>0.84</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

fFemale=1, male=0.
bNS: not significant.
cNot applicable.

Although the dictionaries that contain terms related to review themes were developed in conjunction with our qualitative analysis and were thus thoroughly vetted, there remained concerns that these term lists do not adequately capture the themes they purportedly represent. As discussed in the Methods section, dictionary-based or bag of words (presence or absence of terms) approaches to natural language understanding often struggle to overcome or capture nuance in word use, notably suffering an inability to distinguish positive use from negation. We fit 2 models (2A and 2B) to verify that the soft skill dictionaries are correlated with negative reviews, as expected. The coefficients for the themes indicate that our dictionaries capture the basic tendency we anticipated: 3 of 4 positive soft skills, trust, investment, and amicability, are correlated with positive reviews (negative coefficients; P<.001), and 2 negative soft skills, indifference and disrespect, are correlated with negative reviews (P<.001). Notably, candor is not associated with either positive or negative reviews. This suggests the possibility that candor was mischaracterized by its dictionary. However, the intercoder agreement and classifier performance in Table 1 imply that the dictionary for candor captures the theme equally well as the other positive soft skills. Rather, it seems that candor was misclassified as a positive soft skill and, as defined by its dictionary, is perhaps better understood as a neutral soft skill, appearing equally in positive and negative reviews. The models estimate large absolute effects for the three other positive soft skills. A negative soft skill, indifference, fits a considerably greater effect than any positive soft skill, and disrespect fits an even greater effect. This is consistent with the descriptive statistics in Tables 2 and 3, which suggest that...
although positive soft skills are more strongly associated with positive reviews, they also appear often in negative reviews. Negative soft skills by contrast occur overwhelmingly in negative reviews. Generally, these findings further suggest that our dictionaries accurately represent the themes they attempt to capture.

**H1a: Female Physicians Are More Likely to Receive Negative Reviews Than Male Physicians**

She was harsh and short. I always felt rushed and uncomfortable... it was like she was just making sure she did what was required. No sympathy at all.  
[Female; 1-star review; O6198]

The logit models on physician ratings (Table 5) indicate that female doctors are considerably more likely to receive negative reviews. Model 1B, which includes only physician and reviewer gender and an interaction term, estimates that female physicians’ reviews are 2.00 (95% CI 1.90-2.10) times as likely to be negative than the reviews of male physicians (log OR 0.69, 95% CI 0.65-0.74; P<.001). Model 2B, which controls for mentions of soft skills, estimates a slightly larger coefficient.

**H1b: Female Reviewers Are More Likely to Report Negative Experiences With Doctors**

Contrary to our hypothesis, Model 1B estimates that men write negative reviews at 1.15 (95% CI 1.08-1.16) times the rate of women (P<.001). Controlling for review content themes (Model 2B) fit a slightly smaller estimate. There was no interaction between physician gender and reviewer gender, indicating that female patients are no more likely to give a doctor of a particular gender a negative review than men are.

**Patient Experience, Physician Ratings, and Gender**

Several batteries of logistic regression models were fit to investigate how specific aspects of the patient experience (review themes) interact with gender and overall patient experience (physician rating). The coefficients estimated by these models are listed in Table 4. As described in the Methods section, we fit separate models for each of the interaction terms, as the interpretation of multiple interaction terms is complicated, and separating them into distinct models does not significantly alter the results. We fit models that interact for gender and physician ratings for positive soft skills only, as negative soft skills are almost exclusively found in negative reviews. Furthermore, we report the genderxgender interaction model for disrespect only, as no other model estimated a significant interaction.

As comments about process may be wrongly ascribed to a doctor’s soft skills, the model for each theme controls for mentions of process. We found that process was significantly associated with all soft skills (P<.001), including a strong correlation with amicability and disrespect (see Table 6 and Process and Gender section for a more detailed treatment of this model). The model estimates that process is 2.73 (95% CI 2.65-2.86) times as likely to co-occur with amicability and 2.02 (95% CI 1.92-2.13) times as likely to co-occur with disrespect. This is unsurprising given our qualitative investigation, which found that the reviewers commonly commented on the friendliness or rudeness of the staff. For instance, when positive reviews mentioned both process and disrespect, it almost always contrasted a positive experience with a physician with a negative process experience. Reviewers seemed to be fairly capable of separating feelings about bureaucratic process from their experience with a physician, setting their dissatisfaction with, for example, staff, insurance, or booking aside when assigning a rating to a doctor who otherwise provided a good clinical experience.

**Physician Ratings and Soft Skills**

In our qualitative analysis, we observed that reviews mentioning positive soft skills were primarily associated with high scores for male and female doctors. Reviewers wrote positively about physicians who were candid and direct, “Ladies this doctor listens and responds with respect, she does not talk down to you either” (Female; 5-star; U940); who were trustworthy and supportive, “The delivery would’ve been terrifying without him” (Male; 4-star; O7390); invested, “She asks questions and listens. She makes me feel like I am important” (Female; 5-star; U933); and amicable, for example, “She is an amazing doctor. Kind, caring, empathetic, warm, knowledgeable, quick thinking, funny, and honest” (Female; 5-star; O679). As stated in the discussion of the logit models in Table 5, positive soft skills are more likely to appear in positive reviews (P<.001). These models also estimate large effects for positive soft skills except candor, being at least 2.4 times as likely to appear in positive reviews than negative ones.

We also coded for 2 negative soft skills, indifference and disrespect. Indifference was relatively rare, appearing in only 2% of the reviews. Disrespect was more common, occurring in 8% of all reviews. Unlike positive soft skills, which appeared in both positive and negative reviews, negative soft skills were almost exclusively found in negative reviews. When they did appear in positive reviews, it almost always referred to bureaucratic process, not the physician. Typical reviewer comments coded for negative soft skills relate experiences with doctors who lack courtesy, patience, and warmth toward their patients, for example, “I could not believe how condescending and snippy she was!” (Female; 1-star; O8376); “He was very rude, condescending, arrogant, and appeared angry” (Male; 1-star; U1122). Reviewers also described feeling ignored, “I felt passed around and ignored” (Female; 1-star; O10061), or that their concerns were dismissed, “...brushed it off” (Female; 1-star; O100100) and “I was in tears because he was too stubborn to listen” (Male; 1-star; U1047). Other complaints included ignoring patients’ understanding of their own medical condition and lack of inclusion in decision-making. As reviewers mentioned, “The doctor does not listen to you and forces his opinion down your throat without considering your view. Do not visit here” (Male; 1-star; U398) and “He did not want to listen” (Male; 1-star; U7198). The logit models for negative soft skills indicate that negative soft skills are far more likely to appear in negative reviews than positive ones. The log-likelihood coefficients are considerably stronger for negative than for positive soft skills. This is because
positive soft skills can be negated to note the absence of a positive quality, whereas negative soft skills are rarely negated to indicate a positive quality.

**H2a: Female Physicians Are More Likely to Receive Criticism Mentioning Soft Skills Than Male Physicians**

*I feel 100 percent comfortable telling her anything because I know she holds no judgment and treats everybody with fairness and kindness.* [Female; 5-star review; O8982]

The coefficients in the $Doctor_g \times Rating_{Neg}$ indicate that positive soft skills are more likely to occur in reviews of female physicians. In positive reviews, trust, investment, and amicability were more strongly associated with the reviews of female doctors than those of male doctors ($P<.001$). Trust and investment show no significant interaction between physician gender and physician rating, indicating that all reviews of female physicians are more likely to mention trust and investment than those of men. The models estimate that trust occurs 1.20 (95% CI 1.15-1.26) times and investment 1.31 (95% CI 1.27-1.34) times as often in reviews of female physicians than in those of male physicians. Amicability is estimated to have a significant effect on positive reviews and an additional amplifying effect in negative reviews. Positive reviews of female physicians reported amicability more often than those of male physicians (log OR 0.20, 95% CI 0.17-0.24; $P<.001$). To calculate the probability of mentions of amicability in female doctors’ negative reviews, we summed the base (that of positive reviews) log OR (0.20) with the log OR (0.29, 95% CI 0.19-0.38; $P<.001$) from the interaction term. The model estimates that amicability is much more likely to be mentioned in negative reviews of female physicians than in reviews of male physicians (log OR 0.49, 95% CI 0.36-0.62). Similarly, candor is much more likely to appear in negative reviews of female physicians (log OR 0.48, 95% CI 0.35-0.60; $P<.001$), although it is equally likely to appear in male and female physicians’ positive reviews.

Negative soft skills are more easily interpreted than positive ones, as they are less likely to be negated and thus occur predominately with negative valence. As discussed earlier, this is supported by the stronger associations of negative soft skills with negative reviews than those of positive soft skills and positive reviews. Qualitative analysis of reviews indicated that disrespect, when it occurs in positive reviews, usually refers to process. However, occasionally, reviewers will contradict or justify negative soft skills when referring to positive experiences with physicians, for example, “Some may misinterpret her candor as rudeness, but I appreciate that about her - she always gets right to the point” (Male; 5-star; 951) and “He can seem somewhat arrogant, but I’ve been seeing him for a while now, and he really knows his stuff and takes his patients very seriously. He has a right to think highly of himself!” (Male; 5-star; 7181).

Given their overwhelmingly negative valence, it is sufficient to model negative soft skills without interactions for gender and overall review quality (the No Interactions section of Table 4). However, it is important to control for physician ratings given the much higher rate of negative reviews in women’s reviews. Both indifference (log OR 0.29, 95% CI 0.20-0.37; $P<.001$) and disrespect (log OR 0.35, 95% CI 0.30-0.41; $P<.001$) are more likely to be mentioned in reviews of female physicians than in reviews of male physicians.

**H2a: Female Reviewers Are More Likely to Mention Soft Skills in Negative Reviews**

Our qualitative analysis did not reveal consistent patterns of association between mentions of soft skills and reviewer gender. As this investigation was limited to a small sample of reviews, we expected the quantitative results to yield patterns consistent with observations of gender differences in patients’ clinical experience reported in the literature. The logit models of soft skills offer 2 advantages in detecting gender bias in clinical settings. First, the high volume of observations may detect a pattern that was too rare to emerge from the qualitative analysis. Second, it may be that gender bias is not explicitly identified in most reviews but rather emerges when looking at the reviews in aggregate. The logistic models of soft skills demonstrate several associations between reviewer gender and soft skills, including interesting interaction effects.

The $Doctor_g \times Rating_{Neg}$ models in Table 4 find that all positive soft skills are more likely to occur in reviews written by women than those written by men ($P<.001$). Candor is roughly 1.17 (95% CI 1.13-1.21) times more likely to appear in all reviews written by women. The other 3 positive soft skills demonstrate a higher rate among women in positive reviews and a compensatory effect in women’s negative reviews. However, this effect merely dampens the greater probability of occurring in reviews written by women, not equalizing it. In the models that did not fit coefficients for gender and rating interactions (No Interactions), both indifference (log OR 0.18, 95% CI 0.09-0.27; $P<.001$) and disrespect (log OR 0.24 95% CI 0.18-0.30; $P<.001$) were more likely to appear in reviews written by women.

**H3: Female Reviewers Are More Likely to Report Negative Experiences With Male Doctors**

*I have hunted for a female Urologist for several years. I was dealing with a male doctor who kept blowing off my concerns as a woman and telling me what women think they feel or know.* [Female; 5-star review; U940]

When women mentioned soft skills, they occasionally related difficulties with their doctor to physician gender. However, female reviewers rarely attributed poor treatment to their womanhood or to male physicians treating women poorly. It was also rare that women commented on the absence of bias in settings where they might have expected it, for example, “While he treats women and men, I think his sensitivity makes him especially good with women” (Male; 5-star; U1081).

To examine whether women or men report differential treatment depending on the gender of their doctor, each model tested an interaction effect between physician gender and patient gender. Only disrespect produced a highly significant gender*gender interaction. The model for disrespect estimates log OR of −0.16 (95% CI −0.28−−0.04; $P=.008$) for women who review female doctors. The reader may be inclined to interpret the negative coefficient for gender*gender interaction as evidence that
women are less likely to report disrespect when seeing a female physician. This is true, but it must be qualified when we ask the question, less likely relative to what?

The odds ratio for the gender × interaction indicates that the discrepancy in reports of disrespect between women and men is not so great when seeing a female doctor as we would have expected given the difference between women and men when seeing a male doctor. Female reviewers would seem to benefit from seeing female doctors, as we cannot reject the null that men and women report disrespect from a female doctor at equal probability. The Doctor\(_F\) × Reviewer\(_F\) model of disrespect estimates women to be 1.37 (95% CI 1.26-1.49) times as likely (log OR 0.31, 95% CI 0.23-0.40; \(P<.001\)) as men to report disrespect when seeing a male doctor (the Reviewer\(_F\) column). Given the interaction term, this probability represents OR, the interaction coefficient (log OR −0.16) estimates that female reviewers are 1.16 (95% CI 0.95-1.40; log OR 0.15) more likely to report disrespect when seen by a female doctor than a man seeing a female doctor. As the 95% confidence interval overlaps 0; we cannot reject the null hypothesis, that men and women report disrespect with the same probability when seeing women doctors. Similarly, when a man reviews a female physician, he is 1.58 (95% CI 1.43-1.74; log OR 0.46, 95% CI 0.36-0.55) times more likely to associate her with disrespect than he would a male doctor. The compensatory effect of the gender × gender interaction coefficient diminishes, but does not dissolve, the probability that a female doctor is reported to be disrespectful. When reviewed by female patients, female doctors are 1.35 (95% CI 1.08-1.67) times more likely to be associated with disrespect than a male doctor.

### Process and Gender

Although we made no predictions about administrative process, it is worth noting several patterns that emerged from the logistic models on mentions of process. We fit 2 models of process reported in Table 6 in the reviews for which gender could be inferred and which did not filter out mentions of process (\(N=111,036\)). Model 1 parallels the models of themes in Table 4 and accordingly reports interaction effects as separate models. Model 2 estimates correlations between each theme and process, controlling for rating and gender.

#### Table 6. Logistic regression on the presence of process in review (\(N=111,036\)).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Doctor(<em>F) × Rating(</em>{Neg})</td>
<td>Reviewer(<em>F) × Rating(</em>{Neg})</td>
</tr>
<tr>
<td>Intercept</td>
<td>(-0.37^b)</td>
<td>(-0.41^b)</td>
</tr>
<tr>
<td>Doctor(_F)</td>
<td>(0.06^b)</td>
<td>(0.20^b)</td>
</tr>
<tr>
<td>Reviewer(_F)</td>
<td>(0.11^b)</td>
<td>(0.11^b)</td>
</tr>
<tr>
<td>Rating(_{Neg})</td>
<td>(0.54^b)</td>
<td>(0.70^b)</td>
</tr>
<tr>
<td>Doctor(<em>F) × Rating(</em>{Neg})</td>
<td>(0.42^b)</td>
<td>(−d)</td>
</tr>
<tr>
<td>Doctor(_F) × Reviewer(_F)</td>
<td>(−)</td>
<td>(−)</td>
</tr>
<tr>
<td>Candor</td>
<td>(−)</td>
<td>(−)</td>
</tr>
<tr>
<td>Trust</td>
<td>(−)</td>
<td>(−)</td>
</tr>
<tr>
<td>Investment</td>
<td>(−)</td>
<td>(−)</td>
</tr>
<tr>
<td>Amicability</td>
<td>(−)</td>
<td>(−)</td>
</tr>
<tr>
<td>Indifference</td>
<td>(−)</td>
<td>(−)</td>
</tr>
<tr>
<td>Disrespect</td>
<td>(−)</td>
<td>(−)</td>
</tr>
</tbody>
</table>

\(^a^\text{Female}=1, \text{male}=0.\)

\(^b^P<.001.\)

\(^c^P<.01.\)

\(^d^\text{Missing value indicate that no coefficient was estimated for the given endogenous variable.}\)

**Process** is much more likely to be mentioned in negative reviews (\(P<.001\)). This is consistent across all models. This may be because when process is smooth, it is more likely to go unnoticed, whereas poor experiences with process are more likely to color the overall experience. Parallel to the trend observed in soft skills, process more often occurs in reviews written by and about women (\(P<.001\)). The Doctor\(_F\) × Rating\(_{Neg}\) model estimates that negative reviews of female physicians are 2.61 (95% CI 2.41-2.88) times as likely to mention process than negative reviews of male physicians (log OR 0.96, 95% CI 0.88-1.06; \(P<.001\)). By contrast, female and male reviewers mention process in negative reviews at equal rates. Women who see female doctors are less likely to mention process, which
produces an equalizing effect that offsets the greater rate of reports of process for both female reviewers and physicians. We also examined the association of process with soft skills. Model 2 demonstrates a positive correlation between mentions of process and soft skills. The correlations with amicability and disrespect are sizable (log OR 1.01, 95% CI 0.98-1.04 and 0.70, 95% CI 0.65-0.76, respectively; P<.001), indicating that patients value the ease of interpersonal interactions with staff, that is, whether they are friendly or rude, and likely interpret bureaucratic competence through the framework of how nice the staff are. In our qualitative analysis, we found that positive reviews expressing disrespect overwhelmingly do so with regard to process, indicating that reviewers are able to separate relationships with their doctor and the overall clinical experience as reflected in the final review. This compartmentalization is well illustrated by a patient who reported a positive experience with a doctor but faced problems with poor administration such that the patient ultimately severed their relationship with the clinic:

 Terrific bedside manner!! Really dedicates time to patients and will even follow up by phone. The staff are rude and incompetent though. They repeatedly failed to file paperwork with my insurance. I got fed up with it and had to find a new doctor. [Unknown; 5-star review; 3686]

Discussion

Interpreting These Results

Our results provide compelling evidence for a number of effects of gender on patient experience, as reported in physician reviews. These findings may be interpreted through 2 distinct frames. First, a patient experience frame attempts to interpret gender dynamics in the context of the patient-physician relationship. This frame should be familiar to readers versed in the literature on gender and clinical experience. The second frame, the online review system frame, seeks not to understand or improve the clinical aspects of health care but rather considers how gender differences may subtend or be leveraged to improve reviews as a valuable public resource that informs decisions about care-seeking.

The following discussion of the results in context of the hypotheses of this study assumes the patient experience perspective. The Summary and Recommendations section, however, largely reflects the online review system perspective, which is less concerned with controlled statistical inference than it is how the descriptive statistical patterns in Tables 2 and 3 might affect public perception of physician quality and how we might design online review systems to improve physician-patient matching and offset bias.

H1a: Physician Ratings and Physician Gender

We hypothesized that female physicians would be more likely to receive lower ratings. This hypothesis was supported by our study. These data indicate that there is considerable reviewer bias against female physicians. This is consistent with well-documented patterns of bias against women in other fields, notably when reviewing instructor performance in a controlled online classroom [26].

H1b: Reviewer Gender and Rating

We hypothesized that female patients would report overall worse clinical experiences than men. The results here support the opposite hypothesis. We found that men are slightly more likely to report negative experiences than women. There are several valid interpretations of these findings. Men may receive worse care than women, as captured by patient experiences (rather than health outcomes). Alternatively, it could be that men have higher expectations for care than women or are less competent at navigating the clinical setting. Both are plausible given that men less frequently utilize health services [40,41]. Finally, we might attribute the discrepancy to women’s greater propensity for agreeableness [42,43], and for forgiveness [44] and compromise [45] in interpersonal conflict. These interpretations are not mutually exclusive, and further research is warranted to account for this trend.

H2a: Soft Skills and Physician Gender

We hypothesized that reviews of female physicians would be more likely to critique their soft skills. Our results indicate that this is true of all soft skills. All soft skills were more often mentioned in the reviews of female physicians. In negative reviews of female physicians, reviewers were considerably more likely to mention candor and amicability.

The results supporting this hypothesis indicate that female physicians’ soft skills are more likely to be critiqued and that female physicians are much more likely to be associated with disrespect. We also present evidence that women may be penalized for lacking candor and amicability to a much greater degree than men. This may be attributed to failure to live up to a positive stereotype, as women are generally expected to be more open and personable, and female physicians in particular are expected to be more caring [46]. Furthermore, the physician role is one of authority, and research has extensively documented that women are punished for leadership styles that men are rewarded for [47,48].

H2b: Soft Skills and Reviewer Gender

We hypothesized that female reviewers are more likely to reflect on their doctor’s soft skills. This hypothesis was supported by our study.

In positive reviews, women mentioned all positive soft skills with greater probability. However, the magnitude of these effects was diminished in negative reviews. These patterns suggest that women may be more inclined to value a physician’s soft skills. However, it also indicates that men may be more sensitive to a lack of positive soft skills than their presence.

We found that women were more likely to mention the negative soft skills, indifference and disrespect. This likely reflects the wealth of literature documenting the tendency for physicians to take women’s concerns less seriously and treat them with condescension [27,29,31].
H3: Reviewer Gender and Physician Gender

We expected that female patients would report more negative experiences with male doctors. Our results support this hypothesis. Although there was no significant interaction effect of reviewer and physician gender on the probability of a negative experience, we found a significant interaction between reviewer and physician gender on the likelihood of reporting disrespect, which overwhelmingly occurs in negative reviews. Female reviewers apparently benefit from seeing female doctors, as they are less likely to mention disrespect when reviewing female physicians than when they review men. This compensating effect neutralized the overall greater association of disrespect with female reviewers, but not female doctors.

Given the literature and our previous finding that female physicians are subject to biased reviews, these results suggest that even women harbor bias against female physicians. However, this bias is considerably smaller among women than it is among men and is complicated by physician-gender/patient-gender preferences for different communication styles [32].

Process and Physician Gender

We made no predictions regarding the relationship between process and soft skills or reviewer/physician gender. However, we found that both amicability and disrespect were highly correlated with process, suggesting that the ease of social interaction with staff is important to reviewers. Importantly, negative reviews of female physicians are considerably more likely to mention aspects of the clinical experience beyond experiences with the doctor.

The strong association between process and negative reviews of female doctors may reflect a tendency for patients to assess male doctors “on their own merits;” whereas women are more likely to be held accountable for poor process. This reflects a bias against women interpretation. A realist account might hypothesize that female doctors are more likely to work in clinics with less competent or accommodating staff.

Limitations

This work is complementary to previous qualitative studies on the influence of gender on the doctor-patient relationship. We acknowledge that it is unclear whether gender differences reflect patient perception or the reality of physician behavior. For example, given the ample evidence in other contexts on bias against women, the high rate of negative reviews for female physicians likely reflects reviewer bias against physicians rather than genuine differences in treatment. However, our approach does not allow certainty in this regard. The Discussion section provides a more detailed explanation of the interpretation of gender differences in the context of the findings of previous studies. We also recognize that the data do not contain information related to patients’ health outcomes. Although the health outcome of each patient is not represented in our data, other studies have shown that reviews can reflect real health consequences [14]. Similarly, treatment noncompliance, unwarranted recalcitrance, and other patient characteristics beyond the reviewer’s narrative are not captured in the reviews.

In this paper and similar research, gender representation is reported as binary, which does not capture the full spectrum of gender or gendered interaction. Even though gender is likely to be interpreted in a binary fashion by most review readers [21], the doctor-patient relationship is more complex, and other data could offer more nuanced and richer perspectives. Furthermore, our work does not consider the intersection of gender and other identities, such as race [49,50].

As noted in the Methods section, the Google Places API limits data collection to 5 reviews per physician or practice. Google provides no documentation on how these reviews are chosen from all the reviews written. We acknowledge that the small sample may not be fully representative of a doctor or practice; however, our contribution is more focused on the biases within the reviews and not on the doctors themselves. We also note that the Google Places reviews are subject to selection biases. Demographics undoubtedly play a role in determining who writes physician reviews (eg, consider the high proportion of female reviewers in our data set). However, the data likely suffer selection biases, irrespective of demographic differences. For instance, it is probable that the U-shaped distribution of physician ratings is both a product of overall polarized attitudes and strong experiences providing greater motivation to write a review. It seems likely that other such selection biases were present in these data but were unknown to us as we performed our analysis.

Summary and Recommendations

The increasing prevalence of online reviews of physicians affects both medical practices and patient choices. However, little is known about biases that may be present in these reviews or whether they reflect the real biases documented in doctor-patient interactions [27,28]. Conversely, most studies of gender bias in doctor-patient interactions to date have been limited to qualitative analyses, smaller-scale data sets, or specific medical conditions.

This study is the first to provide evidence that gender biases and other gender differences are observable at scale in physician reviews. We provide extensive evidence of differences in physician ratings and review content with respect to both physician and reviewer gender. Our statistical inference indicates that these differences are robust when controlling for possible confounding relationships and therefore are likely to reflect gender differences and biases in the patient-physician relationship.

It is difficult to disentangle which aspects of these gender differences may be attributed to review selection bias, gender bias, or gender behavioral variation. However, these patterns undeniably affect prospective patients as they peruse online reviews to select a doctor. Thus, it is important to consider how we might educate the public about the effects of gender bias on physician ratings and how online review systems could be improved to control for bias. We propose several concrete steps that could be taken to better support patients.

Review systems can draw attention to gender differences in reviews to aid prospective patients in building their own understanding of a physician’s potential gender biases. One
way to do this is to organize reviews by gender. This could either be the default presentation or a special gender-separated view. Alternatively, reviewer gender might be indicated explicitly only in automatically generated summaries of physician reviews. Additionally, prospective patients might benefit from a panel that provides a sense of how a particular physician compares with other physicians on gender. For example, if there is a discrepancy between men’s and women’s ratings for a physician that differs greatly from the gender discrepancy of other similar physicians, a prospective patient might benefit from reading their reviews with this information in mind.

An online review system could also help to correct for gender differences that generally affect reviews. As female physicians receive many more negative reviews on average, a prospective patient might find it easier to select among physicians if ratings are adjusted to control for the physician’s gender or if ratings are reported relative to physicians of the same gender. On the other hand, online review systems could implement measures to reduce bias in the reviews. For instance, when writing a review and using a word that is commonly used to critique female physicians, the system could prompt the reviewer about gender stereotyping in word choice or alternative terms that are gender neutral. This might encourage a more balanced approach to review writing and help reviewers recognize their own biases. Alternatively, information can be solicited from the reviewer in such a way that greatly reduces the effects of gender stereotypes on performance evaluation [51].

These approaches would ideally lead to reviews that more accurately reflect the quality of care provided by physicians. Finally, this study draws attention to several important areas for future work. We advocate researchers adopt mixed methods approaches similar to the one presented here when pursuing quantitative analyses of text. Furthermore, this study raises questions specifically related to online review systems as objects of study in their own right. Little is known about how readers interpret online reviews, notably in the context of health care and gender. It also highlights the need to study how review systems can be designed to improve review accuracy and inform review readers and writers on gender bias in online reviews. We propose that experimental studies in review cognition and system design will be most fruitful to these ends.
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Abstract

Background: During the last few decades, preventing the development of cardiovascular disease has become a mainstay for reducing cardiovascular morbidity and mortality. It has been suggested that interventions should focus more on committed approaches of self-care, such as electronic health techniques.

Objective: This study aimed to provide evidence to understand the financial consequences of implementing the “Do Cardiac Health: Advanced New Generation Ecosystem” (Do CHANGE 2) intervention, which was evaluated in a multisite randomized controlled trial to change the health behavior of patients with cardiovascular disease.

Methods: The cost-effectiveness analysis of the Do CHANGE 2 intervention was performed with the Monitoring and Assessment Framework for the European Innovation Partnership on Active and Healthy Ageing tool, based on a Markov model of five health states. The following two types of costs were considered for both study groups: (1) health care costs (ie, costs associated with the time spent by health care professionals on service provision, including consultations, and associated unplanned hospitalizations, etc) and (2) societal costs (ie, costs attributed to the time spent by patients and informal caregivers on care activities).

Results: The Do CHANGE 2 intervention was less costly in Spain (incremental cost was −€2514.90) and more costly in the Netherlands and Taiwan (incremental costs were €1373.59 and €1062.54, respectively). Compared with treatment as usual, the effectiveness of the Do CHANGE 2 program in terms of an increase in quality-adjusted life-year gains was slightly higher in the Netherlands and lower in Spain and Taiwan.

Conclusions: In general, we found that the incremental cost-effectiveness ratio strongly varied depending on the country where the intervention was applied. The Do CHANGE 2 intervention showed a positive cost-effectiveness ratio only when implemented in Spain, indicating that it saved financial costs in relation to the effect of the intervention.
Introduction

Background

In the last few decades, prevention at both population and individual levels in patients with established cardiovascular disease (CVD) has become a mainstay for reducing cardiovascular morbidity and mortality [1]. However, CVD remains the leading cause of death globally [2].

One of the cornerstones of CVD prevention is the promotion of lifestyle changes, including physical activity, a healthy diet, and avoidance of unhealthy behaviors such as smoking and drinking alcohol [1]. However, providing patients with relevant information regarding the importance of lifestyle habits seems to be insufficient to prompt these changes and maintain them over time [3]. Instead, it has been suggested that the preventive paradigm should shift from passive to more committed approaches of self-care based on the following three core elements: self-care maintenance, self-care monitoring, and self-care management [4-6].

The emergence of solutions based on information and communication technologies (ICTs), such as telemedicine, has greatly contributed to filling some of the gaps of effective self-care. One of the most classical ICT solutions has been the use of self-monitoring devices in patients with high cardiovascular risk to facilitate successful blood pressure (BP) control [7]. The expansion of mobile apps and their peripheral devices has raised the number of ICT-based interventions aimed at improving not only self-monitoring but also behavior changes in various patient profiles, including older people with high cardiovascular risk [8-10]. The emergence of lifestyle data-driven apps illustrates the increasing interest in this approach in various health care areas [11].

To date, evidence regarding the efficacy of these interventions is still evolving. Clinical guidelines for the prevention of CVD highlight that cost-effectiveness data from randomized controlled trials (RCTs) are scarce, and most data regarding the cost-effectiveness of cardiovascular prevention strategies combine clinical evidence with simulation approaches [1,12,13]. Simulation modeling is currently used to address important issues in clinical practice and health policy that have been very difficult to study within high-quality clinical trials but provide necessary insights for making health care decisions. Nonetheless, assumptions and personal choices are required to conduct simulation modeling, leading to potentially biased outcomes. Transparency in decision-making is therefore critical to adequately understand the observed outcome [14]. In this regard, there is a need for providing the various stakeholders, particularly policy makers, with evidence from nonsimulated research trials to understand the financial consequences of scaling up ICT solutions for health care systems [15]. In this study, we aimed to determine whether the Do Cardiac Health: Advanced New Generation Ecosystem (Do CHANGE) 2 preventive intervention is a cost-effective alternative for patients with CVD in Spain, the Netherlands, and Taiwan.

The Do CHANGE Project

The Do CHANGE program was developed as an ICT-based alternative for providing health education, which leads to behavioral changes in care recipients [16,17]. The Do CHANGE program consists of a 6-month intervention with a set of devices that include self-monitoring tools and the Do Something Different (DSD) behavior change program (only available during the first 3 months of the intervention), which has been shown to be effective in changing health behaviors in previous studies targeting different populations [18]. The Do CHANGE program included the following two phases: Do CHANGE 1 and Do CHANGE 2, which were assessed in two consecutive RCTs (Figure 1).

Patients included in the Do CHANGE 1 study received the DSD behavior change program, which was provided via text messages on patients’ mobile phones. Behavioral flexibility is associated with a broad range of behavioral repertoires, making people more open to experience and adopt new behaviors [19]. This is achieved by disrupting patients’ daily behavioral routines for a short period (eg, a few seconds) with behavioral prompts (referred to as “do’s”) delivered through patients’ mobile phones. These messages challenge patients to do something different and get out of their comfort zone. Do’s have been developed by a multidisciplinary team including cardiologists and psychologists, ensuring that they apply to the target population and are thus related to daily behaviors or needs. Patients received a total of 32 do’s during the 3-month intervention period (2-3 do’s per week). The program was tailored to the cardiac population with slight differences in the program depending on patients’ primary diagnosis (coronary artery disease, heart failure, and hypertension), as the preferred health behaviors may vary depending on the diagnosis [20]. In order to obtain objective measures on patients’ physical functioning, all participants received a BP monitor, the Moves app (Facebook Inc; to register GPS location), and the Careportal (Docobo Ltd; home monitoring device measuring daily symptoms and an electrocardiogram).
The main additional features of the Do CHANGE 2 compared with the Do CHANGE 1 trial were the greater number of devices for self-monitoring and collecting behavioral information, and the capacity of the DSD program to tailor the behavioral prompts to the actual behavior of the care recipient, thus allowing for a personalized approach. Do CHANGE 2 integrates the principle of theory-driven behavioral change techniques, which can guide behavior change, within the offered interventions [21]. As a natural evolution from the Do CHANGE 1 trial, the second phase aimed to increase the ability of a person to express behavior in a more context-dependent way [22], thus being more open to experience and increasing the likelihood of adopting new behaviors [19].

Care recipients perceived the Do CHANGE 1 program as helpful and easy to use; however, it failed to prompt relevant lifestyle changes (measured with the Health Promotion Lifestyle Profile-II questionnaire) compared with treatment as usual (TAU) [20]. The Do CHANGE 2, based on a more personalized approach, resulted in a relevant change in lifestyle behavior over time in the intervention group. In addition, the intervention was perceived as useful and feasible by patients and health care professionals [23]. In order to provide a broader perspective of the effects of this program, we present herein the results of the cost-effectiveness analysis of the Do CHANGE 2 compared with TAU.

Methods

Trial Design and Patients

This was a multisite RCT to assess the cost-effectiveness of an ICT-based program to change behavior in patients with CVD compared with TAU. Local clinical specialists and research assistants recruited adult patients treated in the following three hospitals in three different countries: Badalona Serveis Assistencials (Spain), Elisabeth TweeSteden Ziekenhuis (the Netherlands), and Buddhist Tzu-Chi Dalin General Hospital (Taiwan). The planned sample size based on the available project resources was 75 patients for Spain, 75 for the Netherlands, and 100 for Taiwan. Once accepted to participate in the study, patients at each study site were randomized to receive either the TAU or the Do CHANGE 2 intervention. The primary outcomes were lifestyle change and quality of life. Additionally, behavioral flexibility was considered a mediator variable in this relationship. As the project aimed to provide proof of concept and examine the feasibility of the intervention, no sample size calculation was performed a priori. Recruiting a comparable number of patients across the countries was considered relevant to provide proof of concept. The details regarding the study patients and trial design are described in the report by Habivovic et al [16].

The most remarkable changes from the original study protocol (Do CHANGE 1) were the changes in the DSD program (moving from predefined messages according to the patient psychological profile to nudges tailored according to their behavior as gathered by the measurement devices), the addition of two new wearable devices (Beddit [Apple] and Fitbit [Fitbit Inc]), and the Vire app (Do CHANGE app). Considering the importance of weight in heart failure (HF), patients with this diagnosis also received a weight scale.

Inclusion Criteria

Participants were screened from adult patients (aged 18–75 years) who had been primarily diagnosed with either hypertension (ie, systolic BP [SBP]/diastolic BP [DBP] ≥140/90 mmHg in two consecutive measurements), coronary artery disease (ie, occurrence of myocardial infarction or angina pectoris, or previous percutaneous coronary intervention and/or coronary artery bypass graft surgery), or symptomatic HF (ie, New York Heart Association class I-IV). Patients also had to have two or more of the following risk factors: increased
cholesterol, smoking, diabetes, sedentary lifestyle, and psychosocial risk factors. The presence or absence of each of the risk factors was assessed following the local guidelines in each participant country. For HF patients, additional inclusion criteria were a diagnosis of systolic or diastolic HF and the presence of HF symptoms (eg, exhaustion, shortness of breath, and chest pain). Other general inclusion criteria were an adequate level of the native language, access to the internet at home, having a smartphone compatible with the apps used in the study, and having the skills necessary to use a personal computer and a smartphone.

**Exclusion Criteria**

Patients with life expectancy less than 1 year, life-threatening comorbidities, a history of psychiatric diseases other than anxiety and depression, and relevant cognitive impairments and those on the waiting list for heart transplantation were excluded from the study.

The reasoning for establishing the exclusion criteria was to prevent the inclusion of patients whose disease severity may critically increase during the intervention. These patients may perceive participation as an extra burden, are more likely to drop out due to illness-related complaints or early mortality, and may be less likely to benefit from a lifestyle intervention owing to severe comorbidities. Patients with mental illness were also excluded because the intervention might become stressful and trigger symptoms in these patients. The selected exclusion criteria are in line with the DO CHANGE 1 trial, safeguarding that the study is not perceived as a burden and meets patients’ needs as much as possible.

**Intervention**

The Do CHANGE 2 program implemented in this trial was similar to that described by Broers et al for Do CHANGE 1 [20]. Patients randomized to the intervention group received devices for measuring key clinical parameters needed for monitoring their CVD, such as a BP monitor, weight scale (in HF patients only), and the Careportal, which allowed monitoring of daily symptoms and an electrocardiogram. The patient’s location was monitored by the Moves app. In addition to the aforementioned ICT solutions (also used in the Do CHANGE 1 program), the Do CHANGE 2 program included the Vire app, a purpose-designed app to integrate the input from all the monitoring devices, so that the patient could interact with a unique easy-to-use source of information. The app integrates the information coming from the following apps: the Beddit app (provided with the device under the mattress cover sheet) aimed at monitoring sleep efficiency, the Fitbit app (with the wristband) aimed at measuring physical activity through step count, and the HORUS feature embedded in and aimed at collecting pictures of the different meals of the patients in order to provide diet recommendations. Study participants in the Do CHANGE 2 intervention group were also provided with leaflets (Multimedia Appendix 1) and multimedia resources explaining the use of the Do CHANGE environment.

Like in the Do CHANGE 1 program, patients in the intervention group received a 3-month behavior change program. The program was based on providing care recipients with short messages aimed at disturbing daily routines. Messages were delivered through their mobile phones and suggested them to “do something different.” However, unlike the Do CHANGE 1 program, in the Do CHANGE 2 program, behavioral nudges were not only predefined according to the patient’s personality profile but also tailored to the patient’s behavior, as recorded by the monitoring devices. These behavior-driven messages called to-do’s were delivered to the patients based on their current functioning. Patients receive their do’s and to-do’s through the Careportal or the Vire app, or via SMS, depending on patients’ preferences [16].

The GPS data from the Moves app and activity data from the Fitbit device were used to calculate higher abstraction scores called activity, variety, and social opportunities. The to-do’s were tailored based on the trends of these scores over time (eg, a patient with declining activity would receive a message that focuses on increasing activity). The granularity of this system is not restricted to one score; alternatively, new scores are calculated for each update of data, and the system determines whether the score is a “target” for a message. Multiple combinations of targets are possible; therefore, a to-do can tackle both variety and social opportunities if needed based on the scores. A detailed description of the construction process of to-do’s can be found in previously published work [23,24].

Besides receiving personalized prompts (eg, based on activity levels), patients were contacted each week by the research assistant to check how everything was going and to provide dietary coaching. This might have greatly contributed to the high adherence rate during the first 3 months, as they received personalized feedback. After this period, patients were not contacted in person anymore; however, they were allowed to keep all the devices (eg, Fitbit, Beddit, etc) in order to monitor their behavior for the remaining 3 months.

**Cost-Effectiveness Analysis**

The cost-effectiveness analysis of the Do CHANGE 2 RCT was conducted using the Monitoring and Assessment Framework for the European Innovation Partnership on Active and Healthy Ageing (MAFEIP) tool [25]. The MAFEIP tool performs a cost-utility analysis through a web app that analyzes incremental costs and effects. The cost-effectiveness estimates are based on the principles of decision analytic modeling and Markov models that assess the impacts that health-related innovations have in terms of health outcomes and resource usage. For Do CHANGE 2, we parametrized the tool on a Markov model of five health states from the perspective of the three service providers (Figure 2) [26].
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The MAFEIP tool requires the user to provide the following three main types of inputs: (1) the health states and the corresponding transition probabilities between them, (2) the costs, and (3) the utility, for which the EuroQol five-dimension three-level (EQ-5D-3L) questionnaire was used as recommended by the National Institute for Health and Care Excellence [27].

In order to estimate the incremental health gain from a particular intervention delivered, the defined model needs to be run twice. Once with parameter estimates for the respective intervention under assessment (i.e., Do CHANGE 2), and once with parameters corresponding to the standard care scenario (i.e., TAU). In the model, these two scenarios may differ in terms of transition probabilities (disease incidence, recovery, and mortality), as well as the utility weight and health care and societal costs related to the health states. When the model simulates a hypothetical cohort of patients moving between these health states over time, the differences in survival, utility, and cost accumulate until reaching an estimate of the incremental costs (ΔC) and health effects (ΔE) that can be expected from the intervention under evaluation. Therefore, the tool can be used to estimate the incremental cost-effectiveness ratio (ICER=ΔC/ΔE) or the incremental net monetary benefit (ΔExλ−ΔC) of one intervention compared with another, where λ is defined as the willingness-to-pay (WTP) threshold for an additional unit of health gain.

Besides the transition probabilities among health states, the utility, and the cost, the tool allows the user to include the relative risks for mortality, the discount rates, and the time horizon for the analysis (cycle length). The parameters included in this analysis and their assessments during the study are explained in detail below.

**Definition of Health States**

The first stage in the construction of a Markov model is defining the different states of the disease in relation to the important clinical and economical effects of the disease. Evidence suggests that high BP is the predominant risk factor for CVD [28]. Following the scientific evidence and for the purpose of the Do CHANGE assessment, the health states were established based on SBP and DBP, according to the classification of the American Heart Association [29] as follows: baseline disease stage (SBP <120 mmHg and DBP <80 mmHg), progressive disease stage 1 (SBP 120-129 mmHg and DBP <80 mmHg), progressive disease stage 2 (SBP 130-139 mmHg or DBP 80-89 mmHg), progressive disease stage 3 (SBP ≥140 mmHg or DBP ≥90 mmHg), and death. On a side note, the latest stage was not included, as it is considered to be a hypertensive crisis (SBP >180). The transition probabilities were calculated based on the changes between the initial health states (at baseline) and those at 3 months. These transitions can be of incidence (i.e., the annual probability for an individual to move from baseline to each...
progressive stage of the disease) and recovery (ie, the annual probability of improving).

**Cost Estimate**

The following two types of costs were considered for both study groups: (1) health care costs (ie, costs associated with the time spent by health care professionals on service provision, including consultations, unplanned hospitalizations, etc) and (2) societal costs (ie, costs associated with the time spent by patients and informal caregivers on care activities).

The data collected by the research team in each country were provided in local currency units (Euro for both Spain and the Netherlands and New Taiwan Dollars for Taiwan). Taiwan prices were converted into a common basis of 2018 Euros using simple exchange rate conversion factors, reflecting the average market exchange rate between New Taiwan Dollars and Euros during the year in question (NT $1=€0.02862). A currency exchange rate of €1=US $1.12 is applicable (average exchange rate for 2018).

For computing the time spent by health care professionals, we considered an average duration of 15 minutes and 25 minutes for a visit to a general practitioner and specialist, respectively. The personnel cost was established based on the average cost for one full - time employee, including employer contributions to social security. The average hourly costs were €29.23 (Spain), €59 (the Netherlands), and €16.88 (Taiwan) for a general practitioner; €20.79 (Spain), €40 (the Netherlands), and €6.33 (Taiwan) for a nurse; and €34.81 (Spain), €113.50 (the Netherlands), and €84.91 (Taiwan) for a specialist. The estimations of cost per bed - day for hospitalizations were €733.56 (Spain) and €1853.57 (the Netherlands), which were obtained by dividing the expenditure for inpatient curative care in hospitals by hospital bed - days for services of curative care (both publicly available) [30]. The corresponding costs for Taiwan were calculated by dividing the average expenses of hospitalization by the number of hospital days, which was €342.50 [31].

Societal costs differed according to the study group. For patients allocated to the control group, we considered the extra travel time spent by patients and caregivers in usual care compared with Do CHANGE 2, whereas for those allocated to the intervention group, we considered the time spent by patients using the service.

Additionally, for patients in the Do CHANGE group, the following costs were added: time spent by professionals in service development and training (4 hours per professional, divided by the number of randomized subjects), time spent by nurses in training patients (30 minutes per participant) and installing the Do CHANGE service ecosystem (45 minutes per patient), and the cost of the devices (including taxes). Data are provided in Euro (2018).

**Utility Calculation**

Utility was estimated using the EQ-5D-3L tool [32]. The EQ-5D is a standardized questionnaire-based measure of self-rated health-related quality of life developed by the EuroQol Group to provide a simple and generic measure widely used for both clinical and economic appraisals. In the case of the Do CHANGE 2 project, we used the EQ-5D-3L version, which was administered at baseline and at 3 and 6 months.

The resulting scores of the questionnaire were weighted using the trade-off method previously described for Spain [33], the Netherlands [34], and Taiwan [35]. The EQ-5D health states, defined by the EQ-5D descriptive system, were subsequently converted into a single summary index by applying specific weights to each of the levels in each dimension of quality of life. The index was calculated by deducting the appropriate weights from 1, which was the value assigned to full health. In the case of the cost-effectiveness analysis of the Do CHANGE intervention, our interest was to measure the change over time, rather than the absolute values. Therefore, we calculated the changes in utility for each of the five health states and for each of the study conditions and added a common initial measure for the whole sample to each of them. The MAFEIP requires EQ-5D utility scores combined with time indicators to compute quality-adjusted life-years (QALYs) automatically.

**Relative Risks of Mortality, Discount Rates, and Time Horizon**

The MAFEIP tool allows mortality rates to be internally calculated by using the all-cause mortality rates (age- and sex-dependent) extracted from the Human Mortality Database. The relative risk of mortality is a measure that estimates the mortality in a specific population (eg, people who participated in the Do CHANGE 2 study) compared with (ie, divided by) the mortality in a reference population or condition (in this case, from the Human Mortality Database). The reference condition considers CVD mortality for the population of the specified country (ie, Spain, the Netherlands, and Taiwan).

The discount factors for costs and effects are used to estimate outcomes while taking into account the future costs and health effects, that is, adjusting for differences in the timing of costs (expenditure) compared with health benefits (outcomes). Therefore, adequately applied discount factors express future costs or benefits at today’s equivalent value. In Do CHANGE 2, we followed the recommendations from the Health Technology Assessment authorities in each country [36-40]. The discount factors for costs and health outcomes applied in Do CHANGE 2 were 3% for both costs and health outcomes in Taiwan and Spain, and 4% for costs and 1.5% for health factors in the Netherlands.

Finally, the MAFEIP framework allows specifying the number of cycles that the model will run, which represents the timeframe in which the impact of the intervention will be evaluated. Markov models are used to simulate both short-term and long-term processes (ie, CVDs) [41]. In the case of Do CHANGE 2, we wanted to see estimates of the incremental costs (and effects) of the intervention in a time horizon of 5 years. The cycle length we selected is not in line with CVD’s etiology (ie, a long disease development process) [41] but considers the nature of the intervention and the maximum time frame it can be sustained in light of the depreciation of the wearable and medical device technology that was used.
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WTP Threshold

The balance between the economic benefit and clinical effectiveness varies and is entirely dependent on the relationship between the ICER and the threshold value the society is willing to pay at a specific point of time, which is known as the WTP threshold. The fact that WTP thresholds can be specified after the ICER is calculated raises concerns about researchers selecting WTP thresholds that suit their hypothesis, hence compensating for technology of relatively lower value [42].

While there is an agreement about CVDs being preventable to a certain extent, there has also been a discussion as to whether prevention interventions offer good value for money. Previous research has shown a positive relation between lower lifetime risk for CVD mortality and increased survival and quality of life [43]. Prevention strategies can bring relevant benefits at lower costs relative to most treatment options provided that their cost-effectiveness value is almost always below the accepted societal WTP [44].

For the Do CHANGE 2, we selected a WTP threshold of €15,000/QALY for the three countries, not corresponding to the value recommended by local Health Technology Assessment guidelines. The WTP threshold is lower in all cases. We set a lower WTP threshold in order to avoid the concerns mentioned above and to fit the results of the technology, and considering comparisons with other preventive interventions.

Data Collection and Analysis

The questionnaires, as defined in the study protocol, were loaded into the web tool LimeSurvey [45] and collected by local research assistants. Data from the medical devices (built-in electrocardiogram monitor, blood pressure meter, and weight scale) were collected through the Careportal. The data generated by the wearable devices (Fitbit and Beddit) were continuously monitored and integrated through the Vire app. Information regarding resource consumption (eg, hospitalization costs) was collected by local research assistants from the local electronic medical records.

IBM SPSS Statistics for Windows Version 21.0 (IBM Corp) was used to perform the statistical analyses of the effectiveness study, and R (R Core Team 2018) and RStudio (RStudio Team 2016) were used to calculate the transition probabilities and utilities. We used the MAFEIP tool to perform the cost-effectiveness analysis.

Results

Study Participants

Figure 3 shows the overall flow chart of participant recruitment in the Do CHANGE 2 project. Of the 4540 patients assessed for eligibility at all three sites, 238 were enrolled in the study (120 in the intervention group [Do CHANGE] and 118 in the control group).

Owing to relevant differences in patient recruitment strategies between sites, most patients screened in Spain and the Netherlands agreed to participate, whereas many patients in Taiwan refused to participate. Based on retrospective investigation, it appeared that all inclusion criteria in Taiwan were checked after the patients were approached for participation. Hence, the number of patients that were approached appeared to be much higher. In Spain and the Netherlands, patients who fulfilled the basic inclusion criteria were offered to participate. If the same strategy was applied in Taiwan, the refusal rate would have been much lower. Both Spain and the Netherlands met the target number of participants as defined in the project plan, whereas Taiwan did not reach the planned number of participants.

Eighteen patients dropped out before the end of the 6-month follow-up, demonstrating a very high adherence rate. Owing to the personalized nature of the intervention (eg, relevant behavioral prompts and personalized feedback), we expected the adherence to be high. We believe that the nature of the 3-month intervention, where blended and personalized care was provided, combined with the monitoring devices after that period contributed to the high adherence. Patients were engaged in their health management, and therefore, they might be more willing to proceed with monitoring.

Of the 114 participants who were in the program for at least 3 months, 72 (60%) claimed to have carried out all the nudges provided by the DSD and 86 (72%) reckoned the program was useful. Reasons for not adhering to the program were mainly having no time (8/84, 6.7%), not feeling like it (2/84, 1.7%), and falling ill (2/84, 1.7%). One of the participants who quit the program disclosed that being confronted with the illness on a daily basis became too stressful. Moreover, in some cases, the confrontation for some partners to deal with the illness of their husband or wife caused anxiety.

Table 1 summarizes the main demographic characteristics of the three participating countries. None of the variables collected showed relevant systematic differences between study conditions at baseline, except for Spain, with participants in the Do CHANGE 2 group being younger (Do CHANGE 2 group vs TAU group: mean 53.8 years, SD 15.8 years vs mean 67.4 years, SD 7.5 years), having a higher education (mean 14.5 years, SD 6.3 years vs mean 9.1 years, SD 5.5 years), and showing a higher employed proportion (17/37, 45.9% vs 4/37, 10.8%). Multimedia Appendix 2 presents the clinical characteristics of the study sample, medication, and psychological symptoms. The only significant difference at baseline was observed in psychotropic medication for participants in the TAU group in Spain (P=0.03), which is consistent with the population in the control group being older.
Figure 3. Flow chart of participant recruitment (aggregated numbers for Spain, the Netherlands, and Taiwan).

- **Enrollment**
  - Assessed for eligibility (N=4540)
  - Randomized (N=238)
  - Refused participation (N=4302)

- **Allocation**
  - Allocated to intervention (N=120)
    - Drop out
      - T0 (N=0)
      - T1 (N=6)
      - T2 (N=3)
  - Allocated to treatment as usual (N=118)
    - Drop out
      - T0 (N=0)
      - T1 (N=6)
      - T2 (N=3)

**Legend**
- T0: Baseline measurement
- T1: Mid-term measurement (3 months)
- T2: End of study measurement (6 months)
**Table 1.** Demographic baseline characteristics of the total sample (N=238).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Spain (N=75)</th>
<th>The Netherlands (N=75)</th>
<th>Taiwan (N=88)</th>
<th>Total (N=238)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sample size, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do CHANGE^a^ 2</td>
<td>38 (50.7)</td>
<td>38 (50.7)</td>
<td>44 (50.0)</td>
<td>120 (50.4)</td>
</tr>
<tr>
<td>TAU^b^</td>
<td>37 (49.3)</td>
<td>37 (49.3)</td>
<td>44 (50.0)</td>
<td>118 (49.6)</td>
</tr>
<tr>
<td>Total</td>
<td>75 (100.0)</td>
<td>75 (100.0)</td>
<td>88 (100.0)</td>
<td>238 (100.0)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do CHANGE 2</td>
<td>53.8 (15.8)</td>
<td>63.0 (9.2)</td>
<td>58.2 (9.9)</td>
<td>58.3 (12.3)</td>
</tr>
<tr>
<td>TAU</td>
<td>67.4 (7.5)</td>
<td>63.9 (7.4)</td>
<td>56.7 (9.1)</td>
<td>62.3 (9.2)</td>
</tr>
<tr>
<td>Total</td>
<td>60.5 (14.1)</td>
<td>63.4 (8.3)</td>
<td>57.5 (9.5)</td>
<td>60.3 (11.1)</td>
</tr>
<tr>
<td><strong>Gender (male), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do CHANGE 2</td>
<td>27 (71.1)</td>
<td>32 (84.2)</td>
<td>30 (68.2)</td>
<td>89 (74.2)</td>
</tr>
<tr>
<td>TAU</td>
<td>19 (51.4)</td>
<td>29 (78.4)</td>
<td>38 (86.4)</td>
<td>86 (72.9)</td>
</tr>
<tr>
<td>Total</td>
<td>46 (61.3)</td>
<td>61 (81.3)</td>
<td>68 (77.3)</td>
<td>175 (73.5)</td>
</tr>
<tr>
<td><strong>Education (years), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do CHANGE 2</td>
<td>14.5 (6.3)</td>
<td>12.9 (5.1)</td>
<td>14.9 (5.5)</td>
<td>14.1 (5.7)</td>
</tr>
<tr>
<td>TAU</td>
<td>9.1 (5.5)</td>
<td>13.16 (7.9)</td>
<td>16.4 (5.0)</td>
<td>13.1 (6.9)</td>
</tr>
<tr>
<td>Total</td>
<td>11.8 (6.5)</td>
<td>13.0 (6.6)</td>
<td>15.7 (5.3)</td>
<td>13.6 (6.3)</td>
</tr>
<tr>
<td><strong>Marital status (partner), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do CHANGE 2</td>
<td>27 (71.1)</td>
<td>34 (89.5)</td>
<td>39 (88.6)</td>
<td>100 (83.3)</td>
</tr>
<tr>
<td>TAU</td>
<td>27 (73.0)</td>
<td>33 (89.2)</td>
<td>42 (95.5)</td>
<td>102 (86.4)</td>
</tr>
<tr>
<td>Total</td>
<td>54 (72.0)</td>
<td>67 (89.3)</td>
<td>81 (92.0)</td>
<td>202 (84.9)</td>
</tr>
<tr>
<td><strong>Working status (paid job), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do CHANGE 2</td>
<td>17 (45.9)</td>
<td>13 (34.2)</td>
<td>26 (59.1)</td>
<td>56 (46.7)</td>
</tr>
<tr>
<td>TAU</td>
<td>4 (10.8)</td>
<td>16 (43.2)</td>
<td>28 (63.6)</td>
<td>48 (40.7)</td>
</tr>
<tr>
<td>Total</td>
<td>21 (28.0)</td>
<td>29 (38.7)</td>
<td>54 (61.4)</td>
<td>104 (43.7)</td>
</tr>
<tr>
<td><strong>Smoking (yes), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do CHANGE 2</td>
<td>7 (18.4)</td>
<td>3 (7.9)</td>
<td>2 (4.5)</td>
<td>12 (10.0)</td>
</tr>
<tr>
<td>TAU</td>
<td>5 (13.5)</td>
<td>7 (18.9)</td>
<td>4 (9.1)</td>
<td>16 (13.6)</td>
</tr>
<tr>
<td>Total</td>
<td>12 (16.0)</td>
<td>10 (13.3)</td>
<td>6 (6.8)</td>
<td>28 (11.8)</td>
</tr>
</tbody>
</table>

^a^Do CHANGE: Do Cardiac Health: Advanced New Generation Ecosystem.

^b^TAU: treatment as usual.

**Model Input**

The model input for the MAFEIP tool included data regarding the health states (and transition probabilities) of study participants, the costs associated with each study group, and the utility estimate. Table 2 summarizes the distribution of study participants across the MAFEIP health states at study start, as well as the transition probabilities between these states, computed by considering data recorded at month 3. Table 3 summarizes the total health care and societal costs for each group and each state. The detailed amounts for each type of health care and societal cost are provided in Multimedia Appendix 3. The specific costs associated with the implementation of the Do CHANGE environment are presented in Table 4. The utility values calculated from the EQ-5D-3L scores and the estimated utility computed by adding the initial common measure are described in Table 5. No systematic differences were observed between study conditions at baseline. The utility values for the whole study sample in Spain, the Netherlands, and Taiwan were 0.897, 0.842, and 0.854, respectively.
Table 2. Frequency and percentage of patients across the various health states (N=207).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Do CHANGE 2&lt;sup&gt;a,b&lt;/sup&gt; (N=92)</th>
<th>TAU&lt;sup&gt;b,c&lt;/sup&gt; (N=115)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spain (n=27)</td>
<td>The Netherlands (n=29)</td>
</tr>
<tr>
<td>Health states at study start, n (%)&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline disease stage</td>
<td>5 (19.4%)</td>
<td>4 (14.3%)</td>
</tr>
<tr>
<td>Progressive disease stage 1</td>
<td>3 (11.1%)</td>
<td>1 (2.9%)</td>
</tr>
<tr>
<td>Progressive disease stage 2</td>
<td>10 (36.1%)</td>
<td>9 (31.4%)</td>
</tr>
<tr>
<td>Progressive disease stage 3</td>
<td>9 (33.3%)</td>
<td>15 (51.4%)</td>
</tr>
<tr>
<td>Transition probabilities, %</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incidence 1 (baseline disease stage to progressive disease stage 1)</td>
<td>14.3%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Recovery 1 (progressive disease stage 1 to baseline)</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Incidence 2 (baseline disease stage to progressive disease stage 2)</td>
<td>14.3%</td>
<td>20.0%</td>
</tr>
<tr>
<td>Recovery 2 (progressive disease stage 2 to baseline)</td>
<td>7.7%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Incidence 3 (progressive disease stage 1 to stage 2)</td>
<td>100.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Recovery 3 (progressive disease stage 2 to stage 1)</td>
<td>38.5%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Incidence 4 (baseline disease stage to progressive disease stage 3)</td>
<td>14.3%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Recovery 4 (progressive disease stage 3 to baseline)</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Incidence 5 (progressive disease stage 1 to stage 3)</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Recovery 5 (progressive disease stage 3 to stage 1)</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Incidence 6 (progressive disease stage 2 to stage 3)</td>
<td>38.5%</td>
<td>27.3%</td>
</tr>
<tr>
<td>Recovery 6 (progressive disease stage 3 to stage 2)</td>
<td>50.0%</td>
<td>5.6%</td>
</tr>
</tbody>
</table>

<sup>a</sup>Do CHANGE: Do Cardiac Health: Advanced New Generation Ecosystem.
<sup>b</sup>Distribution of study participants at study start and the corresponding transition probabilities (in percentage).
<sup>c</sup>TAU: treatment as usual.
<sup>d</sup>Baseline disease stage: systolic blood pressure (SBP) <120 mmHg and diastolic blood pressure (DBP) <80 mmHg; Progressive disease stage 1: SBP 120-129 mmHg and DBP <80 mmHg; Progressive disease stage 2: SBP 130-139 mmHg or DBP 80-89 mmHg; Progressive disease stage 3: SBP ≥140 mmHg or DBP ≥90 mmHg.
Table 3. Total health care and societal costs for each of the study groups (N=207).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Do CHANGE 2(^{ab}) (N=92)</th>
<th>TAU(^{bc}) (N=115)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spain (n=27)</td>
<td>The Netherlands (n=29)</td>
</tr>
<tr>
<td></td>
<td>Spain (n=36)</td>
<td>The Netherlands (n=37)</td>
</tr>
<tr>
<td>Health care costs(^d)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline disease stage</td>
<td>299.90</td>
<td>489.82</td>
</tr>
<tr>
<td>Progressive disease stage 1</td>
<td>729.25</td>
<td>166.43</td>
</tr>
<tr>
<td>Progressive disease stage 2</td>
<td>942.39</td>
<td>240.36</td>
</tr>
<tr>
<td>Progressive disease stage 3</td>
<td>2176.32</td>
<td>240.36</td>
</tr>
<tr>
<td>Societal costs(^d)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline disease stage</td>
<td>309.61</td>
<td>512.90</td>
</tr>
<tr>
<td>Progressive disease stage 1</td>
<td>737.38</td>
<td>198.51</td>
</tr>
<tr>
<td>Progressive disease stage 2</td>
<td>953.98</td>
<td>277.55</td>
</tr>
<tr>
<td>Progressive disease stage 3</td>
<td>2198.96</td>
<td>287.20</td>
</tr>
</tbody>
</table>

\(^a\)Do CHANGE: Do Cardiac Health: Advanced New Generation Ecosystem.
\(^b\)Data are presented in € (2018; €1=US $1.12). The detailed costs of each category are provided in Multimedia Appendix 3.
\(^c\)TAU: treatment as usual.
\(^d\)Baseline disease stage: systolic blood pressure (SBP) <120 mmHg and diastolic blood pressure (DBP) <80 mmHg; Progressive disease stage 1: SBP 120-129 mmHg and DBP <80 mmHg; Progressive disease stage 2: SBP 130-139 mmHg or DBP 80-89 mmHg; Progressive disease stage 3: SBP ≥140 mmHg or DBP ≥90 mmHg.

Table 4. Costs associated with the implementation of the Do CHANGE 2 intervention (N=92).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Spain(^a) (n=27)</th>
<th>The Netherlands(^a) (n=29)</th>
<th>Taiwan(^a) (n=36)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time spent by professionals(^b) (overhead of 18%)</td>
<td>50.02</td>
<td>99.79</td>
<td>19.19</td>
</tr>
<tr>
<td>Time spent by specialists (service development, receiving training, and adaptation)</td>
<td>1.86</td>
<td>7.12</td>
<td>4.53</td>
</tr>
<tr>
<td>Time spent by nurses (service development, receiving training, and adaptation)</td>
<td>1.39</td>
<td>2.67</td>
<td>0.42</td>
</tr>
<tr>
<td>Time spent by nurses on training provision to patients</td>
<td>25.99</td>
<td>50</td>
<td>7.91</td>
</tr>
<tr>
<td>Time spent by nurses on installation of the Do CHANGE(^c) ecosystem</td>
<td>20.79</td>
<td>40</td>
<td>6.33</td>
</tr>
<tr>
<td>Cost of the set of devices included within the Do CHANGE ecosystem</td>
<td>748.99</td>
<td>748.99</td>
<td>748.99</td>
</tr>
<tr>
<td>Total</td>
<td>799.01</td>
<td>848.78</td>
<td>768.18</td>
</tr>
</tbody>
</table>

\(^a\)Data are presented in € (2018; €1=US $1.12).
\(^b\)For the personnel cost, we use the average cost for one full-time employee including employer contributions to social security. The average hourly costs are as follows: €29.23 (Spain), €59 (the Netherlands), and €16.88 (Taiwan) for a physician; €20.79 (Spain), €40 (the Netherlands), and €66.33 (Taiwan) for a nurse; and €34.81 (Spain), €113.50 (the Netherlands), and €84.91 (Taiwan) for a specialist.
\(^c\)Do CHANGE: Do Cardiac Health: Advanced New Generation Ecosystem.
Table 5. Calculation of utility (N=207).

<table>
<thead>
<tr>
<th>Disease stage and assessment</th>
<th>Spain (N=63)</th>
<th>The Netherlands (N=66)</th>
<th>Taiwan (N=78)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Do CHANGE(b) TAU(c) (P) value (d)</td>
<td>Do CHANGE(b) TAU (P) value (d)</td>
<td>Do CHANGE(b) TAU (P) value (d)</td>
</tr>
<tr>
<td>Baseline disease stage</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M0(c)</td>
<td>0.896</td>
<td>0.869 (P=0.74)</td>
<td>0.854</td>
</tr>
<tr>
<td>M3(f)</td>
<td>0.900</td>
<td>0.950 (P=0.49)</td>
<td>0.931</td>
</tr>
<tr>
<td>Δ(g)</td>
<td>0.004</td>
<td>0.081</td>
<td>0.077</td>
</tr>
<tr>
<td>Progressive disease stage 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M0(c)</td>
<td>0.871</td>
<td>0.719</td>
<td>0.861</td>
</tr>
<tr>
<td>M3</td>
<td>0.853</td>
<td>0.898 (P=0.57)</td>
<td>0.861</td>
</tr>
<tr>
<td>Δ(g)</td>
<td>−0.018</td>
<td>0.179</td>
<td>0</td>
</tr>
<tr>
<td>Progressive disease stage 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M0</td>
<td>0.912</td>
<td>0.875 (P=0.49)</td>
<td>0.896</td>
</tr>
<tr>
<td>M3</td>
<td>0.938</td>
<td>0.853 (P=0.07)</td>
<td>0.886</td>
</tr>
<tr>
<td>Δ(g)</td>
<td>0.026</td>
<td>−0.022</td>
<td>−0.010</td>
</tr>
<tr>
<td>Progressive disease stage 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M0</td>
<td>0.964</td>
<td>0.889 (P=0.09)</td>
<td>0.805</td>
</tr>
<tr>
<td>M3</td>
<td>0.944</td>
<td>0.866 (P=0.21)</td>
<td>0.852</td>
</tr>
<tr>
<td>Δ(g)</td>
<td>−0.020</td>
<td>−0.023</td>
<td>0.047</td>
</tr>
</tbody>
</table>

**Notes:**

\(a\) Baseline disease stage: systolic blood pressure (SBP) <120 mmHg and diastolic blood pressure (DBP) <80 mmHg; Progressive disease stage 1: SBP 120-129 mmHg and DBP <80 mmHg; Progressive disease stage 2: SBP 130-139 mmHg or DBP 80-89 mmHg; Progressive disease stage 3: SBP ≥140 mmHg or DBP ≥90 mmHg.

\(b\) Do CHANGE: Do Cardiac Health: Advanced New Generation Ecosystem.

\(c\) TAU: treatment as usual.

\(d\) \(P\) value <.05 is considered significant.

\(e\) M0: baseline assessment.

\(f\) M3: assessment at 3 months.

\(g\) Δ: M3 − M0.

\(h\) Not enough data to calculate a \(P\) value.

**Cost-Effectiveness**

After cleaning the data, 207 participants were included in the cost-effectiveness analysis (92 in the intervention group and 115 in the control group). The Do CHANGE 2 intervention was less costly in Spain (incremental cost was −€2514.90) and more costly in the Netherlands and Taiwan (incremental costs were €1373.59 and €1062.54, respectively). Figure 4 shows the cost-effectiveness plane for the three countries. The cost-effectiveness plane plots the incremental cost of the intervention on the y-axis and the incremental health outcome (measured in QALYs) on the x-axis. The diagonal line represents the WTP per additional QALY gained, which is the maximum amount that the society is willing to give in exchange for a better quality of life. Different thresholds may also be selected. Depending on the location of the ICER point in this plane, one would be able to interpret whether an intervention is cost-effective. When the ICER point is within the lower-right quadrant, it means the intervention is accepted (it is more effective and cheaper), and when it is within the upper-left quadrant, it means that the intervention is not accepted (it is less effective and more expensive). If the ICER point lies in the other two quadrants, then the intervention may or may not be accepted depending on the ICER and WTP threshold values.
Figure 4. Cost-effectiveness plane for the Do CHANGE intervention in Spain, the Netherlands, and Taiwan. The dotted line shows the willingness-to-pay threshold of €15,000 per QALY. Do CHANGE: Do Cardiac Health: Advanced New Generation Ecosystem; ICER: incremental cost-effectiveness ratio; QALY: quality-adjusted life-year; WTP: willingness to pay.

Compared with usual care, the effectiveness of the Do CHANGE 2 program in terms of QALY gains was slightly higher in the Netherlands (incremental effect of 0.011) and lower in Spain and Taiwan (incremental effects of −0.134 and −0.094, respectively). Even though the Do CHANGE program was more effective than usual care in the Netherlands, the relative costs for gained utility (€124,489.27 per QALY) were too high to accept this intervention. Taken together, the Do CHANGE intervention would only be accepted in Spain, where it would help save €18,769.05 per QALY. We also calculated the incremental cost and health-related quality of life for every age-gender combination in the specified target population. The data are presented in Multimedia Appendix 4.

Discussion

Principal Findings

In this cost-effectiveness analysis of an ICT-based intervention to change the health behavior of patients with CVD (the Do CHANGE program) assessed in a multicenter RCT, we found that the ICER strongly varied depending on the country where the intervention was applied. The Do CHANGE 2 program was slightly more effective than usual care in the Netherlands only, albeit at an incremental cost too high to accept the intervention at the selected WTP threshold (€15,000 per QALY). The same intervention was less effective but less costly than usual care in Spain. In Taiwan, the intervention resulted in the dominated option (less effective and more expensive). Therefore, implementation of the Do CHANGE 2 intervention is only recommended in Spain, where it could allow saving financial costs taking into account the costs and effects of the intervention.

We further tested the results with higher WTP thresholds (ie, €30,000 per QALY), with results remaining in the same line.

Contextualization With Previous Work

There is a large body of evidence showing that ICT solutions, including mobile-based telemonitoring, improve the quality and outcomes of care in patients with CVD [46]. Unfortunately, the cost-effectiveness assessment is often disregarded, and many studies reporting cost information do not meet a quality standard high enough to determine the cost-effectiveness or cost-utility of the intervention [46,47]. Regardless of the quality in reporting of individual studies, evidence on the cost-effectiveness of ICT-based lifestyle interventions is rather controversial, and many authors have acknowledged difficulties in drawing strong conclusions in this regard [48-50]. Overall, cost-effectiveness evaluations of secondary and tertiary prevention strategies for patients with CVD are challenged by the multiple factors influencing the outcomes and costs, such as baseline cardiovascular risk, the cost of drugs or other interventions, reimbursement procedures, and implementation of preventive strategies [1]. In the case of telemedicine approaches, it has been recognized that cost-effectiveness depends largely on local aspects of the individual service (and care as usual) being evaluated, and a service may be highly cost-effective in one context but highly ineffective when transferred to another context [47]. This was the case in our analysis, which yielded controversial results regarding the cost-effectiveness of the intervention in the different countries involved. Importantly, the success of an ICT-based lifestyle intervention strongly depends on the willingness of individuals to adopt the intervention, which is likely to be associated with cultural constraints and, therefore, to be country specific.
These differences were particularly pervasive between the Netherlands and Taiwan, where the cost-effectiveness planes showed an almost opposite profile, although the same intervention was implemented. We associate this situation with the majority of patients recruited in Taiwan having hypertension as the primary diagnosis and medical consultations involving health care professionals (ie, physicians) in the Netherlands being too expensive for them to devote time to a prevention intervention that could perhaps be conducted by nurses. This finding supports the need to evaluate the cost-effectiveness of these types of interventions within each context in order to provide the various stakeholders with evidence to understand the financial consequences of scaling up ICT solutions for health care.

Limitations

The main limitation of our trial was the sample size, which was constrained by budget restrictions. The discrepancy between the target and the actual sample size was mainly due to technical difficulties in recruiting participants, who had to enroll in the trial for a minimum duration of 6 months. The low sample size might have constrained the representativeness of the results and made them more sensitive to biases associated with patients with extreme behaviors (ie, outliers). Actually, the extremely low number of participants within, for instance, the states “baseline” and “progressive disease stage 1,” might explain the unrealistic utilities of these patients before the intervention (eg, 0.962 and 1, respectively, for the control group), which were considerably higher than the average reported in larger RCTs involving HF (utility 0.84) [51]. Another example associated with this limitation is the relevant differences for patients allocated to the intervention group in Spain, who were younger and had higher education.

Second, an acknowledgment must be made regarding the limitation associated with the heterogeneous characteristics of the study sample for the primary diagnosis and cultural setting (ie, Spain, the Netherlands, and Taiwan), which may have contributed to the heterogeneous results across countries.

Unlike other cost-effectiveness analyses, we did not consider the contribution of medication to the health care costs. Although this might have increased the accuracy of the absolute costs, from a clinical point of view, it is unrealistic that the prescribed medicines would change throughout a 3-month time lapse. Since our main interest was assessing the change in costs rather than describing the actual values, we considered that it was more appropriate to exclude this concept from the cost-effectiveness analysis.

Finally, although RCTs are considered the gold standard for assessing cost-effectiveness, some authors criticize that they might miss information regarding how the intervention fits into routine practice [15].

Conclusions

Our results suggest that the Do CHANGE 2 environment may help reduce health care costs associated with the management of patients with CVD in certain settings. However, changing health behavior and assessing the impact of this change on health care and societal costs remain big challenges. In line with previous research in this field, our assessment does not allow drawing strong conclusions in this regard. Irrespective of the specific cost-effectiveness of the Do CHANGE 2 program, our results highlight the high heterogeneity that ICT-based interventions might show depending on the country where they are implemented and stress the need for assessing each intervention in all areas before scaling up implementation.
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Abstract

Background: Research on problematic internet use has focused on devising diagnostic criteria or describing the factors that influence internet overuse. However, a paradigm shift is necessary in studying the phenomenon of increased internet use not just from a pathological point of view but also from a developmental point of view that considers children’s behavior of adapting to a technology-oriented society.

Objective: In this paper, we propose the Cyclic Value-Context Reinforcement Model (CVCRM) to understand problematic internet use behavior. The purpose of our study was to construct a developmental process model that provides a holistic understanding of problematic internet use behavior of children and to empirically validate the proposed model by conducting a thematic analysis on actual counseling data.

Methods: To validate the CVCRM, we conducted thematic analysis using the counseling data from 312 Korean children aged 7-18 years. For the coding process, 7 master’s and doctoral student researchers participated as coders, and 2 professors supervised the coding process and results.

Results: This project was funded from October 2015 to September 2019 to analyze counseling data from 312 children who participated in counseling sessions during January 2012 to May 2014. Based on the data analysis, we present the CVCRM, which integrates existing theoretical approaches and encompasses the 3 interacting aspects that induce and reinforce problematic internet use in children: psychosocial value, environmental context, and internet utility. Specifically, using counseling data, we empirically ascertained that problematic internet use behavior feeds into children’s psychosocial values and environmental contexts, which in turn facilitates problematic internet use in a cyclical manner.

Conclusions: Through this empirical validation, the CVCRM can provide a theoretical framework and an integrated perspective on the developmental mechanism of problematic internet use behavior of children.

(J Med Internet Res 2020;22(7):e17996) doi:10.2196/17996
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Introduction

Background

The internet is pervading every aspect of daily life, even for children. Based on the European Union Kids Online Model of Children, Livingston et al [1] argued that the research agenda on children’s internet usage needs to shift direction from “how children engage with the internet as a medium” to “how children engage with the world mediated by the internet.” Furthermore, they raised a critical research question: “For which children under which circumstances does internet use lead to risk and why?” This question redirects our attention from the internet itself to children as active agents, to the environmental context in which children are located, and to children’s developmental process of adaptation.

With the widespread use of the internet, problematic internet use is an important social issue in the global society. Compared to the term internet addiction or dependency, problematic internet use is broad enough to cover the negative consequences of the varying degrees experienced by an individual without the risk of social stigma as a pathological person [2-4]. Problematic internet use is defined as “use of internet that creates psychological, social, school, and/or work difficulties in a person’s life” [5]. Until now, most research on problematic internet use has focused on devising diagnostic criteria or describing the factors that influence internet overuse. However, a paradigm shift in the study of the phenomenon of increased internet use is necessary, not just from a pathological point of view but also from a developmental point of view that considers children’s behavior of adapting to a technology-oriented society.

In this study, we propose the Cyclic Value-Context Reinforcement Model (CVCRM) to explain problematic internet use behavior. The purpose of our study was to construct a developmental process model that provides a holistic understanding of problematic internet use behavior of children and to empirically validate the proposed model by conducting a thematic analysis of counseling data collected from 312 Korean children, aged 7 to 18 years. We explored the adaptive functions of the internet-mediated environment in achieving children’s developmental tasks and satisfying their psychosocial values as well as their environmental needs.

Problematic Internet Use Behavior: Need for an Integrated Process Approach

Research topics on problematic internet use behavior have changed from a predominantly symptom-centered approach to a cause-centered approach and from individual factors to environmental contexts that impact internet use. Using the symptom-centered approach, researchers developed diagnostic criteria based on the investigation of symptoms of internet overuse and designed intervention methods to relieve the corresponding symptoms [6-10].

However, a symptom-centered approach is not enough to change the causal context and prevent symptom development. To address this issue, a cause-centered approach has been established to identify factors affecting problematic internet use. Early cause-centered studies examined individual internal factors, including comorbidity [11-13] or psychological vulnerabilities, such as loneliness and shyness [14-16], as the cause of problematic internet use. In addition to the individual internal factors, research on external variables and environmental contexts, which include the influences of family, school, and society, has begun recently. Family function, communication, and family conflicts are important factors that affect problematic internet use [17-20]. Additionally, people with internet-related problems tend to experience more real-life problems in social relationships and school life [21,22]. Considering these results, in order to gain a more comprehensive understanding of the phenomenon, we need to examine environmental contexts as important factors in models that examine problematic internet usage.

Although existing work has identified a correlation between specific individual and environmental factors and internet use, we need to look beyond individual relationships between specific factors and consider the overall development of problematic internet use behavior. In particular, certain individual factors transact cyclically with other factors, usage behavior, and problematic symptoms. For example, depression, loneliness, and self-control have been found to interact with other factors that affect problematic internet use [14,23-25]. Thus, comorbidities and psychological vulnerabilities are causes, as well as consequences, of problematic internet use [26,27]. Kardefelt-Winther [27] also reported that the correlations of loneliness and social anxiety with excessive online gaming were no longer present when controlling for stress. In addition, symptoms of psychopathology mediate irrational beliefs and internet gaming addiction [28]. Therefore, the relationship between internet use behavior and factors influencing it can be transactional and cyclic, rather than a one-way causal relationship.

Given the expanded research interest, from symptoms to causes of problematic internet use behaviors and from individual factors to environmental contexts, a process-centered approach integrating these factors is necessary to increase an overall understanding of problematic internet use. In other words, from a holistic perspective, we need to understand the intersection between the environmental context and personal characteristics and to reveal the mechanism underlying how these factors transact with each other and reinforce problematic internet use behavior.

Previous Theoretical Models on Problematic Internet Use Behavior

In order to construct an integrated developmental model and to guide our understanding in a qualitative thematic analysis, we selected 7 related theoretical models: (1) cognitive-behavioral model of pathological internet use [10], (2) a new model of media attendance [29], (3) model of compensatory internet use [30], (4) basic model of problematic internet use in youth [31], (5) differential-susceptibility to the media effects model [32], (6) reinforcing spirals model [33], and (7) player’s value structure in digital games [34]. In this section, we compare these 7 models and discuss the insights gained in relation to problematic internet use behavior.
Davis [10] introduced the cognitive-behavioral model of pathological internet use. This model described the following 3 categories of factors contributing to behavioral symptoms: individual psychopathology, internet exposure experience, and social deficits. The core factor of this model is “maladaptive cognitions.” Accordingly, the model suggests that individuals who have maladaptive cognitions have a negative view of themselves and use the internet to gain positive responses from others. Based on the cognitive-behavioral approach, this model was an early attempt to explain the etiology of pathological internet use. However, this model has limitations in that it focuses on the vulnerability of the individual by regarding internet use behavior as a pathological symptom. Another limitation of the model is that it considers the individual as a passive and socially deficient being that simply responds to situational cues.

LaRose and Eastin [29] proposed an internet use process model that combines the concepts of use and gratification with the social cognitive theory, by matching similar dimensions in both models. The following 6 expected internet outcomes were identified: novel, social, activity, monetary, self-reactive, and status. This model also added the factors of self-efficacy and self-regulation to broaden the understanding of use and gratification. The internet use process model explains internet use behavior using the expected outcomes of internet use, rather than focusing on problematic symptoms or individual vulnerabilities. In addition, the model regards users as active subjects that select media according to expected outcomes (ie, gratification). However, this approach does not consider the preceding factors that lead to the expected outcomes of internet use behavior.

Kardefelt - Winther [30] presented a model of compensatory internet use and explained internet use behavior through motivation that stems from unmet real-life needs. This model suggests that people use the internet as a stress-coping strategy. Furthermore, the model considers the real-life context of internet usage by introducing the concept of “coping motivation,” which regards reality-based difficulties as an important factor for inducing internet use. However, this model can only explain internet use behavior as a coping strategy for people who experience problems in a real-life context. Additionally, because motivation is relatively temporary and limited to a specific situation, the model is not suitable for explaining persistent internet use behavior.

As a more comprehensive model, Tam and Walter [31] suggested a basic model of problematic internet use for youth that is based on the literature from the past 10 years. They argued that problematic internet use is conceptualized, not as a unitary mental health condition, but rather as complex pathways of underlying psychological, developmental, ecological, and intrafamilial factors. This model distinguishes between regular internet use, problematic or heavy internet use, and pathological internet use or gaming addiction. Additionally, it separates the predisposing and protective factors that affect each state. However, while this model describes each of the subfactors affecting problematic internet use in detail, it has a limitation that it does not account for the interrelationships between the different factors.

In the literature on the effects of media, Valkenburg and Peter [32] introduced the differential-susceptibility to the media effects model. The model proposed that media effects are conditional and depend on the following 3 types of differential-susceptibility variables: dispositional, developmental, and social. These 3 differential-susceptibility variables affect the choice of media use. Additionally, the model distinguished the following 3 media response states: cognitive, emotional, and excitative. These 3 response states mediate the relationship between media use and media effects. Finally, this model adopted the transactional proposition, which suggests that media use, media response states, and differential-susceptibility variables are influenced by media effects. This model also provided insights regarding the relationship between media and nonmedia variables. However, because it deals with a microlevel analysis focused on individual media users, it is difficult to apply to design intervention methods of behavioral change on the level of user activity or environmental affordance.

Based on a system-theory perspective [35] and the social identity theory [36], Slater [33] elaborated the reinforcing spirals model. It recognized that media use serves as both an outcome and a predictor in many social processes and that media use in the contemporary society is a principal means to maintaining personal and social identities. One premise of this model is that the process of media selection and the effect of exposure to selected media are dynamic and ongoing. Therefore, this model considers that users tend to select certain types of media contents according to their social context, social identity, and prior attitudes. In addition, certain media content exposures have a subsequent impact on the strength and accessibility of social group identification, attitudes, and behaviors. In turn, the influence of subsequent media use continues to reinforce those associated elements of social identity, attitude, and behavior over time. The virtue of this model is highlighting the ongoing dynamic social process of media use behavior. However, social identity is not static and could vary according to the function of the environmental contexts and values of users.

Recently, in the domain of game studies and consumer research, Lin et al [34] proposed the structure of attribute-consequence-value chains of digital game players. Using soft-laddering interviews and a theoretical framework of means-end chains, they revealed game attributes that players direct their attention to, including attributes such as the connection system, popularity, graphic design, and diverse game genres. Depending on these attributes, players experience certain consequences, such as improved interactivity, cultivated logic and reflex, acquisition of an authentic experience, enhanced pleasure of senses, and utilized imagination. This model also identified the values that game players pursue, such as fun and enjoyment of life, sense of accomplishment, warm relationships, and excitement. This study provided us with insights in terms of the sequential process of users’ values, media attributes, and experiential consequences.

**Insights for Developing the Integrated Model of Problematic Internet Use Behavior**

We gained two main insights from reviewing existing models on internet use behavior. First, early studies attempted to explain...
the preconditions that could lead to internet use behavior, mainly in terms of an individual’s psychosocial characteristics. However, recent studies have expanded the understanding of the interactions to include personal characteristics and environmental contexts. Therefore, when constructing a new model, it is necessary to cover all 3 basic aspects of internet usage behavior: the individual’s psychosocial values and environmental contexts as well as the interaction between these two components.

Second, early studies looked at internet use behavior as a temporary problem and attempted to identify the cause or symptom of the problem by considering a simple causal relationship. However, recent studies have proposed a cyclic nature to the relationship between variables, one which creates persistent reinforcement and leads to the repetitive use of the internet. Therefore, it is necessary to examine the process that explains the types of internet utility that lead to stable and continuous problematic internet use. In addition, the model should link internet use back to the factors that exist within the context of daily life.

Based on these insights, this study proposes a hypothetical model that integrates existing theoretical approaches related to problematic internet use behavior from a developmental perspective, termed the CVCRM. The first research question of this study was: “Can we construct an integrated process model to understand problematic internet use behavior holistically?” The second research question is: “Can we identify factors and processes that interact with problematic internet use behavior in the CVCRM using children’s counseling data?”

Methods

Counseling Data Collection

We conducted a thematic analysis using the counseling data provided by the National Information Society Agency in the Republic of Korea. The data comprised reports on counseling sessions from January 2012 to May 2014 with children who experienced internet-related problems. Each case consists of one initial interview and at least one follow-up counseling session, ranging from 1 to 5 sessions. During the first interview, counselors measured the severity of internet-related problems and examined the basic environmental and individual conditions of the client. The questions in the initial interview pertained to the client’s home and school environments, time of the first internet use and motivation, feelings before and after internet use, how family and school respond to internet use, consequences of internet use, and the level of internet addiction. The optional follow-up counseling sessions after the initial interview were not strictly structured, and the counselors identified the clients’ core problems and attempted interventions. During the entire counseling process, the counselors recorded the client’s comments, as well as details about the client, his or her family members, and his or her family environment. All counseling records were archived as digital documents. We reviewed 312 cases that met the following 2 conditions: (1) case data included an initial interview report and had ≥1 follow-up session records and (2) clients aged between 7 and 18 years.

This range is defined as the Korean school age and comprises entry into elementary school to graduation from high school.

Thematic Analysis

Thematic analysis [37] is a qualitative research method that enables us to discover and analyze patterns or themes in data. This methodology consists of 2 approaches: top-down theoretical approach and bottom-up inductive approach. The purpose of our study was to construct a new model by integrating existing theories and to verify the model using empirical data. Therefore, we performed a thematic analysis that incorporated both theoretical and inductive approaches. Using both top-down and bottom-up approaches iteratively allows researchers to reflect on both theory and data from various perspectives. As a result, one can gain a richer understanding when using such an iterative approach compared to using just a top-down or bottom-up approach. The detailed analysis process was as follows. First, we formulated the initial model based on the integration of previous theoretical approaches. Second, we verified our model through a thematic analysis with iteration between our model and empirical data. We used counseling data from children for this bottom-up process. Our research team read 312 cases of counseling records to identify the overall problem situation (Step 1: familiarization with the data). Then, we repeatedly read all the counseling records. Each sentence in a record was read to identify meaningful statements that indicate children’s psychosocial values, environmental contexts, internet utility, and internet use behavior (Step 2: generation of the initial code). We repeated this process 9 times until the identified themes were saturated (Step 3: searching for and reviewing themes). Finally, all researchers reached a consensus on defining themes (Step 4: defining and naming themes). We performed a thematic analysis at the latent level to understand and theorize the underlying structures and processes of problematic internet use behavior. To establish credibility in the analysis, we used the researcher triangulation approach [38]. For each of the coding processes, 3-7 master’s and doctoral student researchers participated as coders, and 2 professors supervised the coding process and results. The Gwet’s AC1 interrater reliability coefficient was calculated in the ninth iteration for each of the following main themes: Children’s Psychosocial Value (10 factors, mean 0.887), Environmental Context (13 factors, mean 0.827), and Internet Utility (6 factors, mean 0.912). In case of disagreement that arose after the coding process, all the coders discussed the case to reach a final agreement.

Results

CVCRM

We formulated the CVCRM of problematic internet use behavior based on the insights drawn from previous theoretical approaches. First, we tried to cover 3 basic aspects in our model: children’s psychosocial values, environmental contexts, and internet utility. Second, we incorporated repeated behavioral tendencies between internet utility and internet use in our model. Third, our model addressed the cyclic reinforcement process linkage between problematic internet use behavior and the person-environment interaction unit, which are deeply interconnected within children’s daily life.
Figure 1 shows the CVCRM. The “Person-Environment Interaction Unit” is an organism in which the children’s psychosocial values, developmental tasks, and environmental contexts interact. The specific conditions formed by the interaction of these elements can increase the probability of internet use. Internet use and internet utility are grouped into the “Internet-Mediated Interaction Unit.” They circulate and form a repeated internet use state. Repeated internet use leads to specific problematic internet use behavior, which can give feedback to the “Person-Environment Interaction Unit” to change its state. Through this process, internet use is induced and reinforced. The states of “Person-Environment Interaction Unit” and “Internet-Mediated Interaction Unit” are not static and may vary from person to person and from time to time. We defined and described each part comprising the CVCRM as follows.

**Figure 1.** The Cyclic Value-Context Reinforcement Model of problematic internet use behavior.

### Psychosocial Value

Psychosocial value is the intrinsic value of the child that is being met through internet use. As a result of our data analysis, 3 subthemes of psychosocial value appeared: individual, relational, and social. Psychosocial value represents relatively stable personal preferences as compared to “motivation or gratification” used in previous models. The themes and categories of the thematic analysis results are summarized in Table 1.
Table 1. Psychosocial value categories of problematic internet use behavior.

<table>
<thead>
<tr>
<th>Subtheme and category</th>
<th>Category description</th>
<th>Example quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Individual</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To relieve stressful events</td>
<td>Use the internet to alleviate or eliminate psychological stress such as tension, depression, loneliness, or anxiety.</td>
<td>“[Using the internet] relieves my stress.” “[When using the internet[,] I’m not lonely anymore.”</td>
</tr>
<tr>
<td>To express oneself</td>
<td>Evaluate the value of the internet as a means of expressing what one likes, one’s emotions, and one’s ideal self-image.</td>
<td>“[On the internet] I can express my opinions easily.”</td>
</tr>
<tr>
<td>To experience a sense of accomplishment</td>
<td>Attach the value of the internet as a means of experiencing fulfillment, reward, and achievement.</td>
<td>“I feel a sense of accomplishment when I win.” “I enjoy raising my ranking in a game.”</td>
</tr>
<tr>
<td>To spend one’s surplus time</td>
<td>Do not have any alternative activities other than surfing the internet and, thus, consider the internet as a convenient way to spend time.</td>
<td>“I get bored [when I come home], but there’s nothing else I can do [to spend my time].” “I play internet games when my parents don’t mind my time.”</td>
</tr>
<tr>
<td>To express disobedience</td>
<td>Evaluate the value of the internet as a means of ignoring or actively resisting an authority’s instructions.</td>
<td>“I played internet games more since their [parents’] actions hurt my pride.” “I used the internet more heavily since my parents’ regulation on internet use caused more stress.”</td>
</tr>
<tr>
<td>To escape from reality</td>
<td>Use the internet as a place to escape from real problems that cannot be fundamentally solved.</td>
<td>“I feel a sense of freedom since I can escape from school.” “Using the internet makes me forget about the severe conflict between my parents.”</td>
</tr>
<tr>
<td><strong>Relational/social</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To develop a sense of closeness</td>
<td>Evaluate the value of the internet as a means of interacting with particular subjects and maintaining familiarity.</td>
<td>“Internet enables me to keep in touch with my close friends who moved to other cities.” “My friend and I speak the same language because of the games that both of us play.”</td>
</tr>
<tr>
<td>To participate in common activities in the peer group</td>
<td>Evaluate the value of the internet as a way to enter peer groups, follow the current trends, and collaborate with peers.</td>
<td>“I need the internet to hang out with my friends.” “It [the internet] makes me understand the world that my friends are in.”</td>
</tr>
<tr>
<td>To be recognized as the best</td>
<td>Evaluate the value of the internet as a way to obtain authority, respect, and envy within a group.</td>
<td>“I’m proud when my friends admire me for my gaming skills.” “[Using the internet] makes me happy since many people online recognize me when I upload a drawing of a game character.”</td>
</tr>
<tr>
<td>To experience controllability</td>
<td>Evaluate the value of the internet as a place where one can control one’s self, one’s group, and society.</td>
<td>“I want to relax, have some fun, … and keep everything under control.”</td>
</tr>
</tbody>
</table>

**Developmental Task**

Developmental task refers to what children must achieve at each stage of development. Thus, these tasks are fundamental psychosocial issues that can affect individuals of a certain age. Further, the developmental task at a specific age can affect and change one’s environmental contexts or psychosocial values. In the model presented in Figure 1, “the developmental task” is marked with a dotted box to indicate it is a latent variable. Life’s major roles are deeply interconnected with developmental tasks [39], as they refer to challenges or expectations that a culture has for individuals in different life phases [40]. The cyberspace, which is accessible via the internet, also serves as a channel for users to practice and achieve developmental tasks. For example, developing productive peer relationships is one of the important developmental tasks of school-aged children and teenagers, and it is more likely that they will have high value for social affiliation through internet use. However, the process in which these tasks interact with environmental contexts or individual value systems is not yet exposed. Therefore, the developmental task is regarded as a latent variable in this model.

**Environmental Context**

Environmental context includes the surrounding situation or environmental conditions that can affect the child’s perception or behavior. In the counseling data, 3 subthemes of environmental context appeared: individual, family, and society. Some environmental contexts can change with time and can be influenced by the outcome of internet use. However, each of the children’s experiences or perceptions of the environment, whether changed or not, may have an impact on his or her problematic internet use behavior. The themes and categories of the thematic analysis results are summarized in Table 2.
Table 2. Environmental context categories of problematic internet use behavior.

<table>
<thead>
<tr>
<th>Subtheme and category</th>
<th>Category description</th>
<th>Example quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Individual</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Situations of physical illnesses that limit daily life</td>
<td>Daily life is restricted by physical disability or illness.</td>
<td>“After being diagnosed with tuberculosis, I began to visit the PC cafe frequently while recuperating at home.”</td>
</tr>
<tr>
<td>Situations of psychological vulnerability</td>
<td>Mental illness requiring professional treatment (eg, ADHD, panic disorder) or psychological instability (eg, irritability, lethargy) is observed.</td>
<td>“[Mother says] client has social phobia.” ”I’m depressed.” ”I’m really worried about my school grades.”</td>
</tr>
<tr>
<td>Situations of insufficient satisfaction with psychosocial needs</td>
<td>Complaints due to unsatisfied needs (eg, self-esteem), social exchanges (eg, social belongingness), or goal achievements (eg, realization of the ideal self) are observed.</td>
<td>“He doesn’t know how he can relieve his disappointment when his wishes cannot be granted.” “She [client] said she received art lessons but was forced to quit. She wants to pursue her career in art again.”</td>
</tr>
<tr>
<td>Situations of lacking lifelong goals</td>
<td>A lack short-term or long-term goals or life commitments is observed.</td>
<td>“I don’t know what I should do [for the rest of my life!”</td>
</tr>
<tr>
<td><strong>Family</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inadequate parenting</td>
<td>Caregiver’s undesirable parenting style, practice, or perspective, such as excessive regulation, insufficient caregiving, or physical or verbal violence, is observed.</td>
<td>“[Began using the internet excessively] after my mom didn’t allow me go outside.” ”My parents don’t care [about my internet usage].” ”Her [client’s] mother doesn’t have any faith in her.”</td>
</tr>
<tr>
<td>Family communication problems</td>
<td>Weak family bonding or communication problems between family members are observed.</td>
<td>“My parents don’t get along. They fight over nothing.” ”My parents only ask me to study. I want them to hear my thoughts about what I want to do.”</td>
</tr>
<tr>
<td>Instability of the caregiver</td>
<td>Caregiver cannot nurture the client due to physical separation (eg, long business trips, divorce, or death).</td>
<td>“He [client] has a father who only visits on weekends.” ”He [client] lives with his father after his parents got divorced when he was 6.”</td>
</tr>
<tr>
<td>Internet use of other family members</td>
<td>Family members show problematic internet use.</td>
<td>“My mother is addicted to the internet.” ”I cannot use the internet when my sister is at home since she is addicted to the internet.”</td>
</tr>
<tr>
<td><strong>Society</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Socially imposed stigma</td>
<td>Peer groups, schools, and the society insulate and isolate the client (eg, bullying, internet addiction, obesity, problem behavior).</td>
<td>“During middle school, he [a client] severely suffered from bullying.” ”My family treats me as a mental patient.”</td>
</tr>
<tr>
<td>Social or school maladjustment</td>
<td>Difficulty in social relations or social life or problematic behavior is observed.</td>
<td>”I’m afraid of meeting friends at school.” ”He [a client] used the internet a lot because of social phobia and obsession problems.”</td>
</tr>
<tr>
<td>Economic constraints</td>
<td>Client’s activity is limited due to economic constraints (includes client’s perception of economic constraints).</td>
<td>“The client said that he felt pity about himself, and described himself as being a beggar, several times throughout the week.” ”I live in poverty.”</td>
</tr>
<tr>
<td>Coexisting delinquent behavior</td>
<td>Delinquent acts (eg, runaway, truancy, drinking, smoking, sexual activity) or crimes (eg, school violence, assault, theft, robbery, or rape) are observed.</td>
<td>“The client bullied other students and often questioned the purpose of studying.” ”His [client’s] teacher said she often had to search for him because he went to the PC café instead of attending school.”</td>
</tr>
<tr>
<td>Unstructured daily activities</td>
<td>Client’s daily life is unstructured (no daily structure at home after expulsion or no regular activity plan for after-school hours).</td>
<td>“Since quitting the job at a restaurant, I spent time playing computer games [without any future plans].”</td>
</tr>
</tbody>
</table>

*ADHD: attention deficit hyperactivity disorder.

**Internet Use**

Internet use, or more specifically “repeated internet use,” refers to the state of repeated engagement in internet use activity while obtaining internet utilities.

**Internet Utility**

Internet utility satisfies the psychosocial value of a child, including the utility of content or relationships accessible via the internet. Internet utility can mediate the influence of the “Person-Environment Interaction Unit” on problematic internet use behavior to induce repeated internet use. In the counseling data, 3 subthemes of internet utility appeared: individual, relational, and social. The themes and categories of the thematic analysis results are summarized in Table 3.
Table 3. Internet utility categories of problematic internet use behavior.

<table>
<thead>
<tr>
<th>Subtheme and category</th>
<th>Category description</th>
<th>Example quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Individual</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To enjoy</td>
<td>Derive pleasure and fun from using the internet.</td>
<td>“Using the internet is the only pleasure in my life.” “The internet is thrilling.”</td>
</tr>
<tr>
<td>To engage in goal-oriented learning</td>
<td>Establish goals to master specific skills or subjects in real life in the short or long term and gain learning effects over the internet.</td>
<td>“[When I’m using the internet,] I can code programs, which is both a hobby and a way of preparing for my future career.” “[On the internet,] there’re a lot of things that I can learn from.”</td>
</tr>
<tr>
<td>To surf the internet</td>
<td>Browse and collect fragmentary information through the internet.</td>
<td>“It [the internet] helps with my homework.” “I used the internet to watch a show that a singer [who the client is a fan of] starred in, listen to his songs, and communicate with other fans.”</td>
</tr>
<tr>
<td>To earn money</td>
<td>Acquire things that can make money or exchange money through the internet.</td>
<td>“I can earn a lot of money [through online gambling].” “I do online gambling because my allowances are not enough.”</td>
</tr>
<tr>
<td>To satisfy one’s sexual curiosity</td>
<td>Satisfy one’s sexual curiosity through the internet.</td>
<td>“I sometimes watch pornography online.”</td>
</tr>
<tr>
<td><strong>Relational/social</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To be active in an online community</td>
<td>Communicate with new people through an online community or social networking service (including positive, neutral, and negative communication).</td>
<td>“It is fun to communicate with others anonymously.” “Arguing with others online is fun.”</td>
</tr>
</tbody>
</table>

**Cyclic Reinforcing Process**

Children’s psychosocial values, environmental contexts, and internet utilities interact to induce and reinforce internet use. Afterwards, problematic internet use is fed back into individual value systems and environmental contexts, resulting in repeated and strengthened internet use. We illustrate 5 representative counseling cases in high-risk groups that vividly reveal the cyclic reinforcing process in Table 4.
Table 4. Representative counseling cases that show the cyclic reinforcing process.

<table>
<thead>
<tr>
<th>Case ID</th>
<th>Counseling content</th>
<th>Corresponding cyclic pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 57</td>
<td>“I experienced school violence in middle school and became obsessed with games. [...] I feel like I’m out of reality and feel liberated. I also feel like I am being recognized by people. [...] The interpersonal relationship was so comfortable that I don’t feel the need to make friends offline. More recognition on the internet makes it more difficult to establish relationships in the real world...”</td>
<td>School violence (ECa) &gt; escape from reality, social recognition (PVb) &gt; repeated and obsessive use (PIUBd) &gt; weakening of offline relationships (EC) &gt; cycle repetition</td>
</tr>
<tr>
<td>Case 155</td>
<td>“...Since I'm in the third year of high school, I have to study a lot, but I keep thinking about games. Eventually, I play games in the PC room with the excuse that I am going to the reading room on weekends. [...] I'm not bored if I'm playing a game. I am anxious if I don't play games. I have to study, but I'm depressed and worried because I play a lot of games. [...] I’m worried that, like my brother, I’m going to have a serious conflict with my parents...”</td>
<td>College entrance exam stress (EC) &gt; relieve stress (PV) &gt; enjoy fun (IU) &gt; repeated and obsessive use, feeling of depression and worry (PIUB) &gt; expectation of conflict with parents (EC) &gt; cycle repetition</td>
</tr>
<tr>
<td>Case 295</td>
<td>“...Bored at home, I started the internet. [...] I can use the internet to relieve stress and to kill time. I can meet new people in virtual space. In particular, I communicate well with people who play the same games. [...] I tried to quit the game, but I was forced to play it again because of my clan friends...”</td>
<td>Unstructured daily life (EC) &gt; relieve stress and spend surplus time (PV) &gt; to be active in online community (IU) &gt; excessive use (PIUB) &gt; cycle repetition</td>
</tr>
<tr>
<td>Case 324</td>
<td>“...When I was in the third year of elementary school, my mom took me to a PC room. The internet is fun, stress-free, and pleasant. After that, I repeatedly went to the PC room to play games. [...] I often went to PC rooms, and my mom's interference with games increased. Grandpa and grandma’s nagging got worse. I go back to the PC room to avoid it...”</td>
<td>Internet use of mother (EC) &gt; relieve stress (PV) &gt; enjoy fun (IU) &gt; repeated visits to PC room (PIUB) &gt; conflict with family members (EC) &gt; cycle repetition</td>
</tr>
<tr>
<td>Case 559</td>
<td>“...Life is boring. When I'm immersed in the internet, I can be happy and have fun in my life. [...] I spend a lot of time playing games. [...] I went to the Rescue Internet Camp last year. At first it seemed to get better, but after a while it was back...”</td>
<td>Lack of a lifelong goal and insufficient satisfaction of psychosocial needs (EC) &gt; to express oneself (PV) &gt; enjoyment and feel happy (IU) &gt; repeated use (PIUB) &gt; intervention in Rescue Internet Camp is useless (EC) &gt; cycle repetition</td>
</tr>
</tbody>
</table>

**Funding**

This project was funded from October 2015 to September 2019 to analyze counseling data from 312 children who participated in counseling sessions during January 2012 to May 2014.

**Discussion**

**Implications**

Our proposal of the CVCRM of internet use behavior and our thematic analysis of the model using children’s counseling data have several implications. First, the CVCRM expanded the understanding of problematic internet use behavior by introducing the concepts of children’s psychosocial values and environmental contexts. In addition, the developmental task was included as a latent variable to explain the mechanisms of the developmental process of internet use behavior. In accordance with Lin et al [34], we adopted the concept of value based on the social adaptation theory by Kahle [41] and the suggested list of values [42]. Kahle listed 9 values (ie, self-respect, security, warm relationships with others, sense of accomplishment, self-fulfillment, sense of belonging, sense of being well-respected, fun and enjoyment of life, and excitement) and regarded these values as closely related to life’s major roles [42]. In addition, positive adaptation in children can be defined by achieving age-salient developmental tasks, and these tasks reflect the expectations and standards that parents, teachers, and society set for them [43]. Therefore, we need to consider children’s psychosocial values, developmental tasks, and environmental contexts in order to understand children’s problematic internet use behavior. In the counseling data, we found 3 subdimensions in the environmental context (ie, individual, family, and society). The structure of these 3 hidden dimensions is similar to the bioecological model of human development [44]. Bronfenbrenner and Morris [44] explained that both risks and resources for positive adaptation and development stem from factors situated within individuals (genetic and hormonal systems, personality, and cognition) as well as in the proximal (family and school) and distal (societal, cultural, and institutional) contexts in which their life is embedded [43].

Second, we proposed an extended understanding that internet use behavior is not a short-term problem state, but rather a persistently evolving and cyclically reinforcing process. At the surface level, the purpose of repeated internet use is obtaining internet utilities in the short term. However, if we widen our viewpoint to include the person-environment interaction unit, we can understand that internet utility originated from the interaction between children’s psychosocial values,
developmental tasks, and environmental context needs. These multiple dimensions are relatively long-lasting characteristics, and the dimensions cyclically reinforce each other. Therefore, our study can contribute to the exploration of the cyclical nature of the relationship between variables that produce persistent reinforcement mechanisms of the repetitive use or re-use of the internet.

Third, the CVCRM can be applied to inform preventive interventions for problematic internet use. The current interventions tend to focus on directly changing personal characteristics or symptoms. However, personal characteristics, such as personality, self-regulation, self-efficacy, and cognition, are difficult to intervene and affect. Conversely, it is relatively easy to induce behavioral change by modifying environmental contexts. For example, in one case, a girl was constantly home alone because her parents both worked full-time jobs. She felt sad when her mother told her to “Take care of the problem yourself,” in response to trying to talk to her about a problem she faced. She used the internet for entertainment when she was home alone. Her internet usage duration increased, and she did not consider reducing it. Within a symptom-centered framework, she is at high risk of developing internet addiction. Here, therapists will attempt to intervene using a cognitive-behavioral approach, in which they will improve her self-regulation and plan her internet use time. However, from the value-context perspective, it is possible to change her parents’ attitudes to meet her needs of love and belongingness or to provide her with a structured daily life by offering opportunities to engage in cultural or leisure activities. Although the individual’s internal factors, such as self-control or depression, are abstract and difficult to change with short-term intervention, environmental contexts and value-seeking activities could change through practical interventions in a relatively short period.

Limitations
There are some limitations in this study. The first pertains to the structure of the counseling data. Specifically, several factors may not have been discovered in the initial interview since the questions were semistructured. Furthermore, home-visit counseling sessions were loosely structured, so that counselors could freely talk and explore the client’s situation. The counseling record was not an exact transcript of the counseling session and was recorded as a summary based on the counselors’ comprehensive observations. Therefore, the counselors’ personal opinion may have influenced the records. Second, it is difficult to investigate cognitive factors because of the characteristics of children. Children’s self-consciousness is not yet fully developed. Without verbal statements, observations alone are not enough to identify abstract cognitive factors. Therefore, we did not include cognitive factors in the proposed model. However, cognitive factors, such as maladaptive cognitions [45] and desire thinking [46], are considered important predictors of internet use problems and may mediate the effects of values and contexts. Future research needs to explore the relationship between the factors proposed by the CVCRM and cognitive factors.

Future Research
For future studies, we propose several directions to advance research in this domain. First, it is important to validate the present model using a quantitative approach given that our approach was an empirical validation. Furthermore, it is necessary to explore the interaction between environmental contexts and psychosocial values, as proposed by this study. Therefore, while we integrated these two concepts into the concept of the “person-environment interaction unit,” the detailed interactive processes taking place inside the unit are yet to be investigated. Second, there is a need to compare the changes in how the environment is perceived, psychosocial values, and internet utilities, based on developmental periods. By expanding the present study to the entire lifecycle, which includes young adults, middle-aged adults, and the elderly, we can explore the interaction between differential developmental tasks, environmental contexts, and value systems throughout the lifespan. Third, research is needed to compare the structures of the environmental contexts and psychological values surrounding internet use across various cultures. Values are not culturally neutral. For example, community connectedness is a strong value in the Korean society. Thus, social recognition and acceptance are important values in Korea for children to master, compared to other cultures where the value of independence may be encouraged as a virtue of adolescence. Lastly, developing specific counseling techniques and how such techniques can reinforce problematic internet use behavior are important and interesting topics to pursue. An indepth development of counseling strategies based on the CVCRM and the effects of such strategies would be a great direction for future work.

Conclusions
We proposed the CVCRM of problematic internet use behavior from the developmental perspective using children’s counseling data. By performing a thematic analysis at the latent level, we could extend the current understanding of the underlying structure of internet use behavior. The core argument of our model is that children’s psychosocial values, environmental contexts, and internet utility interact to induce and reinforce problematic internet use. As a result, problematic internet use is reinforced back into the individual value system and environmental contexts, resulting in further strengthened internet use. Since the developmental task during adolescence can affect and change one’s environmental contexts or psychosocial values, it was included as a latent variable.

Human behavior is shaped by various factors, including those that underlie the environment. Once we understand the mechanisms by which children start and continue to use the internet, we can gain a deeper understanding of internet use behavior. Rather than attempting to change children’s internal traits or symptoms, it would be clinically useful to decipher and obtain the values that children seek and to create an environment that encourages them to change their behaviors on their own. From the perspective of developmental psychology, the value that children acquire by using the internet is related to a developmental task and is therefore very important in their growth process [40]. To help children derive value from the...
internet without falling into problematic use, a value-context approach may be useful in helping to create an environment in which children can recognize their own values regarding the internet and yet ultimately control and regulate their internet use behavior.
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Abstract

Background: High-quality medical resources are in high demand worldwide, and the application of artificial intelligence (AI) in medical care may help alleviate the crisis related to this shortage. The development of the medical AI industry depends to a certain extent on whether industry experts have a comprehensive understanding of the public’s views on medical AI. Currently, the opinions of the general public on this matter remain unclear.

Objective: The purpose of this study is to explore the public perception of AI in medical care through a content analysis of social media data, including specific topics that the public is concerned about; public attitudes toward AI in medical care and the reasons for them; and public opinion on whether AI can replace human doctors.

Methods: Through an application programming interface, we collected a data set from the Sina Weibo platform comprising more than 16 million users throughout China by crawling all public posts from January to December 2017. Based on this data set, we identified 2315 posts related to AI in medical care and classified them through content analysis.

Results: Among the 2315 identified posts, we found three types of AI topics discussed on the platform: (1) technology and application (n=987, 42.63%), (2) industry development (n=706, 30.50%), and (3) impact on society (n=622, 26.87%). Out of 956 posts where public attitudes were expressed, 59.4% (n=568), 34.4% (n=329), and 6.2% (n=59) of the posts expressed positive, neutral, and negative attitudes, respectively. The immaturity of AI technology (27/59, 46%) and a distrust of related companies (n=15, 25%) were the two main reasons for the negative attitudes. Across 200 posts that mentioned public attitudes toward replacing human doctors with AI, 47.5% (n=95) and 32.5% (n=65) of the posts expressed that AI would completely or partially replace human doctors, respectively. In comparison, 20.0% (n=40) of the posts expressed that AI would not replace human doctors.

Conclusions: Our findings indicate that people are most concerned about AI technology and applications. Generally, the majority of people held positive attitudes and believed that AI doctors would completely or partially replace human ones. Compared with previous studies on medical doctors, the general public has a more positive attitude toward medical AI. Lack of trust in AI and the absence of the humanistic care factor are essential reasons why some people still have a negative attitude toward medical AI. We suggest that practitioners may need to pay more attention to promoting the credibility of technology companies and meeting patients’ emotional needs instead of focusing merely on technical issues.

(J Med Internet Res 2020;22(7):e16649) doi:10.2196/16649
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Introduction

Background

High-quality medical resources are in great demand worldwide. The World Health Organization estimates that there is a global shortage of about 4.3 million doctors and nurses, a problem that poses a more serious threat in developing countries [1]. The application of artificial intelligence (AI), a field of computer science that aims to mimic human cognitive functions with computer algorithms [2,3], in medical care can reduce the burden on doctors and nurses, improve patient care, and alleviate the human resource crisis in health care [4]. In recent years, AI has made breakthroughs and has begun to be widely used in various areas of daily life, such as autonomous driving [5], weather forecasting [6], and health care practices [7].

With the increasing availability of medical data and the development of algorithms, AI has become an evolving trend in the medical field [8,9]. In medical diagnosis, AI can improve accuracy through image recognition technology and semantic analysis. In 2017, a Stanford University study revealed that AI beat human doctors in skin cancer diagnosis by attaining more than 90% diagnostic accuracy [10]. In the context of medical decision making and treatment, with the help of increasingly sophisticated algorithms and delicate instruments, AI technology can provide high-quality therapeutic options and perform specific operations. For example, the first robotic hand, developed by the research team of the American Children’s National Health System, could handle soft tissue automatically [11]. In health management, researchers from the Las Vegas Department of Health have applied machine learning to Twitter data and developed an AI system that can help prevent foodborne illnesses [12]. In preventive health care, increasingly rich medical and health data provide opportunities for more accurate health monitoring and disease prevention. Recently, through a deep learning approach, researchers from DeepMind developed a model that was able to predict acute kidney injuries 48 hours in advance [13].

Although medical AI has gone through many technical advances, its usage and social influence (eg, whether AI doctors would replace human doctors) have attracted the attention of the government, media, and society. Existing research mainly focuses on revealing the attitudes and views of AI experts or medical professionals toward medical AI. Previous studies indicated that the overwhelming majority of technical experts in the field of biomedical informatics believe that AI will revolutionize many medical fields [14]. Other experts even predict that human doctors are at risk of being replaced by AI as it gets closer to general human intelligence [15]. Medical professionals, including doctors and medical students, admit that AI can outperform human doctors in some areas. However, they also considered the potential of AI to be limited and are not worried about being replaced by AI [16-18]. However, it is not known how medical AI is perceived by the general public, and few studies have empirically explored the public view on medical AI.

Compared to AI experts and medical professionals, the general public has less subject knowledge, but they are the ultimate users of medical AI. The public’s attitude toward AI in health care is crucial. Public perception and attitudes toward AI in medical care may affect the development progress of AI products (eg, collecting sufficient data from the public for machine learning) in the early stage. In contrast, public acceptance of AI products may exert an influence in the middle and late stages. Therefore, we suggest that the healthy development of the medical AI industry depends, to a certain extent, on whether practitioners in related fields comprehensively understand the public’s views on AI in medical care.

The development of information science and the popularization of social media have made it possible to study the psychology and behavior of a large population based on the amount of behavioral data available from platforms such as Twitter and Facebook [19]. Compared with the questionnaire survey and experimental research, social media analysis in general has higher ecological validity and can reflect the opinions of large groups of people more objectively [20]. In recent years, researchers have started to use social media to study public awareness about certain illnesses, such as lung cancer [21] and cardiovascular disease [22]. It has also been used to explore public perceptions about health care (eg, cardiopulmonary resuscitation [23], vaccines [24]), and the application of new technologies in disease treatment (eg, virtual reality [25]).

Sina Weibo (Sina Corp), which is similar to Twitter, is one of the most popular social media platforms in China and boasts approximately 500 million daily active users from around China [26,27]. A growing body of literature has identified Sina Weibo as a useful platform for public health research, and its data have been used for studies on medical topics such as cancer misinformation [28], depression-related discourses [29], and organ donation awareness [30]. With the rapid development of medical AI, it has become an increasingly important topic of concern for the media and public. Over time, more posts and discussions about people’s feelings, opinions, and concerns regarding medical AI have emerged on social media platforms, including Sina Weibo. This provides an excellent opportunity to study the general public’s perception of AI in medical care based on social media posts.

Objectives

To the best of our knowledge, no study has comprehensively examined the views of the general public on AI in medical care. To address this gap, we explored the public perception of medical AI on social media through a content analysis of a large amount of data generated from the largest social media platform, Sina Weibo. Specifically, we focused on the following three questions: (1) What are the main medical AI–related topics about which the public is concerned? (2) What are the attitudes of the public toward AI in medical care? (3) Do people believe that medical AI can replace human doctors?

Methods

The data used in this study were collected from Sina Weibo through its application programming interface. First, we established a data set comprising 16 million Weibo users...
Throughout China, crawled these users’ public posts from January 1 to December 31, 2017, and collected their public registration information (including gender, age, and geographic location). Second, we identified 4515 posts from this data set that contained at least one AI-related keyword (e.g., “AI” or “artificial intelligence”) and one medicine-related keyword (e.g., “medicine,” “treatment,” or “health”). Third, we cleaned these posts further by manually inspecting and excluding 2000 invalid posts. These invalid texts were mainly caused by the keyword “AI,” as it is usually used as the phonetic transcription of “爱,” which means “love” in Chinese. Moreover, we also excluded invalid posts in which “AI” referred to Adobe Illustrator. Finally, we obtained 2315 posts for further analysis.

Based on these 2315 posts, we first outlined the general characteristics of public attention toward AI in medical care. Specifically, we examined the dynamic fluctuations of public attention over time and revealed the user profiles (such as gender, age, and region) of people who were concerned about medical AI through content analysis. Referring to the coding methods used in previous research [30], we used a direct content analysis approach to code these posts, including the following: (1) topics of public concern regarding AI in medical care, (2) public attitudes toward AI in medical care and the reasons for them, and (3) public opinion on whether AI can replace human doctors. For example, for the thematic content analysis, two researchers screened the posts while one of them proposed a codebook for topic categories. A different researcher then evaluated the categories and discussed the framework with the first two researchers. Thereafter, the two researchers discussed and resolved the disparities in coding and reached a consensus on the classification of all topics. Subsequently, they coded approximately 10% (n=236) of posts to verify intercoder reliability. The κ score for the thematic content analysis was 0.82, which was acceptable. Finally, they independently completed the coding of the remaining posts. In this process, posts that contained more than one topic category were categorized as the more relevant of the options. The coding process of public attitudes toward AI in medical care and public opinion on whether AI can replace human doctors was consistent with the processing of the topics of public concern regarding AI. Furthermore, their intercoder reliability was also acceptable (κ scores were 0.80 for public attitudes toward AI in medical care and 0.92 for public opinion on whether AI can replace human doctors).

Results

Public Attention Toward AI in Medical Care

To explore the characteristics of public attention toward medical AI, we first examined the dynamic fluctuation in people’s discussions of AI in medical care over time. Figure 1 shows the daily counts of all posts related to medical AI from January to December 2017. Public attention toward AI in medical care demonstrated obvious event-driven characteristics. Whenever a widely reported event related to AI occurred, public attention surged accordingly. We found that there were three main categories of events that could drive public attention toward AI in medical care. The first category comprised messages about improvements and breakthroughs in AI technology, such as when AI beat human doctors at diagnosing skin cancer [31]. The second category comprised information or regulations related to AI released by the government or official institutions, such as when AI was written into a government work report and the 2017 Global Cloud Computing Conference was held. The third category comprised social entertainment events related to AI, such as AlphaGo AI defeating Ke Jie, the world’s number one Go player.

In addition to the temporal characteristics, we explored users’ profile characteristics to identify those who were most interested in medical AI. However, since not every user had publicly disclosed their account information, we limited our analysis to those who had. Of these 1764 accounts, 1294 (73.36%) were attributed to male users and 470 (26.42%) were female users (Table 1). Males paid more attention to AI-related medical topics than did females, even after controlling for the gender ratio of the 16 million users in the data set (χ² =948.5; P<.001). In terms of age, users under 30 years old paid less attention to AI medical topics than did users over 30 years old, and this was significantly lower than the proportion of young to old users in the data set (χ² =491.2; P<.001). Moreover, users from the regions (provinces) with above-average incomes showed more interest in medical AI than did users from regions with below-average incomes, at a level significantly higher than the proportion of such users in the data set (χ² =90.7; P<.001).
Figure 1. Number of posts about artificial intelligence in medical care from January to December 2017.

Table 1. Overview of the general demographics of the users who were interested in medical artificial intelligence. a

<table>
<thead>
<tr>
<th>General demographics</th>
<th>Users in analysis, n (%)</th>
<th>Users of data set, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1294 (73.36)</td>
<td>6,267,548 (37.80)</td>
</tr>
<tr>
<td>Female</td>
<td>470 (26.42)</td>
<td>10,311,693 (62.20)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤30</td>
<td>231 (47.53)</td>
<td>6,297,207 (84.22)</td>
</tr>
<tr>
<td>&gt;30</td>
<td>255 (52.47)</td>
<td>1,180,058 (15.78)</td>
</tr>
<tr>
<td>Region</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Above-average income</td>
<td>1128 (74.60)</td>
<td>7,858,752 (62.76)</td>
</tr>
<tr>
<td>Below-average income</td>
<td>384 (25.40)</td>
<td>4,662,573 (37.23)</td>
</tr>
</tbody>
</table>

aOur statistics were limited to those users who disclosed their demographic information on the corresponding indicators publicly, so the actual number of users on different demographic indicators may be different.

Thematic Content Analysis

We employed thematic content analysis to explore the topics of public discussion on medical AI. The results showed that such contents fall into three major categories, including 10 subcategories (Table 2).

The first major category, “Technology and application” (n=987, 42.63%), focuses mainly on what AI is and which medical fields it can be applied to; people discussed technical issues (n=109, 4.71%) related to AI technology, as well as its general uses (n=210, 9.07%) and specific uses (n=668, 28.85%). With regard to the specific uses of AI, its technological application in the medical field was the most popular topic; people showed the most interest in the application of AI in diagnosis (n=436, 18.83%) and treatment (n=146, 6.31%), and some interest in prevention (n=52, 2.25%) and recovery (n=34, 1.47%).

The second major category, “Industry development” (n=706, 30.50%), is mainly concerned with the development and trends of medical AI and related industries. People were particularly concerned with the development of related companies (n=331, 14.30%) such as Baidu, Alibaba, and Tencent. They also discussed investment and market (n=186, 8.03%) and industry expectations (n=142, 6.13%), in which they estimated the financial performance and investment possibilities in such an industry. However, few mentioned policy and law (n=47, 2.03%) in their posts. Given that medical AI is new, there are limited regulations and laws related to it for people to discuss.
Table 2. Topics of public concern regarding artificial intelligence in medical care (N=2315).

<table>
<thead>
<tr>
<th>Topics</th>
<th>Posts, n (%)</th>
<th>Definition</th>
<th>Example post</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology and application</td>
<td>987 (42.63)</td>
<td>What is AI and in which medical fields can it be applied?</td>
<td>N/A</td>
</tr>
<tr>
<td>Technical issues</td>
<td>109 (4.71)</td>
<td>Technical discussions on AI in medical care</td>
<td>“Massive medical data is indispensable for AI medical treatment”</td>
</tr>
<tr>
<td>General uses</td>
<td>210 (9.07)</td>
<td>General public discussions on AI in medical care without pointing out specific medical areas</td>
<td>“I am looking forward to AI being applied in medicine, autonomous vehicles, and other fields so that ultimately we will all be beneficiaries of AI”</td>
</tr>
<tr>
<td>Specific uses</td>
<td>668 (28.85)</td>
<td>Medical AI applied to specific medical fields</td>
<td>“Vigorous development of the application of AI in treatment and rehabilitation.”</td>
</tr>
<tr>
<td>Prevention</td>
<td>52 (2.25)</td>
<td>Application of AI in medical prevention</td>
<td>“How amazing AI is to be able to predict Alzheimer’s nine years in advance.”</td>
</tr>
<tr>
<td>Diagnosis</td>
<td>436 (18.83)</td>
<td>Application of AI in medical diagnosis</td>
<td>“Google’s deep learning AI can diagnose cancer with an accuracy rate of 89%, while the accuracy rate of human diagnosis is currently 73%.”</td>
</tr>
<tr>
<td>Treatment</td>
<td>146 (6.31)</td>
<td>Application of AI in medical treatment</td>
<td>“Intelligent doctors can list multiple treatment plans in 10 seconds”</td>
</tr>
<tr>
<td>Recovery</td>
<td>34 (1.47)</td>
<td>Application of AI in medical recovery</td>
<td>“Intelligent family service robots have achieved mass production and application; robots helping in the recovery and assistance of the elderly and disabled are at the prototype production stage.”</td>
</tr>
<tr>
<td>Industry development</td>
<td>706 (30.50)</td>
<td>Public attention toward and views on the medical AI industry</td>
<td>N/A</td>
</tr>
<tr>
<td>Development of related compa-</td>
<td>331 (14.30)</td>
<td>Public discussions about companies that make advancements in medical AI</td>
<td>“Alibaba signed contracts with the First Affiliated Hospital and began to march toward AI medical treatment.”</td>
</tr>
<tr>
<td>nies</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investment and market</td>
<td>186 (8.03)</td>
<td>Public discussions on the financial issues associated with medical AI</td>
<td>“Pony Ma, Tencent’s boss, will invest in artificial intelligence”</td>
</tr>
<tr>
<td>Industry expectations</td>
<td>142 (6.13)</td>
<td>Public prospects for the developmental trend of AI in medical care</td>
<td>“I think the AI medical industry has a bright future”</td>
</tr>
<tr>
<td>Policy and law</td>
<td>47 (2.03)</td>
<td>Public discussions on privacy and legal issues in AI industry development</td>
<td>“The development of AI can greatly shorten the training cycle of doctors, but the relevant legal and technical norms still need improvement.”</td>
</tr>
<tr>
<td>Impact on society</td>
<td>622 (26.87)</td>
<td>Influence of AI in medical care on society</td>
<td>N/A</td>
</tr>
<tr>
<td>Impact on doctors</td>
<td>422 (18.23)</td>
<td>Public perception of medical AI’s impact on human doctors</td>
<td>“After the development of artificial intelligence, doctors are one of the first unemployed professions. Don’t let children study medicine”</td>
</tr>
<tr>
<td>Impact on hospitals</td>
<td>125 (5.40)</td>
<td>Public perception of medical AI’s impact on hospitals</td>
<td>“Will AI and telemedicine help hospitals control medical costs?”</td>
</tr>
<tr>
<td>Influence on public life</td>
<td>75 (3.24)</td>
<td>Public perception of medical AI’s impact on public life</td>
<td>“When AI enters the medical field, can human beings live forever?”</td>
</tr>
</tbody>
</table>

a AI: artificial intelligence.
b N/A: not applicable.

The third category, “Impact on society” (n=622, 26.87%), includes the subcategories of impact on doctors (n=422, 18.23%), impact on hospitals (n=125, 5.40%), and influence on public life (n=75, 3.24%). Notably, people cared a lot about the impact on doctors, discussing both positive and negative implications, such as reduced workload and improved efficiency, as well as the need to deal with the threat of doctors being replaced. Medical AI would simultaneously impact health care modalities in hospitals and public life as well.

Public Attitudes Toward AI in Medical Care

Overview

A total of 956 posts displayed users’ specific attitudes toward AI in medical care. Of these, 568 posts (59.4%) expressed positive attitudes, 329 (34.4%) conveyed neutral attitudes, and 59 (6.2%) highlighted negative attitudes. In order to understand why people hold these attitudes, we further analyzed the specific viewpoints in these posts (Table 3).
Table 3. Distributions of public attitudes toward artificial intelligence in medical care (N=956).

<table>
<thead>
<tr>
<th>Attitudes</th>
<th>Number of posts, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Positive attitudes</strong></td>
<td></td>
</tr>
<tr>
<td>Artificial intelligence’s technical advantages in medical care</td>
<td>251 (26.3)</td>
</tr>
<tr>
<td>Optimism about industrial development</td>
<td>229 (24.0)</td>
</tr>
<tr>
<td>Helping human doctors</td>
<td>46 (4.8)</td>
</tr>
<tr>
<td>Avoiding doctor-patient conflicts</td>
<td>24 (2.5)</td>
</tr>
<tr>
<td>Promoting reform of medical care</td>
<td>11 (1.2)</td>
</tr>
<tr>
<td>New health expectations</td>
<td>7 (0.7)</td>
</tr>
<tr>
<td><strong>Neutral attitudes</strong></td>
<td></td>
</tr>
<tr>
<td>Information sharing, noncommittal</td>
<td>216 (22.6)</td>
</tr>
<tr>
<td>Hesitation</td>
<td>85 (8.9)</td>
</tr>
<tr>
<td>Commentary on both positive and negative aspects</td>
<td>28 (2.9)</td>
</tr>
<tr>
<td><strong>Negative attitudes</strong></td>
<td></td>
</tr>
<tr>
<td>Immaturity of artificial intelligence technology</td>
<td>27 (2.8)</td>
</tr>
<tr>
<td>Distrust of artificial intelligence companies</td>
<td>15 (1.6)</td>
</tr>
<tr>
<td>Fear of artificial intelligence technology</td>
<td>7 (0.7)</td>
</tr>
<tr>
<td>Lack of “enthusiasm” expressed by artificial intelligence</td>
<td>5 (0.5)</td>
</tr>
<tr>
<td>Privacy</td>
<td>3 (0.3)</td>
</tr>
<tr>
<td>Ethics and law</td>
<td>2 (0.2)</td>
</tr>
</tbody>
</table>

**Positive Attitudes**

As illustrated in Table 3, AI’s technical advantages in medical care was the most mentioned reason (251/568, 44.2%) for positive attitudes, in which people identified benefits such as high diagnostic accuracy and computational efficiency. Another main reason for positive attitudes was the optimism about industrial development (n=229, 40.3%), in which people expressed confidence and expectations for medical AI’s industrial development. Other reasons associated with AI making contributions to the medical field were also discussed, such as helping human doctors (n=46, 8.1%), avoiding doctor-patient conflicts (n=24, 4.2%), and promoting the reform of medical care (n=11, 1.9%). People believed that medical AI can not only improve human doctors’ work quality and reduce their workload but also help avoid doctor-patient conflicts. They also believed that medical AI could maintain fairness, eliminate discrimination against patients, and would not involve under-the-table fees, thus helping reduce arguments and conflicts. In addition, people felt that medical AI would affect the development of the medical system and promote the reform of medical care, which would, in turn, boost health care efficiency and benefit more patients.

**Neutral Attitudes**

Posts expressing neutral attitudes conveyed noncommittal information (216/329, 65.7%). Users mainly forwarded AI-related posts or news, either summarizing the content or including ambiguous attitudes toward medical AI (eg, “AI new technology - Nature magazine reports: AI is better than doctors in early diagnosis of autism in children”). People conveyed a sense of hesitation (n=85, 25.8%) to accept medical AI, considering that its use is not widespread and it requires time to be tested. Others provided commentary on both positive and negative aspects (n=28, 8.5%) of medical AI and did not express a preference for either view (eg, “AI may eradicate disease and poverty, but it may also destroy human beings”).

**Negative Attitudes**

For posts displaying negative attitudes toward AI in medical care, the immaturity of AI technology (27/59, 45.8%) was the leading reason for doubt. People believe AI is far from mature and must overcome many technical difficulties, including those related to obtaining high-quality medical data, such as data fraud and obstruction of hospitals (eg, “Healthcare involves huge vested interests…huge resistance needs to be overcome”), and the difficulty of standardizing medical treatment for AI (eg, “This kind of complex inspection is difficult to standardize. And it is too difficult for AI”). Distrust of AI companies (n=15, 25.4%) also accounted for negative attitudes. Some people believed that AI-related companies would use medical AI to earn money regardless of the patients’ health (eg, “AI recommends incompetent hospitals that only spend their money on advertising”). Some people mentioned a fear of AI technology (7/59, 11.9%) and the lack of “enthusiasm” expressed by AI (n=5, 8.5%), which indicated that they tended to compare AI with humans and were greatly concerned with humanistic problems. Notably, only a few people mentioned fears about the problem of privacy, ethics, and law (n=2, 3.4%) in using medical AI.
Public Attitudes Toward Replacing Human Doctors With AI

For many decades, the fear that AI will cause widespread unemployment has waxed and waned; however, some researchers believe that fears of robots and computers greatly increasing secular unemployment are unwarranted [32]. However, the relationship between AI and human workers, especially the concern that AI workers can replace human workers, has become one of the most controversial issues in the development of the AI industry. Since this is also true in the field of medical AI, we paid special attention to public attitudes toward the issue of whether AI doctors can replace human doctors.

A total of 200 posts referred to the topic of AI replacing human doctors, and 80.0% of the posts conveyed the sense that AI doctors can completely or partially replace human doctors. Of these, 95 posts (47.5%) expressed the users’ belief that AI would replace all human doctors. We further identified the reasons for such attitudes. The results indicated that the most important reasons for people believing that AI will replace human doctors is that AI has technical advantages in medical care, such as high accuracy, stability, and efficiency. In addition, people expressed their hope that AI doctors would have the advantage of not having conflicts with their patients. There were 65 posts (32.5%) that expressed the users’ belief that AI would partially replace human doctors. Such users believed that some medical jobs, such as pathological diagnosis, are suited to AI, while others are more suitable for human doctors. To determine which kinds of doctors were considered most likely to be replaced by AI, we further coded the posts that explicitly mentioned the doctors that users believed might be completely or partially replaced by AI. Pathologists were the most frequently mentioned (n=17, 43.6%), followed by radiologists (n=8, 20.5%) and dermatologists (n=3, 7.7%). In terms of medicine and surgery, physicians (n=4, 10.3%) were considered more likely to be replaced by AI than surgeons (n=2, 5.1%).

Moreover, 40 posts (20.0%) expressed the attitude that AI will not replace human doctors. The reasons for the public holding this attitude can be classified mainly in terms of technical and humanistic concerns. First, owing to the immaturity of AI technology, people believe that it cannot adequately manage medical problems. Second, people believed patients need humanistic interactions, which AI doctors could never offer. Third, considering ethics and laws, people believed that AI doctors might invade personal privacy and lack legal supervision. Finally, a very small percentage of users opposed AI doctors based on their fear of AI technology.

Discussion

Principal Results

Applying AI to medical care is believed to be a promising solution for the global shortage of medical resources. As a new field, whether the medical AI industry can develop in a healthy and smooth way depends not only on numerous technological challenges, but also on whether the public can accept and trust it. However, we still lack sufficient empirical evidence to reveal actual public perception of medical AI. Based on social media data from Sina Weibo, this study took the lead in revealing the public perception of medical AI through content analysis. We mainly explored the general characteristics of people’s attention toward medical AI, the topics of public interest in medical AI, people’s attitudes toward medical AI, and their opinions on the debate regarding whether AI doctors can replace human doctors.

Overall, we found that public attention toward AI in medical care showed a noticeable event-driven trend on social media. Big social events, especially social entertainment events related to AI (eg, the world Go champion matchup between Sedol Lee and AlphaGo), generally cause a significant increase in public discussions about AI in medical care. To this end, we suggest that practitioners pay close attention to popular events related to AI and use these critical time points to promote the dissemination of knowledge related to medical AI. In addition, we revealed the profile of social media users who discussed AI in medical care; older adults, males, and people living in more affluent regions paid more attention to the issue of medical AI. These results are in accordance with previous findings that men prefer new technology products more than women [33]. As for the differences in interest across age groups, we think it may be related to the fact that older people may pay more attention to health and medical issues than younger people. Moreover, people in affluent regions may be more likely to seek information about medical AI [34] and have access to it, thus they pay more attention to it. The differential interest in medical AI between richer and relatively poorer regions in this study may support the theory of digital divide [35], and deepen the digital divide related to medical AI. How to promote the new medical technology in remote areas is also worthy of attention and future in-depth study by theorists and practitioners.

When investigating which topics interest people when discussing AI in medical care, we found that public interest mainly focused on technology and application, industry development, and societal impact. The public was most interested in AI technology and application. The specific uses of medical AI, especially in diagnosis, gained the most public attention under the category of technology and application. Our results may provide more precise guidance for the promotion and popularization of the technology and use of medical AI. In addition, the industry development and investment possibilities of medical AI (eg, development of related companies) attracted nearly one-third of public attention, among which only about 2% of posts focused on policy and law in the medical AI industry. We believe that the public’s interest in industrial development is beneficial for companies that wish to rapidly promote medical AI, but the government and other regulatory authorities may need to pay attention to strengthening the formation and dissemination of relevant policies and laws in the future.

In terms of attitudes toward medical AI, our results showed that the public was optimistic, with nearly 60% of posts expressing positive attitudes. The preponderance of medical AI supporters among the general public implies that the promotion and popularization of medical AI had a relatively good public psychological basis. However, nearly 40% of public posts were neutral or opposed to AI. We found that approximately one-third of all users played the role of bystanders regarding AI in medical care. Such attitudes might be related to the fact that older people may pay more attention to health and medical issues than younger people. Moreover, people in affluent regions may be more likely to seek information about medical AI and have access to it, thus they pay more attention to it. The differential interest in medical AI between richer and relatively poorer regions in this study may support the theory of digital divide, and deepen the digital divide related to medical AI. How to promote the new medical technology in remote areas is also worthy of attention and future in-depth study by theorists and practitioners.
care. This means that the current public attitude toward AI in medicine has considerable plasticity, and neutral people may require the most attention. Moreover, some people clearly expressed negative attitudes toward medical AI. The results showed that the immaturity of AI technology, distrust of AI companies, and fear of AI were the top three reasons for these negative attitudes. On the technical side, people questioned the ability of AI and believed that it is difficult to standardize medical care, and some even expressed a natural fear regarding the safety of AI technology. This means that it will take more time for medical AI to gain people’s trust. At the organizational level, an attitude analysis revealed that people cared a lot about medical AI-related companies, and their negative attitudes could be due to their distrust of related companies (as observed with the Cambridge Analytica scandal and the #DeleteFacebook campaign). This indicates that managers from medical AI companies should not confine themselves to publicizing their technical advantages in the field of AI; rather, they should pay attention to how to actively portray a corporate image with a sense of social responsibility and trust to the public. The absence of humane care in AI was also an important reason for people’s negative attitudes, which is consistent with previous studies [36]. It is noteworthy that few posts (0.5%) were concerned about issues relating to privacy, ethics, or the law in the context of medical AI. As shown in prior studies, a collectivist culture results in a lower level of privacy concerns than in an individualistic culture [37,38]. We speculate that China’s collectivist culture and limited medical resources may have resulted in people from China being more interested about the benefits of AI than personal privacy.

On the controversial issue of whether AI could replace human doctors, we found that 80% of the posts indicated that AI doctors could replace human doctors completely or partially. This result was contrary to previous findings, which showed that 83% of medical students, most general practitioners, and the majority of physicians believe that AI will not replace them [16-18]. We speculate that this may be related to the psychological mechanism of self-defense of medical practitioners as stakeholders, which needs more direct evidence support from future research. It seems that the general public held a more open view about replacing doctors with AI than medical professionals, although the public is more conservative than AI experts. There is similar evidence that the general public was more enthusiastic about new medical technology than professional doctors [39]. Additionally, previous research also indicated that AI experts have made comments to the media that AI would soon replace doctors [15], and the public’s attitude may be affected by these comments. However, one-fifth of the posts were against AI replacing human doctors. Their pessimism about AI’s replacement of human doctors was mainly due to the immaturity of AI technology and AI’s inability to express empathy and compassion. These findings correspond with those from previous studies that showed that the role of humanistic care in medical health has become increasingly prominent [40]. It is also worth noting that the public’s attitudes on whether AI will replace human doctors may also affect medical enrollment and talent supply. Young people may be reluctant to go to medical school due to the fear that doctors will lose their jobs in the future. How to balance the potential conflict between the development of medical AI and the supply of medical talent merits discussion among governments, universities, and relevant practitioners.

Limitations and Future Directions
While our study contributes to understanding the public perception of AI in medical care, there are a few limitations worth noting. First, as our study focused on users of the social media platform Sina Weibo, our sample may have been younger and more educated than the broader population. Since younger and more educated people may be more open to new technologies, we may have overestimated the public’s optimistic attitude toward AI in medical care. Second, the data used in this study were specific to China; the unique cultural environment may have affected people’s perception of and attitudes toward medical AI; thus, the findings may not be generalizable to other countries. In this study, we found that the public in China paid much more attention to the technology and application of medical AI than to privacy risks. Whether these conclusions can be generalized to Western countries remains to be examined in future studies. However, as the most populous country in the world, the shortage of medical resources in China is severe. It is of great practical significance to explore medical AI in China. At the same time, China has the largest number of internet users in the world and has a particular advantage in the development of AI technology. Therefore, we believe that it is an important issue to clarify the Chinese public perception of and attitude toward medical AI. Nevertheless, future research can consider exploring the public perception of medical AI in other countries. Third, our analysis based on social media data has some inevitable limitations in inferring users’ apparent attitude and behavior intention. In the future, such research can be supplemented and improved with research evidence, such as a questionnaire survey.

Conclusions
Our study presents a social listening method of assessing public perception and opinions on AI in medical care through social media content analysis. Our findings indicate that social events can easily drive the public’s attention to medical AI, and that older adults, males, and people living in more affluent regions were more interested in it. The general public was most interested in AI technology and application, especially its specific uses in diagnosis, but showed little interest in policy and law in the medical AI industry. The characteristics of the public attention on medical AI that we found in this study may provide practical guidance for promoting this new medical technology. Still, we need to pay close attention to the present digital divide that may deepen further. In terms of attitudes toward medical AI, the majority of people held positive attitudes and believed that AI doctors would completely or partially replace human doctors. In the aggregate, the general public attitudes toward medical AI were more open than those of medical professionals but more conservative than those of AI experts.

Although they were generally optimistic about AI in medical care, some people still had negative attitudes toward medical AI owing to the immaturity of AI technology and their distrust of AI companies. Our results revealed that distrust of companies
accounted for one-quarter of all negative attitudes toward AI. Improving the public's trust in AI companies may take more time than upgrading the technology. In addition, technical and humanistic concerns were the most important reasons for some people's pessimism about AI replacing human doctors. We suggest that in the future, practitioners should pay more attention to humanistic care and try to meet patients' emotional needs, rather than only focusing on technical issues. It is worth noting that currently, AI in medical care is still in its early stages, and most people have not come into contact with it. Therefore, their attitudes are likely to change with the development of medical AI products. Future research should keep track of the changes and progress of public opinion toward medical AI in the long run. We hope this study can serve as a catalyst for the understanding of public perception on medical AI and expand the ongoing conversation to additional communities.
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Abstract

Background: Asthma is one of the most prevalent chronic respiratory diseases. Despite increased investment in treatment, little progress has been made in the early recognition and treatment of asthma exacerbations over the last decade. Nocturnal cough monitoring may provide an opportunity to identify patients at risk for imminent exacerbations. Recently developed approaches enable smartphone-based cough monitoring. These approaches, however, have not undergone longitudinal overnight testing nor have they been specifically evaluated in the context of asthma. Also, the problem of distinguishing partner coughs from patient coughs when two or more people are sleeping in the same room using contact-free audio recordings remains unsolved.

Objective: The objective of this study was to evaluate the automatic recognition and segmentation of nocturnal asthmatic coughs and cough epochs in smartphone-based audio recordings that were collected in the field. We also aimed to distinguish partner coughs from patient coughs in contact-free audio recordings by classifying coughs based on sex.

Methods: We used a convolutional neural network model that we had developed in previous work for automated cough recognition. We further used techniques (such as ensemble learning, minibatch balancing, and thresholding) to address the imbalance in the data set. We evaluated the classifier in a classification task and a segmentation task. The cough-recognition classifier served as the basis for the cough-segmentation classifier from continuous audio recordings. We compared automated cough and cough-epoch counts to human-annotated cough and cough-epoch counts. We employed Gaussian mixture models to build a classifier for cough and cough-epoch signals based on sex.

Results: We recorded audio data from 94 adults with asthma (overall: mean 43 years; SD 16 years; female: 54/94, 57%; male 40/94, 43%). Audio data were recorded by each participant in their everyday environment using a smartphone placed next to their bed; recordings were made over a period of 28 nights. Out of 704,697 sounds, we identified 30,304 sounds as coughs. A total of 26,166 coughs occurred without a 2-second pause between coughs, yielding 8238 cough epochs. The ensemble classifier performed well with a Matthews correlation coefficient of 92% in a pure classification task and achieved comparable cough counts to that of human annotators in the segmentation of coughing. The count difference between automated and human-annotated
coughs was a mean $-0.1$ (95% CI $-12.11, 11.91$) coughs. The count difference between automated and human-annotated cough epochs was a mean $0.24$ (95% CI $-3.67, 4.15$) cough epochs. The Gaussian mixture model cough epoch–based sex classification performed best yielding an accuracy of 83%.

**Conclusions:** Our study showed longitudinal nocturnal cough and cough-epoch recognition from nightly recorded smartphone-based audio from adults with asthma. The model distinguishes partner cough from patient cough in contact-free recordings by identifying cough and cough-epoch signals that correspond to the sex of the patient. This research represents a step towards enabling passive and scalable cough monitoring for adults with asthma.

(J Med Internet Res 2020;22(7):e18082) doi:10.2196/18082
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**Introduction**

Asthma is one of the most prevalent chronic respiratory diseases [1]; it is estimated to afflict 339 million people worldwide [1]. Despite increased investment in treatment, hospital admissions and mortality rates have remained stable over the last decade [2]. This stagnation highlights the lack of scalable and easy-to-manage diagnostic tools for early recognition of exacerbations [3]. Traditional asthma self-management programs include written plans of action that cover how to recognize and respond to exacerbations [4]. These pen-and-paper approaches have shown improved health outcomes such as reduced hospital admissions, better lung function, fewer asthma symptoms, and less use of rescue medication [4-6]. The implementation of these programs, however, is low in clinical practice, with only 27% of adults with asthma receiving an asthma action plan [7]. Also, patient adherence to written action plans is poor and declines over time [8], and due to the reliance on subjective information in action plans, patients may perceive their symptoms poorly, and thus, underestimate the severity of the disease [9].

Disease control (also referred to as asthma control) is defined as the degree to which symptoms are controlled by treatment [10]. Exacerbations of asthma occur gradually over several days to weeks on a background of poor asthma control [11,12]. Although there is consensus on the importance of longitudinal and objective assessment of asthma control in the home environment, few tools enable objective measurement [3]. Current guidelines for the assessment of asthma control recommend the measurement of peak expiratory flow [13]. Changes in peak expiratory flow can occur up to 2 weeks before an exacerbation [14]. This parameter, however, is dependent on effort [3], and only 5% of adults with asthma measure peak expiratory flow regularly [15]; therefore, it has limited utility. Nocturnal cough is a physiologic parameter which has shown promise for use in the assessment of asthma. Cough is a particularly burdensome asthma symptom [16] and was shown to be associated with asthma severity [17] and a worse prognosis [18]. Cough counts per night (ie, the number of coughs produced by one individual per night) have been associated with the level of asthma control [19]. Moreover, lower levels of asthma control have been correlated with poor quality of life [20] and are a predictor for cost-of-illness [21]. Coughing may also provide valuable information to predict the effects of asthma therapy early on [22]. Thus, nocturnal cough monitoring may play an important role in the prevention of exacerbations and in the personalization of treatment.

The monitoring of coughing by quantifying the number of coughs per unit of time has been attempted by researchers since the 1950s [23]. Although cough events may be counted manually from sound and video recordings, this process is extremely laborious. In consequence, many semi and fully automated cough monitoring systems have been in development since the 1950s. Among the more well-known systems are the Hull Automatic Cough Counter [24], the Leicester Cough Monitor [25], and LifeShirt [26]. The Hull Automatic Cough Counter is a software program written in MATLAB with the ability to differentiate cough from noncough sounds using Sony Walkman tape recordings. Leicester Cough Monitor is based on a free-field microphone necklace that records sound continuously onto a digital recorder. Recordings can then be uploaded onto a computer where an automated cough detection algorithm analyzes them. LifeShirt is an ambulatory cardiorespiratory monitoring system with a unidirectional contact microphone. Though these systems lacked scalability and cost-effectiveness, they showed feasibility with respect to automatic cough detection and counting from audio recordings.

Smartphones are now ubiquitous [27] and are equipped with sensors capable of many types of monitoring with clinically valuable accuracy [28]. Their widespread adoption in all age groups enables them to be used for measurements within different population samples [29]. In addition, they can be used to passively monitor the health status of patients without an additional task of activating a monitor. Recent advances have used only a smartphone and its built-in microphone for cough monitoring [30-32].

To develop an automatic cough monitoring system is challenging due to the rare occurrence of coughing in comparison to the occurrence of other sounds. This natural imbalance of cough and noncough sounds poses two problems. First, it demands high specificity from the cough monitoring system to avoid false alarms from other similar and more frequently occurring sounds. Second, existing classification methods tend to perform poorly on minority-class examples when the data set is highly imbalanced [33]. In addition, experts have suggested sensitivities greater than or equal to 90% as necessary for clinical use [34]. An even greater challenge is to collect sufficient data in the intended context and timeframe to allow realistic assessment of the monitoring system, particularly
with respect to respiratory conditions. Some cough monitoring systems have been developed based on data collected under lab conditions by recording voluntary coughs [35-37]. While this may be a valid approach to compare the performance of different classifiers, it may not represent the soundscape of a real-use case. No cough monitoring systems exist that have undergone longitudinal overnight testing nor do any exist that have been specifically evaluated in the context of asthma. Also, depending on the intended mode of use, new challenges arise for cough monitoring—distinguishing partner coughs from patient coughs in a room with two or more people using contact-free recordings is a difficult task. To date, there are no standardized methods, and there are no sufficiently validated cough monitors for general use that are commercially available and clinically acceptable [23].

The study was designed to mimic a real-world use case; data were collected from a smartphone placed on the bedside table in the participant’s bedroom. The aim was to build a cough classifier and to evaluate its performance on unseen data. Further, we aimed to use the classifier to segment and count cough events over the course of the night. Building upon previous work [32], we adopted a convolutional neural network architecture, which performed best in comparison to that of other machine learning approaches when using voluntary cough data from different smartphone recordings. We altered the learning part of the algorithm by combining three different techniques from literature to combat the high class imbalance encountered in this real-life data set—ensemble learning [38], minibatch balancing [39], and decision thresholding [40].

Though a smartphone-based nocturnal cough monitoring service may enable passive monitoring in theory, its utility for application in practice depends on whether coughs can be correctly assigned to individuals. Prior research has shown that humans are able to determine whether the source of a cough is male or female based on sound alone [41]. In addition, sex-based differences in signal properties have been measured in cough signals [42]. Epidemiological research suggests that less than 10% of the general population identify as homosexual [43]. Assuming that most people either sleep alone or share their bedroom with a partner, for the vast majority of patients, correctly classifying cough by sex-based properties of the cough signal could allow a cough monitoring system to disregard the coughs that are not from the individual of interest. Therefore, in addition to cough detection, this work examines to what extent coughs can be correctly classified by sex. This research represents a step towards enabling passive scalable monitoring for people with asthma.

### Methods

#### Overview

This study involved the collection of smartphone-recorded audio and daily questionnaire data, the definition and quantification of coughs within that data (data annotation and automated cough recognition and segmentation), sex-based classification, and model performance evaluation.

#### Data Collection

We used data collected in a multicenter, longitudinal observational study over a 29-day period (28 nights) [41]. On the first and last day, participants underwent medical examination by health professionals at the study centers. At the start of the study, participants were equipped with a smartphone (Samsung Galaxy A3 2017, SM-A320FL) on which Clara—the study’s chat-based app—was installed. This app was a study-specific enhancement of the mobile app in the open-source MobileCoach behavioral intervention platform [44,45]. At night, the app recorded audio data using the smartphone’s microphone. It also delivered daily questionnaires to the patients, asking them (among other things) whether the participant slept alone.

All participant data were collected by the physician (asthma evaluation data) or the nurse (lung function evaluations) in the study centers and were transferred to an electronic format and stored online on the study server. Nightly sensor data were stored locally on the smartphone. Data were backed up to external hard drives and secure online storage once the participant had completed the study and had returned the smartphone.

The study protocol was reviewed and approved by the Ethikkommission Ostschweiz, which is responsible for research on humans in Eastern Switzerland (Business Management System for Ethics Committees ID: 2017–01872).

#### Cough Definition and Quantification

With respect to cough monitoring systems, the definition of cough depends on the modality used for monitoring [23]. In this study, we aimed to recognize coughs from sound recordings which can be done in several ways [23]. We focused on two methods: (1) counting explosive cough sounds and (2) counting cough epochs (continuous coughing sounds without a 2-second pause [23]). The latter is derived from the first metric by computing the duration between explosive cough sounds.

#### Data Annotation

Before annotation, silence was marked by applying a decibel filter by means of the Audacity software to the recordings. The Sound Finder filter marked sounds below –26 dB as silence with the constraint that the minimum duration of silence between sounds was 1 second. These periods marked as silence served as visual aids for the remainder of the annotation process. Human annotators listened to the smartphone recordings and labeled the periods that were not marked as silence as a cough. This research represents a step towards enabling passive scalable monitoring for people with asthma.

Additional details of the annotation method can be found in Multimedia Appendix 1.
Cough Recognition and Segmentation

Data Set Partitioning for Cough Recognition

When developing neural networks, the split into sets for training, validation, and testing of the model is favored over other approaches that involve cross-validation because of the long training phases of the models; however, this comes at the risk of overfitting the model to the specific data set and a lack of generalizability to unseen samples. To mitigate these effects, we split our data into disjunct data sets which contained a different set of participants in the training, validation, or test sets. Furthermore, the large number of cough samples and participants in comparison to former studies [7,24,25,30,31] may help mitigate the risk of overfitting.

Training, validation, and test sets were created in the following way. From participants with complete data sets, roughly 20% were drawn at random; these nocturnal audio recordings constituted the testing corpus for our evaluations. From the remaining participants, roughly 15% were drawn at random to be included in the validation set. The remaining participants then comprised the training set. Thus, data were roughly split into a ratio of 65:15:20. For model evaluation, the neural network was first trained on the training set. Hyperparameter tuning and model selection were performed on the validation set. Once the best performing parameters and model were selected, the final training was completed on the unified training and validation set. Model results were derived from the test set. The data split proportions were motivated by the fact that larger amounts of training data improve the performance of the classifier [47].

Neural Network Architecture for Cough Recognition

This work was built upon a convolutional neural network architecture for cough recognition that we introduced in previous work [32] which recognized coughs in Mel spectrograms. Mel-scaled spectrograms are visual representations of audio signals with respect to time and frequency. Signal frequency ranges are Mel-scaled to represent the human perception of sound. In conjunction with convolutional neural network architectures, they have been reported to perform better than other time-frequency representations [48]. The detailed calculation of the Mel spectrograms used can be found in Multimedia Appendix 1. We evaluated this approach against different approaches for smartphone-based cough recognition in previous work on voluntary coughs and found that it performed best [32]. Our approach produced stable results across recordings of five different devices with different hardware and service life duration. Moreover, it was designed to be lightweight and its deployment and energy-efficiency were tested on smartphones. Figure 1 depicts the architecture.

Network Training for Cough Recognition

Overview

A common problem in real data sets is that some classes have more samples than others. This class imbalance can have a considerable detrimental effect on convergence during the training phase and generalization of a model on the test set [40]. To counter the high imbalance in our data set, we employed 3 different techniques: ensemble learning, balanced minibatch learning, and decision thresholding. Our training approach can be summarized as follows. First, equally sized windows were extracted from the labeled acoustic cough and noncough events. From the resulting windows, we computed Mel spectrograms and employed data partitioning on the cough and noncough Mel spectrograms. Second, we created 5 folds out of the training data. Third, from each of those folds, a separate convolutional neural network model was trained using balanced minibatch training. These models had a probability score as output that indicated the likelihood of a cough. Finally, a threshold was determined to determine the averaged predicted probability of the trained models. The trained ensemble convolutional neural network classifier including thresholding is referred to as ensemble convolutional neural network throughout this paper.

Window Extraction

To train the classifier, nonoverlapping 650 ms windows from the noncough acoustic events were extracted. The duration of the window was based upon previous work. The same
approximate duration has performed best in other cough monitoring approaches [49]. From the cough events, a single 650 ms window centered around the maximum amplitude was extracted since most cough events were shorter. Mel spectrograms were computed for these windows.  

**Ensemble Learning**

In ensemble learning, combining individual models may help to improve generalization performance, if the individual models are dissimilar [50]. In previous work [32], we employed this approach by varying the subset of the devices from which single classifiers are trained, and thus created dissimilar classifiers. In this data set, we had a vast amount of recordings from one device model at our disposal. We, therefore, aimed to create dissimilar classifiers by training disjunct folds of the data instead. At the same time, by using disjunct folds, we reduced the training duration for a single classifier. Ensemble classifiers have also been applied successfully to other imbalanced data sets in prior work [38]. In this work, we subsampled the noncough class of the training data set into 5 participant-disjunct parts. For each of these subsamples and for the total sample of coughs in the training data, we trained a separate convolutional neural network classifier. In such a manner, we reduced the level of imbalance and still benefited from the increased prediction performance of an ensemble classifier. We limited our approach to 5 classifiers in order to limit computation, which increased linearly with the number of classifiers. To execute one of the convolutional neural network classifiers, 10.74 million floating-point operations are needed. The amount of computation may be of importance if the model is to be deployed on smartphones with limited computational resources. The output of each classifier is a probability score computed in the sigmoid neuron of the architecture.

**Balanced Minibatch Training**

Although the multilayer architecture of neural networks is essential, it is the back-propagation algorithm [51] that solves the optimization problem of minimizing the error between the samples and the predictions during the training phase using gradient descent. It computes the gradients of this error with respect to the neural network weights and propagates it back over the different layers defined by the architecture.

This process was done iteratively using the learning rule defined as follows:

\[
\theta_{t+1} = \theta_t - \eta \nabla E(\theta_t) 
\]

where \(n\) was the number of samples, \(\theta_{t+1}\) was the new updated weight, \(\theta_t\) was the current weight, \(\eta\) was the learning rate, \(E\) was the error, and \(\partial\) was the differential operator. A more efficient technique for the evaluation of the learning rule is minibatch training [39] which introduces a trade-off when updating the weights. While using all training samples at once would have allowed for a precise update of the weights, it would also have taken longer and would have required excessive memory, and using a single instance to update the weights would have introduced noisy updates and would have been computationally inefficient. Minibatch training, however, splits the training data into small batches and computes weight updates from those batches. We employed balanced minibatch training, which also balanced the amount of majority and minority class instances per batch. Finally, we trained each of the convolutional neural network classifiers using balanced minibatch training and the Adam adaptive learning rate optimization algorithm [52]. This training approach relied on a number of hyperparameters, which were tuned and selected on the validation set, learning rate, batch size, and the number of iterations. Furthermore, weight initialization was accomplished using Xavier initialization [53] and dropout which is a regularization technique to prevent overfitting [54]. A dropout rate of 50% was used.

**Thresholding**

Thresholding adjusts the decision threshold of a classifier. It is typically applied in the test phase and involves changing the output class probabilities [40]. Since we used balanced minibatch training, in the training phase, we implicitly assumed that cough and noncough windows were each as likely to occur as the other. To account for the class imbalance and to find the best decision threshold, we employed a grid search on probabilities in the range of \([0.5, 1.0]\) and tuned it on the validation set. The single classifier is one randomly selected classifier out of the 5 classifiers that constitute the ensemble classifier. We computed the threshold-based decision rule for the ensemble classifier as follows:

\[
Q_i(x|\lambda_{cough}) = \text{threshold}
\]

where \(Q_i(x|\lambda_{cough})\) is the probability score of the classifier \(i\) for the Mel spectrogram \(x\) and the class cough \(\lambda_{cough}\) and \(i\) is the threshold.

**Cough and Cough-Epoch Segmentation**

In cough segmentation, the objective is to segment coughs from continuous audio recordings by employing a trained convolutional neural network ensemble classifier. We extracted 650 ms window with an overlap of 65 ms. To discard silent windows, each of these windows passes through a decibel filter that removes windows with sounds below –26 dB as in the annotation process. Subsequently, preprocessed into Mel spectrograms for each window were computed (as described in Multimedia Appendix 1). From these Mel spectrograms, cough probabilities were computed using the trained ensemble classifier. The continuous probabilities that were output were then transformed into segmentations by applying 3 postprocessing rules: (1) Only consecutive probabilities above the derived threshold were considered to be coughs, to reduce the number of false detections. (2) Single probabilities above the threshold were then considered, when the mean of the probability above the threshold and the following probability was above 0.9. (3) When more than eight consecutive detections occurred, they were recognized as two coughs. This was done to compensate for the limited resolution caused by the size of the overlap. These rules were derived by observation and yielded the best results on the validation set. Figure 2 illustrates the cough segmentation process. From the segmentation of cough, cough counts were computed. Cough epochs were recognized when two (or more) coughs occurred without a 2-second pause.
in between. An annotated cough epoch was considered to be correctly identified when at least one of the predicted coughs of the cough epoch corresponded with the annotated cough in the cough epoch.

**Figure 2.** The steps for the segmentation of coughs from continuous audio recordings (from top to bottom): First, the continuous extraction of overlapping windows from continuous audio recordings; second, the discarding of silent windows by applying a dB filter; third, the computation of Mel spectrograms; fourth, the computation of the prediction probability of cough by the convolutional neural network ensemble; last, the recognition of cough by applying the postprocessing rules. CNN: convolutional neural network.

**Sex Classification**

**Data Set Partitioning**

For the data set partitioning for determining the source of each cough by sex, we used the complete data set and did not consider the partitioning used for cough recognition. The reason for this lay in the limited amount of data that fulfilled the filtering requirements for the analysis. Since the data collection study included couples or multiple people in one room, we filtered the annotated cough data based on the information collected daily regarding whether the participant slept alone or not. We then filtered the data of the corresponding nights to create a balanced data set of male and female coughs that included 19 female and 19 male participants. We conducted our analysis on both extracted cough and cough-epoch signals. In both cases, we partitioned the data set into a disjunct training set of 10 female and 9 male and a test set of 9 female and 10 male participants.

**Gaussian Mixture Models**

Gaussian mixture models in combination with Mel-frequency cepstral coefficients [55] are a known method for tackling several different recognition tasks in the audio domain, such as text-independent speaker recognition [56] or gender recognition from speech [57]. For the sex classification of cough signals, we used the 650 ms windows that were labeled as coughs and the resulting cough epochs to compute the Mel-frequency cepstral coefficients. In addition, their first time-derivative estimate and the first time-derivative estimate of the zero-crossing rate computed over the signal were used as features. The idea of training Gaussian mixture models was to approximate the probability distribution of a class by a linear combination of \( K \) Gaussian distributions. The likelihood function of feature vector \( X \) given class \( \lambda \) can be described as follows:

\[
P_\lambda(X|\mu_\lambda, \Sigma_\lambda)\]

where \( P_\lambda(X|\mu_\lambda, \Sigma_\lambda) \) is the Gaussian distribution. The parameters mean \( \mu_\lambda \), covariance \( \Sigma_\lambda \), and weights \( \omega \) of the distributions are determined during the training of the features \( X \) of class \( \lambda \).

Considering the equal distribution of both sexes in the partitioned data set, a feature vector \( x_i \) of a cough or cough epoch can then be evaluated as follows:
Mel-frequency cepstral coefficients (n=20) were computed with 256 samples between successive frames and a 4096-point fast Fourier transform. Analogously, the zero-crossing rate was computed over frames of 4096 samples with 256 samples between successive frames. These features were then vertically concatenated, which resulted in a matrix where the first dimension contained 41 entries. Feature selection and specific parameters were determined by employing 5-fold cross-validation on the training set. Hyperparameters of the Gaussian mixture models were also determined by employing 5-fold cross-validation on the training set which resulted in 30 Gaussian distributions each for female and male classes. Further hyperparameters were the number of initializations (n=3), number of expectation-maximization iterations (n=200), and the use of diagonal-type covariance.

Performance Evaluation

For the evaluation of the performance of the different models, we reported several metrics such as sensitivity (true positive rate), specificity (true negative rate), accuracy, Matthews correlation coefficients, predictive positive value, negative predictive value, receiver operating characteristic curve, precision-recall curve, and Bland-Altman plot. These metrics are commonly used in machine learning and research in the context of clinical decision-support systems. For the segmentation of cough and cough epoch, we reported the number of false positives, true positives, and false negatives per night. These metrics are defined in Multimedia Appendix 1.

Results

Data

Participant Data

A total of 94 participants (female: 54/94, 57%; male: 40/94, 43%) were recruited for the study. Ages of the participants ranged from 18 to 89 years with a mean of 43 (SD 16) years. Fifteen of the 94 participants were excluded from the analysis; 2 participants withdrew, 3 participants were not involved in the study procedures for more than 5 days, and 10 participants had more than 5 nights of missed audio recordings. Some of the missed audio recordings were due to technical difficulties (such as the app crashed) while some were participant-related (such as the participant’s smartphone had been turned off).

Table 1. Results of the convolutional neural network classifier for cough recognition.

<table>
<thead>
<tr>
<th>Model type</th>
<th>True positive rate, %</th>
<th>True negative rate, %</th>
<th>Accuracy, %</th>
<th>Matthews correlation coefficient, %</th>
<th>Positive predictive value, %</th>
<th>Negative predictive value, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>99.9</td>
<td>87.5</td>
<td>99.7</td>
<td>87.2</td>
<td>99.9</td>
<td>87.1</td>
</tr>
<tr>
<td>Ensemble</td>
<td>99.9</td>
<td>91.5</td>
<td>99.8</td>
<td>92.0</td>
<td>99.9</td>
<td>92.6</td>
</tr>
</tbody>
</table>

Data Set Partitioning

Cough Recognition

Of the 79 participants whose data were included for analysis, 15 participants were initially drawn at random to be included in the test set. From the remaining 64 participants, 12 additional participants were drawn at random and included in the validation set. Data from the remaining 52 participants comprised the training set.

Window Extraction

Of a total of 704,697 acoustic events, 30,304 were clearly classified as coughing and 0.11% (767/704,697) were discarded. A total of 2,547,187 noncough and 30,304 cough Mel spectrograms were computed yielding a 0.015 class ratio.

Thresholds

Thresholds of 0.98 and 0.95 yielded best results in terms of Matthews correlation coefficient for the single and ensemble convolutional neural networks of 84% and 91% on the validation set, respectively.

Annotator Intraclass Correlation

Two of the annotators together accounted for 90.23% of all nights. These two annotators had an intraclass correlation of 95.79% (mean absolute error: 0.44 coughs per night). We calculated the intraclass correlation based on 65 nights. The intraclass correlation was interpreted as excellent.

Evaluation Cough Recognition Classifier Performance

We evaluated the classifiers on the testing set, which consisted of 5489 cough and 541,972 noncough events. The test set represented the soundscape encountered in the bedrooms of 15 participants over the course of 28 nights. As shown in Table 1, the performance of the ensemble classifier was better than that of the single classifier. The difference was especially notable for true negative rate, negative predictive value, Matthews correlation coefficient values, and the area under the curve of the precision-recall curve. Both classifiers showed better performance for true positive rate compared to that for true negative rate which indicated a superior capability to recognize cough whenever a cough sound was presented compared to the capability to recognize noncough sounds. As a consequence, the false positive rate was higher than the false negative rate (Figure 3).
Figure 3. Precision-recall curves with the corresponding area-under-the-curve values, for the single and ensemble convolutional neural network models for the recognition of coughing. The dashed line represents the curve for a random classifier showing the proportion of cough-class instances to the total amount of instances. AUC: area under the curve; CNN: convolutional neural network.

Evaluation Cough and Cough-Epoch Segmentation

The test set included 15 participants and 421 nights; human annotators counted as few as zero and as many as 368 coughs in one night. The mean count difference between automated and annotator coughs was –0.1 (95% CI –12.11, 11.91) coughs per night (Figure 4). Further, our classifier produced a mean of 1.76 false positives per night and 1.66 false negatives per night. In total, 241 nights were identified with a count difference of 0 coughs (Figure 5) and 5 nights had count differences greater than 20 coughs. Human annotators counted as few as zero and as many as 101 cough epochs in one night. The mean count difference between automated and observer cough epochs was 0.24 (95% CI –3.67, 4.15) epochs per night (Figure 6). Our classifier produced a mean of 0.33 false positives per night and 0.57 false negatives per night. In total, 312 nights were identified with a count difference of 0 cough epochs (Figure 7) and 6 nights had count differences greater than 6 cough epochs.

Figure 4. Bland-Altman plot of the automated and annotator cough counts per night.
**Figure 5.** Histogram of the differences between automated and annotator cough counts per night.

**Figure 6.** Bland-Altman plot of the automated and annotator cough-epoch counts per night.
Evaluation of Sex Classifier Performance

Using the data set that included 19 female and 19 male participants which had been selected for a balanced set of male and female coughs, both extracted cough and cough-epoch signals were analyzed. The partitioning resulted in 1532 female and 1527 male coughs for training and 500 female and 498 male coughs for testing. In the case of cough epochs, this partitioning led to 366 female and 351 male cough epochs for training, and 194 male and 134 female cough epochs for testing.

As shown in Table 2 and Figure 8, the performance of the classifier that was based on cough-epoch signals outperformed the classifier based on cough signals. The difference was especially notable on true positive rate, accuracy, Matthews correlation coefficient, positive predictive values, negative predictive values, and the area under the curve of the receiver operating characteristic curve. Both classifiers showed better performance for true positive rate than for that of true negative rate, which indicated a superior capability to recognize female cough or cough-epoch signals whenever a female cough or cough-epoch signal presented itself, in comparison to the corresponding capability to recognize a male cough or cough-epoch signal.

Table 2. Gaussian mixture model results of sex recognition for coughs and cough epochs.

<table>
<thead>
<tr>
<th>Model for</th>
<th>True positive rate, %</th>
<th>True negative rate, %</th>
<th>Accuracy, %</th>
<th>Matthews correlation coefficient, %</th>
<th>Positive predictive value, %</th>
<th>Negative predictive value, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cough</td>
<td>81.0</td>
<td>71.8</td>
<td>74.8</td>
<td>49.6</td>
<td>57.8</td>
<td>88.8</td>
</tr>
<tr>
<td>Cough epochs</td>
<td>95.0</td>
<td>74.9</td>
<td>83.2</td>
<td>69.1</td>
<td>72.8</td>
<td>95.5</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

To the best knowledge of the authors, the data set in this paper is the largest, real-life cough data set with published recognition and segmentation results, not only for adults with asthma but across all respiratory conditions. Given the data set of continuous overnight recordings of 79 adults with asthma in different soundscapes (excluding dropouts), our results demonstrate that cough recognition from smartphone-based audio recordings is feasible. The ensemble classifier performed well with values greater than 90% across different metrics for the pure classification task and achieved comparable cough counts to that of human annotators in the segmentation of coughing from continuous overnight audio recordings. In specific cases (for example, the 6 nights with a difference in cough counts of 20 and above), a need for further development was demonstrated. We listened to the original recording of these cases and believe these failures were caused by strong background noise, peculiar chuckle and laughter sounds, and a specific type of music, among others. These sounds, however, strongly suggest that the participant was not asleep.

We also provided a first step towards distinguishing partner cough from patient cough by determining the source of cough signals classifying those that correspond to sex of the patient as patient coughs. This can be applied to cough recordings from the bedrooms of opposite-sex couples, even when both are coughing. Our results further indicate that cough epoch–based sex classification has greater potential than that of cough-based sex classification. This may be explained by the fact that cough epochs are longer and may contain more periodic information, rather than the limited amount of periodic information contained in the short bursts of the explosive cough sound. Speech signals of a typical adult male contain a fundamental frequency from 85 to 180 Hz and those of a typical adult female from 165 to 255 Hz [58]. This discrepancy gives rise to sex classification from speech with greater than 90% of accuracy [59]. Finally, we also investigated the automatic segmentation of cough epochs from continuous audio recordings which yielded results that were comparable to those of annotated cough epochs. These results and the fact that 86% of the coughs in our study originated from cough epochs provided a foundation for cough epoch–based sex classification. Our classifier determined the source of cough epochs based on sex with 83% of accuracy.

Comparison With Prior Work

Cough-monitoring systems that are capable of detecting reflex coughs in audio recordings have been proposed in previous work [24,25,30,60], and some of them have achieved sensitivity (true positive rate) and specificity (true negative rate) values greater than 90% [25,30,60]; however, these data sets contain coughs that have been recorded in various conditions and that have been applied in different contexts which makes a comparison with our work difficult. To our knowledge, no models or systems have been trained and evaluated on such an extensive asthmatic cough database; our data set contained 30,304 coughs. None of these systems underwent longitudinal evaluation (for more than one night). For instance, the Leicester Cough Monitor system was one of the few systems that was evaluated over a longer period of time; 6-hour and 24-hour cross-sectional recordings of patients with chronic cough [25]. Only a few approaches proposed modes of use that were comparable to our mode of use where the microphone was not attached to the patient [24,31,60]. Among those, only one involved a smartphone, where 1-hour recordings were collected for each participant in a laboratory setting [31,61]. None of these approaches addressed the problem of distinguishing the participant’s cough from the coughs of other people in contact-free recordings.

Limitations

There were several limitations in our study regarding the generalization of our results. First, we only used data collected...
by one specific model of smartphone. It has previously been demonstrated [32] that noisy or low-quality recordings from a different device can have a detrimental effect on the performance of the classifiers. Second, the data set may limit the generalizability of our sex-classification results. For the analysis, we included data from different male and female participants, who slept alone but were recorded in different rooms, in contrast to a real scenario of a couple, where both are sleeping and coughing in the same room. Due to the amount and length of the recordings, the annotation process was extremely laborious. As a consequence, the majority of the recordings were only annotated by one annotator. This gives rise to the possibility that certain coughs were missed or wrongly annotated.

**Conclusions**

Our study proposed a combined approach to combat the detrimental effect of learning from highly imbalanced data sets by combining techniques such as ensemble learning, balanced minibatch training, and decision thresholding. We showed that automated methods can recognize nocturnal coughs and cough epochs in smartphone-based audio recordings. The model addressed distinguishing subject coughs from those of a bed partner in contact-free recordings by classifying cough and cough-epoch signals to the corresponding sex of the participant. This research enables smartphone-based cough monitoring of individuals and of couples of different sexes in their bedrooms. It represents a step towards passive, scalable cough monitoring for people with asthma, and thus contributes to the development of a scalable diagnostic tool for early recognition of exacerbations.
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Abstract

Background: As a critical driving power to promote health care, the health care–related artificial intelligence (AI) literature is growing rapidly.

Objective: The purpose of this analysis is to provide a dynamic and longitudinal bibliometric analysis of health care–related AI publications.

Methods: The Web of Science (Clarivate PLC) was searched to retrieve all existing and highly cited AI-related health care research papers published in English up to December 2019. Based on bibliometric indicators, a search strategy was developed to screen the title for eligibility, using the abstract and full text where needed. The growth rate of publications, characteristics of research activities, publication patterns, and research hotspot tendencies were computed using the HistCite software.

Results: The search identified 5235 hits, of which 1473 publications were included in the analyses. Publication output increased an average of 17.02% per year since 1995, but the growth rate of research papers significantly increased to 45.15% from 2014 to 2019. The major health problems studied in AI research are cancer, depression, Alzheimer disease, heart failure, and diabetes. Artificial neural networks, support vector machines, and convolutional neural networks have the highest impact on health care. Nucleosides, convolutional neural networks, and tumor markers have remained research hotspots through 2019.

Conclusions: This analysis provides a comprehensive overview of the AI-related research conducted in the field of health care, which helps researchers, policy makers, and practitioners better understand the development of health care–related AI research and possible practice implications. Future AI research should be dedicated to filling in the gaps between AI health care research and clinical applications.

(J Med Internet Res 2020;22(7):e18228) doi:10.2196/18228
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Introduction

From its birth in the 1950s to present, artificial intelligence (AI) and its application in modern health care have boomed with the advancement of science and technology [1-3]. As a critical driving power that promotes the coming and development of industry 4.0, AI has become an indispensable component of the advancement and innovation of health care and medical diagnosis. Medical AI technologies provide algorithms and programs that analyze symbolic models of diseases and their relationships to patient signs and symptoms [4-6].

In the field of health care, the implementation of AI technologies fosters the prediction, diagnosis, and treatment of diseases, which benefits both patients and health care providers [7]. The
promise of improving diagnostic accuracy is one of AI's most exciting health care applications. AI can effectively assist health care providers in diagnosing symptoms at a faster rate than most medical professionals [8]. AI can mimic the predictive power of human doctors to improve the accuracy of diagnosis by horizontally and vertically assessing the electronic health records of patients in a short period of time [9]. A meta-analysis reported that the diagnostic sensitivity of AI was higher than that of dermoscopy (91% vs 88%) [10]. Additionally, AI can help patients keep track of complex symptoms, improve patients' quality of life, and increase medication adherence [11]. For example, a randomized clinical trial study indicated that an AI platform successfully increased medication adherence in stroke patients on anticoagulation therapy by 50% [12].

The widespread application of AI in health care advances the processing of related research. The body of relevant literature grows rapidly. As a result, health care–related AI studies are thriving in recent health care literature. Although health care–related AI research has gained popularity, only a few bibliometric analyses focus on AI applications in specific types of health problems, such as depression [13]. A bibliometric analysis of general health care–related AI studies can depict a map that helps researchers better understand the development of health care–related AI research and the direction of patterns and trends in the future. Keeping abreast of the fast-growing body of health care–related AI studies helps practitioners and policy makers to seize the opportunities of applying AI interventions to promote the well-being of patients and their caregivers.

Bibliometrics is a measurable informatic method that analyzes the emerging trends and the knowledge structure within a certain field to obtain quantifiable, reproducible, and objective data [11]. Bibliometric analysis provides researchers and related stakeholders the opportunity to gain an informative understanding of the field of study and promotes interdisciplinary collaboration [14]. This study aims to provide a holistic view of health care–related AI research and the directions of future work to benefit patients and health care providers. Through an extensive and global review of literature on AI in health care, the purpose of this analysis is to examine the AI research focused on promoting health care. This analysis is an indispensable resource for researchers to have as an overview of the AI field in health care, which will help them to develop health care–related AI studies. This analysis is also an essential resource for someone who is less familiar with this field but is interested in AI applications in health care.

**Methods**

**Search Strategy**

Based on bibliometric indicators, we developed a search strategy in an iterative manner, starting from search terms used in the literature already known to us. This bibliometric analysis provided critical insights into the current state of health care–related AI research up to September 2019. The Web of Science (WoS) (Clarivate PLC) Core Collection was used to search all existing and highly cited AI publications. We opted for using the Science Citation Index (SCI) and the Social Science Citation (SSCI) databases in Web of Science, and then we conducted the temporal and spatial analysis, analysis of word co-occurrence, coauthorship analysis, and cocountry analysis.

Search keywords related to (1) AI technologies and (2) health care and medicine were identified from a preliminary literature review and consultation with a librarian. We entered the retrieval search string by combing keywords with Boolean operators: TI=(“artificial intelligence”) OR TI=(“data learning”) OR TI=(“machine learning”) OR TI=(“expert systems”) OR TI=(“fuzzy logic”) OR TI=(“computer vision”) OR TI=(“automatic programming”) OR TI=(“speech understanding”) OR TI=(“autonomous robots”) OR TI=(“intelligent tutoring”) OR TI=(“intelligent agents”) OR TI=(“neural network”) OR TI=(“voice recognition”) OR TI=(“text mining”) OR TI=(“electronic health record”) AND TS=(“health”) OR TS=(“healthcare”) OR TS=(“medicine”) OR TS=(“mental health”) OR TS=(“behavior health”), Indexes=SCI-EXPANDED, SSCI Timespan=All years. The final search was conducted on September 09, 2019, in the WoS. A total of 5235 papers that were registered between January 1995 and September 2019 in the SCI Expanded and the SSCI Index databases from the Web of Science.

**Screening Strategy**

In this analysis, all journal papers about AI in health care were included for screening. The papers for analysis were restricted to those that (1) were written in the English language, (2) focused on promoting health or health care, and (3) involved AI technologies. As AI technology is a leading-edge and rapid update research area, papers published in peer-reviewed journals, conference proceedings, and early access articles were included. Book chapters and books were excluded from this bibliometric analysis.

The coauthors received training of bibliometric analysis screening by watching the video of Müller's study screening guide [15]. The screening procedure was conducted based on the screening guide [15]. Two coauthors (YG and ZH) conducted a pilot screening with the same set of 50 papers. During the pilot screening process, papers from the preliminary searches were categorized into include, exclude, or unsure. Papers marked as unsure were screened by 3 of the authors (YG, ZH, and FY) and discussed until consensus was reached in team meetings. The practical inclusion and exclusion criteria were determined. After that, 2 coauthors (ZH and YG) each received a unique set of papers for title and abstract screening. Different from a systematic review, a bibliometric analysis only requires screening of the abstract and full text when it is necessary. First, 32 inapplicable and duplicate papers were removed. According to the screening criteria, 3730 papers were excluded either because they did not focus on promoting health care or did not involve AI technologies. Finally, 1473 papers were included for bibliometric analysis (Figure 1).
Bibliometric Analysis

Bibliometrics is the quantitative study of literature and a measurable method used to identify the developmental trends within a certain field to obtain quantifiable, reproducible, and objective data. In this analysis, we computed the growth rate of publications, characteristics of research activities (topics and keywords), publication patterns (countries and journals), and research hotspot tendencies (citation bursts and timeline map).

Growth Rate of Publications

The growth rate of publications over time was computed by raising the rate of the number of publications in 2019 over the number of publications in 1995 to the power of 1/24, as shown below. The publication trends of the number of publications each year were also reported.

\[
\text{Growth rate} = \left( \frac{\text{number of publications in the last year}}{\text{number of publications in the first year}} \right)^{1/(\text{last year - first year})} - 1 \times 100
\]

Publication Patterns

Citation trends of the top 10 countries, top 10 journals, and top 10 research domains were analyzed for the publication patterns. Frequencies and percentages of publications in each journal and each country were computed based on the publication years. The countries were identified by the affiliations of the listed authors. This information was provided by WoS. The rank of research impact of each country and each journal was provided based on the citation rates.

Characteristics of Research Activities

The characteristics of research activities were analyzed according to the topics and the keywords of publications. Top topics, including health problems, AI technology, function, and population, were identified and described by frequency, percentage, and citation rate of keywords listed by the authors. The centrality of a keyword was a combination of statistic equations that measure the representativeness of selected words for the text content according to betweenness, closeness, degree, eigenvector, PageRank (Google LLC), eccentricity, coreness, clustering coefficient, and term frequency scores [16]. The centralities of keywords were computed using HistCite.

Research Hotspot Tendencies

Citation bursts and a timeline map were developed using the HistCite software. The cluster view was generated based on publications between 1995 and 2019, and each cluster was labeled by the keywords used by the paper. The time slice was set as 1 year and the threshold interpolation citations, cocitations, and cocitation coefficient were set as 4, 1, and 20, respectively. A minimum tree calculation formula was adopted to tailor the network.

Results

Growth Rate of Publications

Figure 2 plots the annual trends of publications about AI in health care. From 1995 to 2019, the average growth rate of scientific research papers on health care–related AI research was 17.02%. The growth rate from 1995 to 2010 was 6.33%, the growth rate from 2011 to 2014 was 23.02%, and the growth rate from 2015 to 2019 was 42.67%. The number of publications increased steeply between 2014 and 2019, accounting for 70.67% (1041/1473) of all included papers.
Publication Patterns
Overall, 95.59% (1408/1473) of the included papers were published from 10 countries, shown in Table 1. About 45.42% (669/1473) of the included studies were from the United States. China was the next leading country (183/1473, 12.42%), followed by England (113/1473, 7.67%). The papers were published in 715 different journals. As demonstrated in Table 2, *PLOS One* published the most papers (57/1473, 3.87%), followed by *Artificial Intelligence in Medicine* (24/1473, 1.63%), and *Expert Systems with Applications* (1.63%, 24/1473). WoS subject categories were employed to indicate the research domains of included publications, as seen in Table 3. The research domains of computer science (252/1473, 17.11%), engineering (192/1473, 13.03%), and medical informatics (169/1473, 11.47%) are the top research domains of health care–related AI research.

Table 1. The distribution of the bibliographic records by top 10 (by quantity) countries.

<table>
<thead>
<tr>
<th>Countries</th>
<th>Ranking based on total output</th>
<th>Output(^a), n (%)</th>
<th>Ranking based on citations</th>
<th>Citations(^b), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>1</td>
<td>669 (47.79)</td>
<td>1</td>
<td>10,794 (51.11)</td>
</tr>
<tr>
<td>China</td>
<td>2</td>
<td>183 (13.07)</td>
<td>2</td>
<td>2568 (12.16)</td>
</tr>
<tr>
<td>England</td>
<td>3</td>
<td>113 (8.07)</td>
<td>3</td>
<td>1969 (9.32)</td>
</tr>
<tr>
<td>India</td>
<td>4</td>
<td>82 (5.86)</td>
<td>9</td>
<td>598 (2.83)</td>
</tr>
<tr>
<td>Italy</td>
<td>5</td>
<td>74 (5.29)</td>
<td>5</td>
<td>924 (4.37)</td>
</tr>
<tr>
<td>Germany</td>
<td>6</td>
<td>73 (5.21)</td>
<td>4</td>
<td>1462 (6.92)</td>
</tr>
<tr>
<td>Canada</td>
<td>7</td>
<td>63 (4.50)</td>
<td>6</td>
<td>823 (3.90)</td>
</tr>
<tr>
<td>Japan</td>
<td>8</td>
<td>49 (3.50)</td>
<td>6</td>
<td>823 (3.90)</td>
</tr>
<tr>
<td>Spain</td>
<td>9</td>
<td>48 (3.43)</td>
<td>8</td>
<td>724 (3.43)</td>
</tr>
<tr>
<td>Iran</td>
<td>10</td>
<td>46 (3.29)</td>
<td>10</td>
<td>438 (2.07)</td>
</tr>
</tbody>
</table>

\(^a\)N=1400.  
\(^b\)N=21,123.

Figure 2. The distribution of the bibliographic records per year.
Table 2. The distribution of the bibliographic records by top 10 (by quantity) journals.

<table>
<thead>
<tr>
<th>Journals</th>
<th>Ranking based on total output</th>
<th>Output(^a), n (%</th>
<th>Ranking based on citations</th>
<th>Citations(^b), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLOS One</td>
<td>1</td>
<td>57 (23.55)</td>
<td>5</td>
<td>395 (9.85)</td>
</tr>
<tr>
<td>Artificial Intelligence in Medicine</td>
<td>2</td>
<td>24 (9.92)</td>
<td>1</td>
<td>923 (23.01)</td>
</tr>
<tr>
<td>Expert Systems with Applications</td>
<td>3</td>
<td>24 (9.92)</td>
<td>3</td>
<td>566 (14.11)</td>
</tr>
<tr>
<td>Scientific Reports</td>
<td>4</td>
<td>24 (9.92)</td>
<td>10</td>
<td>71 (1.77)</td>
</tr>
<tr>
<td>Journal of the American Medical Informatics Association</td>
<td>5</td>
<td>22 (9.09)</td>
<td>4</td>
<td>426 (10.62)</td>
</tr>
<tr>
<td>Journal of Medical Systems</td>
<td>6</td>
<td>21 (8.68)</td>
<td>7</td>
<td>262 (6.53)</td>
</tr>
<tr>
<td>Computer Methods and Programs in Biomedicine</td>
<td>7</td>
<td>20 (8.26)</td>
<td>8</td>
<td>222 (5.53)</td>
</tr>
<tr>
<td>Medical Physics</td>
<td>8</td>
<td>19 (7.85)</td>
<td>2</td>
<td>689 (17.17)</td>
</tr>
<tr>
<td>Journal of Biomedical Informatics</td>
<td>9</td>
<td>16 (6.61)</td>
<td>6</td>
<td>319 (7.95)</td>
</tr>
<tr>
<td>Computers in Biology and Medicine</td>
<td>10</td>
<td>15 (6.20)</td>
<td>9</td>
<td>139 (3.46)</td>
</tr>
</tbody>
</table>

\(^a\)N=242.

\(^b\)N=4012.

Table 3. The distribution of the bibliographic records by top 10 (by quantity) research domains.

<table>
<thead>
<tr>
<th>Research domains</th>
<th>Ranking based on total output</th>
<th>Output(^a), n (%)</th>
<th>Ranking based on citations</th>
<th>Citations(^b), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer science</td>
<td>1</td>
<td>252 (18.42)</td>
<td>1</td>
<td>15,706 (21.01)</td>
</tr>
<tr>
<td>Engineering</td>
<td>2</td>
<td>192 (14.04)</td>
<td>6</td>
<td>5468 (7.32)</td>
</tr>
<tr>
<td>Medical informatics</td>
<td>3</td>
<td>169 (12.35)</td>
<td>8</td>
<td>4893 (6.55)</td>
</tr>
<tr>
<td>Oncology</td>
<td>4</td>
<td>153 (11.18)</td>
<td>2</td>
<td>11,467 (15.34)</td>
</tr>
<tr>
<td>Radiology, nuclear medicine, and medical imaging</td>
<td>5</td>
<td>142 (10.38)</td>
<td>4</td>
<td>6989 (9.35)</td>
</tr>
<tr>
<td>Health care sciences services</td>
<td>6</td>
<td>132 (9.65)</td>
<td>5</td>
<td>6729 (9.00)</td>
</tr>
<tr>
<td>Science, technology, and other topics</td>
<td>7</td>
<td>99 (7.24)</td>
<td>7</td>
<td>5207 (6.97)</td>
</tr>
<tr>
<td>General internal medicine</td>
<td>8</td>
<td>85 (6.21)</td>
<td>10</td>
<td>2565 (3.43)</td>
</tr>
<tr>
<td>Mathematical and computational biology</td>
<td>9</td>
<td>78 (5.70)</td>
<td>3</td>
<td>10,894 (14.57)</td>
</tr>
<tr>
<td>Biochemistry and molecular biology</td>
<td>10</td>
<td>66 (4.82)</td>
<td>9</td>
<td>4831 (6.46)</td>
</tr>
</tbody>
</table>

\(^a\)N=1368.

\(^b\)N=74,749.

Characteristics of Research Activities

Keywords are the core word extractions provided by researchers in the studies. Table 4 shows information about the frequency and centrality of keywords. The top 5 health problems are cancer, depression, Alzheimer disease, heart failure, and diabetes. The top 5 AI technologies are machine learning, artificial neural networks, deep learning neural networks, electronic health records, and support vector machines. The top 5 functions are case classification, diagnosis, prediction, risk estimate, and chronic condition management. The top 5 populations focused on in health care–related AI studies are children, adults, women, men, and elderly persons.

HistCite intelligently classified the research topic into 12 clusters, labeled from 0 to 11 in Figure 3. The modularity (Q) was 0.423, which was higher than 0.3, indicating that the cluster results were significant. Cluster 0 is the largest cluster (coronary artery disease) and cluster 11 is the smallest one (diabetes mellitus). Each cluster was generated based on the number of keywords under one research domain, not the frequency of keywords.
Table 4. The top keywords of artificial intelligence health care publications.

<table>
<thead>
<tr>
<th>Category</th>
<th>Frequency (as identified by title, keywords, or manuscript)</th>
<th>Centrality</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health problem</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>273</td>
<td>0.13</td>
</tr>
<tr>
<td>Depression</td>
<td>16</td>
<td>0.02</td>
</tr>
<tr>
<td>Alzheimer disease</td>
<td>7</td>
<td>0.00</td>
</tr>
<tr>
<td>Heart failure</td>
<td>5</td>
<td>0.00</td>
</tr>
<tr>
<td>Diabetes</td>
<td>3</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Technology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Machine learning</td>
<td>288</td>
<td>0.09</td>
</tr>
<tr>
<td>Artificial neural network</td>
<td>270</td>
<td>0.13</td>
</tr>
<tr>
<td>Deep learning neural network</td>
<td>95</td>
<td>0.01</td>
</tr>
<tr>
<td>Electronic health record</td>
<td>87</td>
<td>0.06</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>62</td>
<td>0.03</td>
</tr>
<tr>
<td><strong>Function</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case classification</td>
<td>269</td>
<td>0.11</td>
</tr>
<tr>
<td>Diagnosis</td>
<td>165</td>
<td>0.14</td>
</tr>
<tr>
<td>Prediction</td>
<td>149</td>
<td>0.06</td>
</tr>
<tr>
<td>Risk estimate</td>
<td>116</td>
<td>0.10</td>
</tr>
<tr>
<td>Chronic condition management</td>
<td>71</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>Population</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children</td>
<td>25</td>
<td>0.01</td>
</tr>
<tr>
<td>Adult</td>
<td>15</td>
<td>0.00</td>
</tr>
<tr>
<td>Women</td>
<td>11</td>
<td>0.00</td>
</tr>
<tr>
<td>Men</td>
<td>9</td>
<td>0.00</td>
</tr>
<tr>
<td>Elderly persons</td>
<td>7</td>
<td>0.00</td>
</tr>
</tbody>
</table>

aBreast: n=124; carcinoma: n=46; prostate: n=45; lung: n=44; other: n=14.
Figure 3. Cluster analysis of artificial intelligence health care publications.

Research Hotspot Tendencies

We presented the major milestones in the development of AI in health care by analyzing the list of keywords that had strong citation bursts between 1996 and 2019, as seen in Figure 4. The first milestone keywords in the studies were neural network, logistic regression, and carcinoma. The next milestone was the artificial neural network (highly cited in 1998-2002). The most recent milestone was survival analysis, highly cited until 2014.

We also generated a timeline visualization to depict clusters along a horizontal axis, seen in Multimedia Appendix 1. The clusters we analyzed in Figure 3 were vertically listed in descending order of their sizes on the right of Multimedia Appendix 1. Each cluster was analyzed on each horizontal timeline from left to right, with the year shown on top of the view. The colored curves represent cocitation links added in the year of the corresponding color. Large-sized nodes are of particular interest because they are either highly cited, have citation bursts, or both.
Discussion

By using bibliometric data, this study analyzed the health care–related AI research through examining the growth rate of publications, characteristics of research activities, publication patterns, and research hotspot tendencies.

Growth Rate of Publications

Since the first publication in 1995, health care–related AI research had a slow increase in the following 17 years. However, since 2012, the field has started to move forward at a fast pace. In the past 5 years, the growth rate of publication reached 45.1%, which is more than 4 times the publication growth rate from 1995 to 2014. The recent rapid growth is due to multiple reasons. The technological breakthroughs of AI in this time period contributed to the explosive growth of AI adoption in health care–related AI research [17]. From 2015 to 2018, the appearance of autonomous robots, voice recognition, neural networks, and machine learning provided unprecedented opportunities for the prediction, diagnosis, and treatment or management of diseases [18,19]. According to the exponential growth pattern of health care–related AI research, the publications in health care–related AI will continue to grow in the future. Applying the growth rate of the past 5 years to the next 5 years, we can estimate that the publication volume in health care–related AI research will double about every two years.

Publication Patterns

The field of AI health care has attracted people from all around the world, but the high-income countries are the main force in health care–related AI research. The United States itself contributed about half of the research in the field of health care–related AI research. Compared with the rapid advancement of health care–related AI research, this research field in non–high-income countries is still meager. This observation of the small outputs in middle-income and low-income countries causes concern because many low-income countries have limited health care resources, but their public health issues are nonetheless increasing dramatically due to rapid globalization and urbanization [20]. Some developed countries have launched federal AI health care policies incorporating guidance on the development and regulation of AI in health care, such as the UK Code of Conduct for Data-Driven Health and Care Technology [21]. Consequently, about 85% of the research outputs were generated in developed countries, but 80% of the world population lives in developing countries. Multiple barriers, including funding, prioritization, research capacity, infrastructure, and language contribute to these disproportionate results [22]. From a global perspective, AI technologies are promising in terms of promoting health outcomes in low-income countries with limited health care resources.

Based on the output and citation counts, health care–related AI research is generally favored by large-scale journals related to health care. However, the sizes of the research effect are

### Figure 4. Top 15 keywords with the strongest citation bursts.

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Year</th>
<th>Strength</th>
<th>Begin</th>
<th>End</th>
<th>1996 - 2019</th>
</tr>
</thead>
<tbody>
<tr>
<td>biopsy</td>
<td>1996</td>
<td>6.7178</td>
<td>2000</td>
<td>2010</td>
<td></td>
</tr>
<tr>
<td>medical record</td>
<td>1996</td>
<td>6.3545</td>
<td>2013</td>
<td>2017</td>
<td></td>
</tr>
<tr>
<td>antigen</td>
<td>1996</td>
<td>5.9979</td>
<td>2000</td>
<td>2006</td>
<td></td>
</tr>
<tr>
<td>men</td>
<td>1996</td>
<td>5.5888</td>
<td>2002</td>
<td>2006</td>
<td></td>
</tr>
<tr>
<td>decision support</td>
<td>1996</td>
<td>5.1525</td>
<td>2009</td>
<td>2015</td>
<td></td>
</tr>
<tr>
<td>survival analysis</td>
<td>1996</td>
<td>4.9806</td>
<td>2010</td>
<td>2014</td>
<td></td>
</tr>
<tr>
<td>information technology</td>
<td>1996</td>
<td>4.8222</td>
<td>2010</td>
<td>2015</td>
<td></td>
</tr>
<tr>
<td>population</td>
<td>1996</td>
<td>4.3398</td>
<td>2013</td>
<td>2017</td>
<td></td>
</tr>
<tr>
<td>diagnosis</td>
<td>1996</td>
<td>4.2461</td>
<td>1999</td>
<td>2001</td>
<td></td>
</tr>
<tr>
<td>primary care</td>
<td>1996</td>
<td>4.0043</td>
<td>2012</td>
<td>2017</td>
<td></td>
</tr>
<tr>
<td>recurrence</td>
<td>1996</td>
<td>3.9125</td>
<td>2000</td>
<td>2010</td>
<td></td>
</tr>
<tr>
<td>surgery</td>
<td>1996</td>
<td>3.7052</td>
<td>2013</td>
<td>2015</td>
<td></td>
</tr>
<tr>
<td>lung cancer</td>
<td>1996</td>
<td>3.5618</td>
<td>2003</td>
<td>2005</td>
<td></td>
</tr>
</tbody>
</table>
field-specific. The improvement and sophistication of the fields of computer science and engineering have paved the way for the development of AI. It is worth noting that the field of oncology received the second most citations. These results are consistent with the findings of the top keywords of included papers, implying that published AI papers on cancer care accumulated a high number of citations.

**Characteristics of Research Activities**

AI is redefining and disrupting the way health care is being carried out across diverse levels, based on the results of the characteristics of AI publications. According to the top keywords in the identified categories, the top domains of disease in AI research are cancer, coronary artery disease, chronic kidney disease, prostate cancer, and diabetes mellitus. The diseases of the leading causes of death received the major attention of AI research. By 2030, chronic diseases will contribute 80% of the human deaths globally and result in severe global burden of disease [23-25]. Specifically, the cancer mortality rate has steadily risen by 6% during the past 10 years [26]. Therefore, researchers direct their hopes and efforts on early detection and condition management by using advanced technology [27,28].

AI is making its way into cancer treatment from diagnostic classification to tumor behavior prediction [29,30]. Furthermore, cardiovascular diseases are also highly related to behaviors, especially among older adults [31,32]. AI can exert a proactive role in predicting risk factors for cardiovascular diseases related to older adults’ behaviors in order to remarkably reduce the hospitalization rate, readmission rate, cost of care, and even mortality rate [33-35].

Extensive functions of AI have assisted modern health care by providing smart medical data analysis and developing accurate and efficient prediction for treatment [36]. Machine learning is the most commonly used AI technique in health care. Artificial neural networks are the next biggest research area related to health care. There are promising applications of these AI technologies to the development of interventions for other diseases in future research, such as mental health interventions, health education, and chronic disease management.

AI research is witnessing widespread adoption in the prediction, detection, diagnosis, classification, treatment, and survival prediction of diseases [30,37]. The most common application of AI technologies is reflected in the domains of medical classification and quality of care. AI is investing significantly in improving the quality of care in the health care system [38]. The potential of AI in reviewing medical images and analyzing large-scale data has led to significant improvement in the quality of care [39]. Additionally, AI-based risk prediction models can investigate the complex relationships between clinical data and disease treatment [40].

Regarding the research populations, researchers seem more interested in child populations. Due to the development of cognitive aids to support diagnosis, treatment, care coordination, surveillance and prevention, and health maintenance, improvement of AI in clinical pediatric health care is remarkable [41]. However, cancer and various chronic diseases are the main focus of the current health care–related AI publications. Considering that elderly populations are the primary sufferers of chronic diseases, future studies may shift their angle to further explore AI implications on health in older adult populations.

**Research Hotspot Tendencies**

In the last three decades, the times and lengths of citation bursts of each health care–related AI research topic have varied. Certain keywords were extraordinary consistent for a long period of time, while some keywords only briefly surged in the field of AI health care. The period of 1997 to 2014 contained a concentrated outbreak of multiple health care–related AI study bursts (Figure 4). AI technology research involved more health care fields and produced more diverse keywords in recent years. It is possible that the more diverse keywords of health care–related AI research diluted the citation bursts.

According to the citation rates, artificial neural networks, support vector machines, and convolutional neural networks have the highest impact on health care. These techniques have been widely adopted by oncology research to predict disease and survival rates [42]. Historically, logistic analysis has been a widely used research method of health care–related AI. However, survival analysis has had a recent citation burst in this field.

The studies in these clusters focus on testing AI techniques and translating these techniques into practical settings [37,43]. The next step of health care–related AI research may transform from lab-based research to the development of clinically validated and safe regulated systems. The current health care–related AI research faces the challenges of deploying lab-based AI intervention into clinical practice [44]. These challenges include ethical issues brought up by AI application [45] and the quality and quantity of medical data and cases [46], which will decide the diagnosis and treatment ability of AI.

Health care–related AI research experienced several paradigm shifts during the past decades and continues to shift. As shown in the timeline overview (Multimedia Appendix 1), the sustainability of health care–related AI research clusters is influenced by the increasing availability of health care data and the rapid progression of AI techniques. The research of cancer, convolutional neural networks, and nucleosides sustained a hotspot over the past twenty years, whereas some clusters were relatively short-lived, such as chronic kidney disease, prostate cancer, and diabetes mellitus. Particularly, nucleosides, convolutional neural networks, and tumor markers have remained research hotspots through 2019. These research domains exert strong impacts on the field and these analysis results suggest that their influence will likely continue in the next few years.

**Limitations**

Limitations of our work need to be acknowledged. First, although we are confident that a single database—WoS—is a large enough database to offer a wide variety of publications vital for our analyses, future studies will apply other databases, such as Scopus, to explore more potential papers. Second, the search keywords (eg, mental health, behavioral health, and health care) related to health care were quite general, which may not be able to identify AI-related studies in all aspects of health care. For example, AI-related studies of HIV might have...
been omitted. Third, some keywords, although they were ranked as top keywords, were uninformative by themselves (eg, risk, model, and system) and could not be analyzed. Fourth, we did not include gray literature (eg, books), and we did not include papers published in languages other than English. Therefore, we may have missed relevant studies conducted in different forms, languages, and countries. Future studies can broaden the search scope to explore more relevant research to enrich the literature.

Conclusions

We aimed to provide a bird’s-eye view of the entirety of the health care–related AI research. This analysis provides a comprehensive overview of the AI-related research conducted in the field of health care. With multiple searching and screening rounds, 21 finalized search terms, and a 25-year timespan from 1995 to 2019, we are confident that we have identified inclusive health care–related AI studies.

This analysis also depicted research trends of AI-related health research: (1) the growth rate of health care–related AI publications has grown rapidly in the past decade and the rate showed a trend of continuous growth; (2) high-income countries are the main force of health care–related AI research; (3) most AI research was focused on chronic diseases, particularly on cancer; (4) machine learning and neural networks are the most commonly used AI techniques in classification, diagnosis, and prediction; and (5) the research domains of nucleosides, convolutional neural networks, and tumor markers are currently research hotspots of health care–related AI research. AI research on health care is accelerating rapidly, with potential applications being demonstrated across various domains of medicine. However, there are currently limited examples of such techniques being successfully deployed into clinical practice. Future AI research should be dedicated to filling the gap between health care–related AI research and clinical applications.
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Abstract

Background: The global shortage of mental health workers has prompted the utilization of technological advancements, such as chatbots, to meet the needs of people with mental health conditions. Chatbots are systems that are able to converse and interact with human users using spoken, written, and visual language. While numerous studies have assessed the effectiveness and safety of using chatbots in mental health, no reviews have pooled the results of those studies.

Objective: This study aimed to assess the effectiveness and safety of using chatbots to improve mental health through summarizing and pooling the results of previous studies.

Methods: A systematic review was carried out to achieve this objective. The search sources were 7 bibliographic databases (eg, MEDLINE, EMBASE, PsycINFO), the search engine “Google Scholar,” and backward and forward reference list checking of the included studies and relevant reviews. Two reviewers independently selected the studies, extracted data from the included studies, and assessed the risk of bias. Data extracted from studies were synthesized using narrative and statistical methods, as appropriate.

Results: Of 1048 citations retrieved, we identified 12 studies examining the effect of using chatbots on 8 outcomes. Weak evidence demonstrated that chatbots were effective in improving depression, distress, stress, and acrophobia. In contrast, according to similar evidence, there was no statistically significant effect of using chatbots on subjective psychological wellbeing. Results were conflicting regarding the effect of chatbots on the severity of anxiety and positive and negative affect. Only two studies assessed the safety of chatbots and concluded that they are safe in mental health, as no adverse events or harms were reported.

Conclusions: Chatbots have the potential to improve mental health. However, the evidence in this review was not sufficient to definitely conclude this due to lack of evidence that their effect is clinically important, a lack of studies assessing each outcome, high risk of bias in those studies, and conflicting results for some outcomes. Further studies are required to draw solid conclusions about the effectiveness and safety of chatbots.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD42019141219; https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42019141219

(J Med Internet Res 2020;22(7):e16021) doi:10.2196/16021
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Introduction

Background
Mental illness is a growing public health concern worldwide [1]. One in 4 adults and 1 in 10 children are likely to be affected by mental health problems annually [2]. Mental illness has a significant impact on the lives of millions of people and a profound impact on the community and economy. Mental disorders impair quality of life and are considered one of the most common causes of disability [3]. Mental disorders are predicted to cost $16 trillion globally between 2011 and 2030 due to lost labor and capital output [4].

There is a shortage of mental health human resources, poor funding, and mental health illiteracy globally [5,6]. This lack of resources is especially evident in low-income and middle-income countries where there are 0.1 psychiatrists per 1,000,000 people [7], compared to 90 psychiatrists per 1,000,000 people in high-income countries [8]. According to the World Health Organization, mental health services reach 15% and 45% of those in need in developing and developed countries, respectively [9]. This could be a major factor contributing to the increase in suicidal behavior in recent decades [10].

The demand for better mental health services has increased, and meeting these demands has become increasingly difficult and costly due to a lack of resources [4]. Therefore, new solutions are needed to compensate for the deficiency of resources and promote patient self-care [4]. Distance can impede the reach of traditional mental health services to populations in remote areas in both high-income and low-income countries. Technology-based treatment, such as mobile apps, can overcome most of these barriers and engage hard-to-reach populations [11]. A World Health Organization survey of 15,000 apps revealed that 29% focus on mental health diagnosis or support [10].

One technology that offers a partial solution to the lack of capacity within the global mental health workforce is mobile apps. They have the potential to improve the quality and accessibility of mental health [12]. Chatbots are one of the main mobile apps used for mental health [13]. Chatbots, also known as conversational agents, conversational bots, and chatterbots, are computer programs able to converse and interact with human users [5,14]. Chatbots use spoken, written, and visual languages [5,14]. The use of chatbots has grown tremendously over the last decade and has become pervasive in fields such as mental health [13]. It is expected that chatbots will make a positive contribution to addressing the shortfall of mental health care [15]. Chatbots can facilitate interactions with those who are reluctant to seek mental health advice due to stigmatization [5] and allow more conversational flexibility [16].

Research Problem and Aim
Adoption of new technology, especially those heavily related to artificial intelligence and machine learning, relies on first ascertaining the levels of safety and effectiveness [17]. There has been a steady rise in the number of studies assessing the effectiveness and safety of using chatbots for mental health [5]. There is a need to critically evaluate and statistically combine findings to inform policy and practice. Previously conducted reviews [5,18,19] did not assess the effectiveness and safety of chatbots in mental health. Accordingly, the current systematic review aimed to assess the effectiveness and safety of using chatbots in mental health through summarizing and pooling the results of previous studies. The review question is “what is the effectiveness and safety of using chatbots for improving mental health?”

Methods

Overview
A systematic review of the literature was conducted to accomplish the objective. This review is reported in line with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses statement (Multimedia Appendix 1) [20]. The protocol for this systematic review is registered at PROSPERO (number CRD42019141219).

Search Strategy

Search Sources
The following bibliographic databases were searched in this review: MEDLINE, EMBASE, PsycINFO, IEEE Xplore, ACM Digital Library, Scopus, and Cochrane Central Register of Controlled Trials. The search engine “Google Scholar” was also searched. As Google Scholar retrieved a large number of studies ordered by their relevance to the search topic, we screened the first 100 hits (10 pages). The search started on the June 8, 2019 and finished on June 11, 2019. We carried out backward reference list checking, where reference lists of the included studies and reviews were screened for further studies of relevance to the review. In addition, we conducted forward reference list checking, where we used the “cited by” function available in Google Scholar to identify studies that cited the included studies.

Search Terms
Search terms in this review were related to population (eg, mental disorder, mood disorder, and anxiety disorder) and intervention (eg, conversational agent, chatbot, chatterbot, and virtual agent). The search terms were derived from previous reviews and informatics experts interested in mental health issues [13]. Further, search terms related to mental disorders were derived from the Medical Subject Headings index in MEDLINE. The search strings utilized for searching each bibliographic database are shown in Multimedia Appendix 2.

Study Eligibility Criteria
The population of interest was individuals who use chatbots for their mental health, but not physicians or caregivers who use chatbots for their patients. Eligible interventions were chatbots operating as standalone software or via a web browser. Chatbots that were integrated into robotics, serious games, SMS, or telephone systems were excluded. The current review also excluded chatbots that relied on human-operator generated dialogue. There were no restrictions regarding the type of dialogue initiative (ie use, system, mixed) and input and output modality (ie spoken, visual, written). There were no limitations related to the comparator (eg, information, waiting list, usual
care). This review focused on any outcome related to effectiveness (eg, severity or frequency of any mental disorders and psychological wellbeing) or safety (eg, adverse events, deaths, admissions to psychiatric settings) of chatbots. Regarding the study design, we included only randomized controlled trials (RCTs) and quasi-experiments. The review included peer-reviewed articles, dissertations, conference proceedings, and reports. The review excluded reviews, conference abstracts, proposals, and editorials. Only studies written in English were included in the review. There were no restrictions regarding study setting, year of publication, and country of publication.

**Study Selection**

Two steps were followed for selecting studies. First, the titles and abstracts of all retrieved studies were screened independently by two reviewers (AA, MA). Second, the full texts of studies included from the first step were read independently by the same reviewers. Any disagreements between the reviewers were resolved by discussion or by consulting a third reviewer (MH). Interrater agreement between the reviewers was good (Cohen $\kappa$ [21]) was calculated to assess interrater agreement between reviewers, which was 0.85 and 0.89 in the first and second step of the selection process, respectively, indicating a very good level of agreement [22].

**Data Extraction**

Before extracting data, we developed a data extraction form and piloted it using three included studies to conduct a systematic and precise extraction of data (Multimedia Appendix 3). Two reviewers (AA, MA) independently extracted data from the included studies, and disagreements were resolved by discussion or by consulting the third reviewer (MH). Interrater agreement between the reviewers was very good (Cohen $\kappa$=0.84) [22].

**Assessment of Risk of Bias**

Two Cochrane tools were used to assess the risk of bias in the included studies. Risk of bias in RCTs was assessed using the Risk of Bias 2 (RoB 2) tool [23], and risk of bias in quasi-experiments was examined using the Risk Of Bias In Non-randomized Studies – of Interventions (ROBINS-I) tool [24]. The results of the risk of bias are presented as a graph showing the reviewers’ judgments about each “risk of bias” domain. Further, they are presented as a figure showing the reviewers’ judgments about each “risk of bias” domain for each included study. Two reviewers (AA, AR) independently assessed the risk of bias, and disagreements were resolved by discussion or by consulting the third reviewer (MH). Interrater agreement between the reviewers was good (Cohen $\kappa$=0.75) [22].

**Data Synthesis**

Data extracted from studies were synthesized using narrative and statistical methods. The statistical approach was used when there was more than one RCT for a certain outcome and the study reported enough data for the analysis. Where statistical findings were not available, a narrative approach was used to synthesize the data. Findings of studies were grouped and synthesized according to the measured outcome.

Statistical analysis was carried out using Review Manager (RevMan 5.3). As all extracted data were continuous, the effect of each trial and the overall effect were measured using either the mean difference (MD) or the standardized mean difference (SMD). To be more precise, when the outcome was measured using the same method between studies, the MD was utilized. The SMD was used when, between studies, the outcome was assessed using different measurement tools. A random-effects model was used for combining results because there was clinical heterogeneity between studies in terms of population (eg, clinical versus nonclinical samples), intervention (eg, rule-based versus artificial intelligence chatbots), and comparator (eg, treatment as usual versus information).

When there was a statistically significant difference between groups, we assessed how this difference was clinically important. A minimal clinically important difference refers to the smallest change in a measured outcome that a patient would deem as worthy and significant and which mandates a change in a patient’s treatment [25]. Boundaries of a minimal clinically important difference for each outcome were calculated as ±0.5 times the SD of the control arms of the studies at baseline.

Clinical heterogeneity of the meta-analyzed trials was assessed by checking their participants, interventions, comparators, and measured outcomes. Statistical heterogeneity was assessed by calculating the statistical significance of heterogeneity (chi-square $P$ value) and $I^2$. A chi-square $P$ value $>$0.05 indicates that the studies are homogenous [26]. $I^2$ was used to quantify the heterogeneity of studies, where $I^2$ of 0%–40%, 30%–60%, 50%–90%, and 75%–100% represents unimportant, moderate, substantial, and considerable heterogeneity, respectively [26].

When the evidence was synthesized statistically, the overall quality of that evidence was assessed using the Grading of Recommendations Assessment, Development and Evaluation [17]. Two reviewers (AA & AR) assessed the quality of the evidence, and disagreements were resolved by discussion or by consulting the third reviewer (MH). There was considerable interrater agreement between the reviewers (Cohen $\kappa$= 0.86) [22].

**Results**

**Search Results**

The search retrieved 1048 citations (Figure 1). After removing 413 duplicates, 635 unique titles and abstracts remained. By screening those titles and abstracts, 552 citations were excluded. Of the remaining 83 studies, 9 studies were included after reading the full text. Two additional studies were identified from forward reference list checking, and one study was identified by backward reference list checking. Overall, 12 studies were included in the narrative synthesis, but only 4 of those studies were meta-analyzed.
**Description of Included Studies**

As shown in Table 1, half of the studies (6/12) were RCTs, while the other half were quasiexperimental. Two-thirds of studies (8/12) were journal articles. Studies were conducted in more than 11 countries. Studies were published between 2015 and 2018. The majority of studies was published in 2018 (7/12). The sample size was <100 in 6 studies (6/12, 50%), and sample sizes ranged from 10 to 454 participants, with a median of 71.5 participants. The age of participants was reported in 10 studies; the mean age of participants in those studies was 31.3 years. The sex of participants was reported in 9 studies; the mean percentage of male participants in those studies was 35%. Half of the studies (6/12) recruited nonclinical samples. Participants were recruited from either community (6/12), educational (4/12), or clinical (3/12) settings. The characteristics of each included study are shown in Multimedia Appendix 4.
Table 1. Characteristics of the included studies (n=12).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Number of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Study design</strong></td>
<td></td>
</tr>
<tr>
<td>Quasiexperiment</td>
<td>6</td>
</tr>
<tr>
<td>Randomized controlled trial</td>
<td>6</td>
</tr>
<tr>
<td><strong>Type of publication</strong></td>
<td></td>
</tr>
<tr>
<td>Journal article</td>
<td>8</td>
</tr>
<tr>
<td>Conference proceedings</td>
<td>3</td>
</tr>
<tr>
<td>Thesis</td>
<td>1</td>
</tr>
<tr>
<td><strong>Country</strong></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>4</td>
</tr>
<tr>
<td>Japan</td>
<td>1</td>
</tr>
<tr>
<td>Sweden</td>
<td>1</td>
</tr>
<tr>
<td>Turkey</td>
<td>1</td>
</tr>
<tr>
<td>Australia</td>
<td>1</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1</td>
</tr>
<tr>
<td>China</td>
<td>1</td>
</tr>
<tr>
<td>Romania, Spain, and Scotland</td>
<td>1</td>
</tr>
<tr>
<td>Global population</td>
<td>1</td>
</tr>
<tr>
<td><strong>Year of publication</strong></td>
<td></td>
</tr>
<tr>
<td>2018</td>
<td>7</td>
</tr>
<tr>
<td>2017</td>
<td>2</td>
</tr>
<tr>
<td>2016</td>
<td>1</td>
</tr>
<tr>
<td>2015</td>
<td>2</td>
</tr>
<tr>
<td><strong>Sample size</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;100</td>
<td>6</td>
</tr>
<tr>
<td>100-200</td>
<td>3</td>
</tr>
<tr>
<td>&gt;200</td>
<td>1</td>
</tr>
<tr>
<td>Age (years), mean (range)(^a)</td>
<td>31.3 (22-45)</td>
</tr>
<tr>
<td>Sex (male), %(^b)</td>
<td>35</td>
</tr>
<tr>
<td><strong>Sample type</strong></td>
<td></td>
</tr>
<tr>
<td>Clinical sample</td>
<td>6</td>
</tr>
<tr>
<td>Nonclinical sample</td>
<td>6</td>
</tr>
<tr>
<td><strong>Setting(^c)</strong></td>
<td></td>
</tr>
<tr>
<td>Community</td>
<td>6</td>
</tr>
<tr>
<td>Educational</td>
<td>4</td>
</tr>
<tr>
<td>Clinical</td>
<td>3</td>
</tr>
<tr>
<td><strong>Intervention purpose</strong></td>
<td></td>
</tr>
<tr>
<td>Therapy</td>
<td>10</td>
</tr>
<tr>
<td>Self-management</td>
<td>2</td>
</tr>
<tr>
<td><strong>Intervention platform</strong></td>
<td></td>
</tr>
<tr>
<td>Web-based</td>
<td>6</td>
</tr>
<tr>
<td>Standalone software</td>
<td>6</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Number of studies</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td><strong>Intervention response generation</strong></td>
<td></td>
</tr>
<tr>
<td>Rule-based</td>
<td>8</td>
</tr>
<tr>
<td>Artificial intelligence</td>
<td>4</td>
</tr>
<tr>
<td><strong>Intervention dialogue initiative</strong></td>
<td></td>
</tr>
<tr>
<td>Chatbot</td>
<td>9</td>
</tr>
<tr>
<td>Both</td>
<td>3</td>
</tr>
<tr>
<td><strong>Intervention input modality</strong></td>
<td></td>
</tr>
<tr>
<td>Written</td>
<td>9</td>
</tr>
<tr>
<td>Spoken</td>
<td>2</td>
</tr>
<tr>
<td>Written and spoken</td>
<td>1</td>
</tr>
<tr>
<td><strong>Intervention output modality</strong></td>
<td></td>
</tr>
<tr>
<td>Written</td>
<td>6</td>
</tr>
<tr>
<td>Written, spoken, and visual</td>
<td>3</td>
</tr>
<tr>
<td>Spoken and visual</td>
<td>2</td>
</tr>
<tr>
<td>Written and visual</td>
<td>1</td>
</tr>
<tr>
<td><strong>Embodiment</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>6</td>
</tr>
<tr>
<td>No</td>
<td>6</td>
</tr>
<tr>
<td><strong>Targeted disorders</strong></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>7</td>
</tr>
<tr>
<td>Anxiety</td>
<td>4</td>
</tr>
<tr>
<td>Any mental disorder</td>
<td>3</td>
</tr>
<tr>
<td>Acrophobia</td>
<td>1</td>
</tr>
<tr>
<td>Stress</td>
<td>1</td>
</tr>
<tr>
<td><strong>Comparator</strong></td>
<td></td>
</tr>
<tr>
<td>Pretest vs posttest</td>
<td></td>
</tr>
<tr>
<td>No intervention</td>
<td>4</td>
</tr>
<tr>
<td>Education</td>
<td>3</td>
</tr>
<tr>
<td>High users vs low users</td>
<td>1</td>
</tr>
<tr>
<td><strong>Measured outcomes</strong></td>
<td></td>
</tr>
<tr>
<td>Severity of depression</td>
<td>6</td>
</tr>
<tr>
<td>Psychological wellbeing</td>
<td>3</td>
</tr>
<tr>
<td>Severity of anxiety</td>
<td>3</td>
</tr>
<tr>
<td>Positive and negative affect</td>
<td>2</td>
</tr>
<tr>
<td>Distress</td>
<td>2</td>
</tr>
<tr>
<td>Stress</td>
<td>2</td>
</tr>
<tr>
<td>Safety</td>
<td>2</td>
</tr>
<tr>
<td>Severity of acrophobia</td>
<td>1</td>
</tr>
<tr>
<td><strong>Measures</strong></td>
<td></td>
</tr>
<tr>
<td>PHQ-9</td>
<td>4</td>
</tr>
<tr>
<td>GAD-7</td>
<td>2</td>
</tr>
</tbody>
</table>
The included studies investigated the effect of 11 different chatbots. In most studies (10/12) chatbots were used for delivering therapy (Table 1). Chatbots were implemented using standalone software (6/12, 50%) and in web-based platforms (6/12, 50%). Chatbot responses were based on predefined rules or decision trees (rule-based) in two-thirds of studies (8/12). Chatbots in the remaining one-third of studies (4/12) utilized machine learning and natural language processing (artificial intelligence) to understand users’ replies and generate responses. Chatbots led and controlled the conversation in 75% (9/12) of the studies. Users could interact with the chatbots using only written language via keyboards and mouse (9/12), only spoken language via microphones (2/12), or a combination of written and spoken languages (1/12). Chatbots used the following modalities to interact with users: only written language via text on the screen (6/12); a combination of written, spoken (via speakers), and visual languages (via embodiment) (3/12); a combination of spoken and visual languages (2/12); and a combination of written and visual languages (1/12). In half of the studies, chatbots contained virtual representations (eg, avatar). Chatbots in 58% of the studies targeted depression (7/12). Multimedia Appendix 5 shows the characteristics of the intervention in each study.

There was no comparator in the 4 one-arm quasiexperiments; these quasiexperimental studies assessed outcomes before and after the intervention (Table 1). In 4 additional studies, an intervention was not provided to the control group. In 3 additional studies, chatbots were compared with providing information or education. In the remaining study, the comparison...
was between high users (more engaged app users) and low users (less engaged app users). The most common outcome assessed by the included studies was severity of depression (6/12). The Patient Health Questionnaire (PHQ-9) was the most used outcome measure in the included studies (4/12). The follow-up periods were 2 weeks (6/12), 4 weeks (6/12), 6 weeks (1/12), and 12 weeks (1/12). Characteristics of the comparators and measured outcomes in each included study are presented in Multimedia Appendix 6.

Risk of Bias in the Included Studies

Most of the RCTs (5/6) used an appropriate random allocation sequence, concealed that allocation sequence, and had comparable groups. These studies were rated as having a low risk of bias in the randomization process (Figure 2). Although participants, carers, and people delivering the interventions were aware of the assigned intervention during the trial in most studies (this may be normal due to the nature of the intervention), there were no deviations from the intended intervention because of the experimental context in all studies. Given the lack of deviation and using an appropriate analysis to estimate the effect of assignment to the intervention, a risk of bias due to deviations from the intended interventions was considered low for all studies (Figure 2). The domain of missing outcome data was judged as having a low risk of bias in 4 studies while it was rated as having a high risk of bias in the remaining 2 studies due to a high attrition rate, lack of analysis methods used to correct for bias, and presence of differences between intervention groups in the proportions of missing outcome data.

Although the methods of measuring the outcomes were appropriate and they were comparable between intervention groups (in terms of tools, thresholds, and timing), the risk of bias in the measurement of the outcome was high in 5 studies (Figure 2). This is attributed to the fact that assessors of the outcome were aware of the intervention received by study participants and this knowledge could affect the outcome assessment in those 5 studies. Five studies were judged to raise some concerns in the selection of the reported result (Figure 2). This judgment was due to a discrepancy between studies and their protocols in planned outcome measurements and analyses, unavailability of their protocols, or insufficient details in their protocols regarding outcome measurements and analyses. The overall risk of bias was rated as high for all studies because 5 studies were assessed as high risk in at least one domain, while the remaining study had some concerns in two domains. Multimedia Appendix 7 shows the reviewers’ judgments about each “risk of bias” domain for each included RCT.

There was moderate risk of bias due to confounding in all quasiexperimental studies (Figure 3). This judgment was based on a potential for confounding of the effect of intervention in all studies, and it was not clear whether authors in all studies used an appropriate analysis method to control for all confounding domains. The selection of participants was not based on participant characteristics observed after the start of the intervention in 5 studies, and the start of follow-up and start of intervention coincided for most participants in all studies. Accordingly, the “risk of bias due to selection of participant” domain was judged as low in the 5 studies (Figure 3). Although all studies clearly defined the intervention groups at the start of the intervention, it was not clear whether classification of intervention status could be affected by knowledge of the outcome in 3 studies. Therefore, the risk of bias in the classification of the interventions was rated as high in those 3 studies. Further, the risk of bias in this domain was judged as serious in one study, as the classification of the intervention status could be affected by knowledge of the outcome in that study.

Given that there were no deviations from the intended intervention beyond what would be expected in usual practice in all studies, the risk of bias from the deviations from the intended interventions was considered low in all studies (Figure 3). The risk of bias due to missing outcome data was judged as low in 3 studies while it was rated as moderate in the remaining 3 studies due to availability of less than 95% of the participants’ data. The risk of bias in the measurement of the outcomes was serious in all studies (Figure 3); assessors of the outcome were aware of the intervention received by study participants, and this could affect the assessment of outcomes. In 5 studies, there was moderate risk of bias in the selection of the reported results (Figure 3); this is because there were insufficient details about the analyses used in the study. While the overall risk of bias was rated as critical in 1 study, it was judged as moderate and serious in 3 and 2 studies, respectively. Multimedia Appendix 8 shows the reviewers’ judgments about each “risk of bias” domain for each included quasiexperiment.
Results of Studies

**Depression**

Half of the included studies (6/12) examined the effect of using chatbots on the severity of depression [27-32]. Of these 6 studies, 4 studies were RCTs [27-30], and the remaining 2 studies were pretest-posttest quasiexperiments [31,32]. Four studies were conducted in the United States [28-30,32], and each of the 2 remaining studies was conducted in multiple countries [27,31]. The severity of depression was measured using PHQ-9 [28,29,31,32], Beck Depression Inventory II [27], and Hospital Anxiety and Depression Scale [30].

We meta-analyzed the results of only 4 RCTs. However, the results of the 2 quasiexperiments were synthesized narratively.

---

**Figure 2.** Risk of bias graph for randomized controlled trials, showing the review authors’ judgments about each risk of bias item.

**Figure 3.** Risk of bias graph for quasiexperiments, showing the review authors’ judgments about each risk of bias item.
because such a study design has a greater risk of bias than RCTs, and some data required for the meta-analysis was missing from 1 of the 2 studies. The meta-analysis showed a statistically significant difference ($P<.001$) favoring chatbots over treatment as usual or information on the severity of depression (SMD $-0.55$, 95% CI $-0.87$ to $-0.23$; Figure 4). However, this difference was not clinically important, as the total effect ($-0.55$) was within the boundaries of a minimal clinically important difference ($-4.7$ to $4.7$); the boundaries of a minimal clinically important difference for this outcome was calculated as $\pm 0.5$ times the median SD of the control arms of the studies at baseline. The heterogeneity of the evidence was not a concern ($P=.99$; $I^2=0\%$). The quality of the evidence was low because it was downgraded by 2 levels for a high risk of bias (Multimedia Appendix 9).

Of the 2 quasiexperiments that measured depression, 1 study concluded that the severity of depression decreased significantly postintervention in the high user ($P<.001$) and low user ($P=.01$) groups [31]. Further, the improvement in depression was significantly higher in the high user group than in the low user group ($P=.03$). The second study found a statistically significant decrease in the severity of depression after the intervention (mean 9.78) compared to before the intervention (mean 13.03) [32].

Figure 4. Forest plot of the 4 studies assessing the effect of using chatbots on the severity of depression.

**Anxiety**

Of the 12 studies, 3 studies assessed the influence of using chatbots on the severity of anxiety [28,29,32]. All studies were conducted in the United States. The severity of anxiety was measured using the Generalized Anxiety Disorder scale [28,29] and Overall Anxiety Severity and Impairment Scale [32]. While 2 studies were RCTs [28,29], the third study was a pretest-posttest quasiexperiment [32]. In contrast to the 2 RCTs, the quasiexperiment was a one-arm trial [32]. For this reason, only the findings of the 2 RCTs were meta-analyzed.

As shown in Figure 5, no statistically significant difference ($P=.55$) in the severity of anxiety was found between those allocated to receive the chatbot intervention compared to those receiving information only (MD $-1.38$, 95% CI $-5.5$ to $2.74$). There was substantial heterogeneity ($P=.02$; $I^2=80\%$). The quality of the evidence was very low because it was downgraded by 3 levels due to a high risk of bias and heterogeneity (Multimedia Appendix 9). The third study concluded that there was a statistically significant decrease in anxiety level among participants after using chatbots (mean 10.45 versus 7.89) [32].

Figure 5. Forest plot of the 2 studies assessing the effect of using chatbots on the severity of anxiety.

**Positive and Negative Affect**

The effect of using chatbots on positive and negative affect, which is an indicator of depression and anxiety, was examined in 2 studies [28,29]. Both studies were RCTs conducted in the United States [28,29]. The outcome in the 3 studies was measured using the Positive and Negative Affect Schedule. Meta-analysis could not be executed as only 1 study reported enough data for the analysis [28].

The first study found no statistically significant difference between chatbot use and information on positive affect ($P=.71$) and negative affect ($P=.91$) [28]. In contrast, Fulmer et al [29] found a statistically significant difference favoring chatbot use over information on positive and negative affect at the 2-week follow-up ($P=.03$).

**Subjective Psychological Wellbeing**

The effect of using chatbots on subjective psychological wellbeing was examined by 3 studies [33-35]. Those studies were conducted in Sweden, Turkey, and Japan, respectively [33-35]. Of the 3 studies, 2 studies were quasiexperiments [34,35], and the remaining study was an RCT [33]. The Flourishing Scale was used to measure subjective psychological wellbeing in 2 studies [33,34], whereas the WHO-5 Well-Being Index was used by the third study [35]. Given that the high risk associated with quasiexperiments and availability of only one RCT, the results of the 3 studies were synthesized narratively.

In the first study [33], the intention-to-treat analysis showed that subjective psychological wellbeing was not statistically different ($P=.97$) after treatment between the chatbot (mean
45.14) and waiting list (mean 45.07) groups. Further, when analyzing data from only the participants who adhered to the intervention, there was no statistically significant difference (P=0.72) between the chatbot and waiting list groups on subjective psychological wellbeing after treatment (mean 45.07 versus 45.85) [33]. The second study demonstrated a slight improvement in subjective psychological wellbeing after using chatbots, but this improvement was not statistically significant (P=0.06) [34]. Similarly, the third study found no statistically significant difference (P=0.32) between the chatbot and control groups on subjective psychological wellbeing after treatment [35].

**Psychological Distress**

The influence of using chatbots on psychological distress was examined by 2 studies, conducted in Japan and Australia [35,36]. Distress was measured using the Kessler Psychological Distress Scale. While 1 study was a one-group quasiexperiment [36], the other study was a two-group quasiexperiment [35]. Therefore, a narrative approach was used to analyze their results.

According to Suganuma et al [35], there was a statistically significant difference (P=0.005) favoring chatbot use (mean 21.65) over no intervention (mean 23.97) on distress levels after treatment. Further, there was a statistically significant improvement in distress level among the chatbot group after treatment (mean 21.65) compared with before treatment (mean 23.58). Likewise, the other study found a statistically significant decrease (P<0.001) in distress from a pre-intervention score of 33.27 to a post-intervention score of 28.90 [36].

**Stress**

Stress was an outcome in 2 studies [33,37]. The first was an RCT conducted in Sweden [33], and the second was a quasiexperimental study conducted in China [37]. The Perceived Stress Scale was utilized to measure stress in both studies. A meta-analysis was not carried out for this outcome as 1 study [37] did not report data required for the analysis.

Ly and colleagues [33] found a statistically significant difference favoring chatbots over the waiting list on stress when they analyzed data from all participants (P=0.03) and from those who only adhered to the intervention (P=0.01). Huang et al [37] concluded that stress status improved over time when using a chatbot.

**Acrophobia**

The effect of using chatbots on acrophobia (ie, fear of height) was examined by 1 RCT conducted in the United Kingdom [38]. The outcome was measured using two tools: Heights Interpretation Questionnaire and Acrophobia Questionnaire. Compared with participants who received usual care, the chatbot significantly decreased the severity of acrophobia as measured by both tools at 2-week and 4-week follow-ups (P<0.001) [38].

**Safety**

Safety of chatbots was assessed in 2 RCTs [30,38]. While 1 study was conducted in the United States [30], the other study was conducted in the United Kingdom [38]. The former study concluded that the chatbot was safe because users did not report any harm, distress, adverse events, or worsening of depressive symptoms resulting from using the chatbot during the study [30]. Similarly, Freeman et al [38] concluded that the chatbot was safe because no serious adverse events (eg, suicide attempts, death, serious violent incidents) or discomfort caused by the chatbot were reported.

**Discussion**

**Principal Findings**

This study systematically reviewed the evidence regarding the effectiveness and safety of using chatbots to improve mental health. We identified 12 studies examining the effect of using chatbots on 8 outcomes. For the first outcome (depression), low-quality evidence from 4 RCTs showed a statistically significant difference favoring chatbots over treatment as usual or information on the severity of depression, but this difference was not clinically important. Two quasiexperiments concluded that the level of depression decreased after using chatbots. As evidence from the 2 studies was synthesized narratively, we could not identify whether this decrease in depression was clinically important. Findings in the 2 studies may be affected by serious bias in the measurement of outcomes. Given that no reviews assessed the effectiveness of chatbots in mental health, the results were compared with other reviews regarding similar interventions (ie, internet-based psychotherapeutic interventions). The overall effect on depression in this review (~0.55) was comparable to other reviews. Specifically, while the overall effect of internet-based and computerized psychological interventions of depression without therapist support was 0.25 (95% CI 0.14-0.35) in a meta-analysis conducted by Andersson and Cuijpers [39], another meta-analysis showed that the total effect of internet-based psychotherapeutic interventions of depression was 0.32 [40].

With regards to anxiety, very low-quality evidence from 2 RCTs showed no statistically significant difference between chatbots and information on the severity of anxiety. In contrast, one quasiexperiment concluded that anxiety levels considerably decreased after using chatbots. These contradictory findings may be attributed to 2 reasons. First, pretest-posttest quasiexperiments are not as reliable as RCTs for finding the effect of an intervention due to low internal validity resulting from selection bias [35,41]. Second, in contrast to the 2 RCTs, the chatbot in the quasiexperiment [32] contained a virtual representation (ie, embodiment), which enables chatbots to communicate with users verbally and nonverbally (through body movements and facial expressions). It is purported that embodiment makes conversations with chatbots more empathetic and facilitates effective rapport with users [19,42,43]. Results of the meta-analyses in this review and another review related to smartphone mental health interventions were contradictory. A meta-analysis of 9 RCTs showed a considerable reduction in the anxiety level after using smartphone mental health interventions compared to no intervention (SMD 0.325, 95% CI 0.17-0.48) [44]. These conflicting results may result from either differences in interventions (chatbots versus different mobile interventions) in both reviews or the number of meta-analyzed studies (2 versus 9).
Findings regarding the effect of chatbots on positive and negative affect were conflicting. While one study concluded that chatbots improved the positive and negative affect at the 2-week follow-up [29], another study did not find any significant influence of chatbots at the 2-week follow-up [28]. Although the 2 studies were very homogenous in terms of study design, sample characteristics, comparator characteristics, and outcome measures, they were different in the type of chatbots and data analysis, and these differences may have led to contradictory findings. Specifically, the chatbot in the first study [29] was more advanced than the one in the second study [28]; it depended on artificial intelligence and machine learning to generate responses to users, and this makes it more humanlike and lets users feel more socially connected [5]. With regards to the second difference, while the first study assessed the effect of the chatbot on positive and negative affect together [29], the other study examined the effect of the chatbot on positive affect and negative affect separately [28].

A narrative synthesis of 3 studies showed no statistically significant difference between chatbots and control group on subjective psychological wellbeing. The justification for the nonsignificant difference is the use of a nonclinical sample in the 3 studies. In other words, as participants already had good psychological wellbeing, the effect of using chatbots may be less likely to be significant.

According to the 2 studies synthesized in a narrative approach, chatbots significantly decreased the levels of distress. Both studies had a high risk of bias; therefore, this finding should be interpreted with caution. Studies in a similar context reported findings comparable to our findings. To be more precise, an RCT concluded that online chat counselling significantly improved psychological distress over time [45].

In this review, chatbots significantly decreased stress levels over time. Unfortunately, we cannot draw a definitive conclusion regarding the effect of chatbots due to the high risk of bias in the evidence.

Chatbots were effective in decreasing the severity of acrophobia according to one RCT. The effect size of chatbots on acrophobia in this RCT [38] was substantially higher than the total effect size of therapist-assisted exposure treatment on phobias reported by a meta-analysis (2.0 versus 1.1) [46]. This indicates that chatbots may be equivalent to, if not better, exposure treatment delivered by a therapist in treating phobias.

Of the 2 RCTs measuring the safety of chatbots, both concluded that chatbots are safe for use in mental health, as no adverse events or harm were reported when chatbots were used to treat users with depression and acrophobia. However, this evidence is not sufficient to conclude that chatbots are safe, given the high risk of bias in the 2 studies.

**Strengths and Limitations**

**Strengths**

This study is the first review of the literature that assessed the effectiveness and safety of chatbots in mental health. The findings are of importance for users, providers, policymakers, and researchers. This review was developed, executed, and reported according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses statement [20]. Accordingly, this enabled us to produce a high-quality review.

In this review, the most popular databases in health and information technology were used to run the most sensitive search possible. The review minimized the risk of publication bias as much as possible through searching Google Scholar and conducting backward and forward reference list checking to identify grey literature. The search was not restricted to a certain type of chatbots, comparators, outcomes, year of publication, nor country of publication, and this makes the review more comprehensive.

To reduce selection bias, two reviewers independently selected studies, extracted data, and assessed the risk of bias in the included studies and quality of the evidence. Agreement between reviewers was very good, except for the assessment of the risk of bias (which was good). When possible, findings of the included studies were meta-analyzed; thereby, we were able to increase the power of the studies and improve the estimates of the likely size of effect of chatbots on a variety of mental health outcomes.

**Limitations**

The intervention of interest in this review was restricted to chatbots that work within standalone software or via a web browser (but not robotics, serious games, SMS, nor telephones). Further, we excluded studies that contained chatbots controlled by human operators. Accordingly, this review cannot comment on the effectiveness of chatbots that involve human-generated content or those that use alternative modes of delivery. It was not possible to apply those restrictions because these features are not part of ordinary chatbots. For this reason, 3 previous reviews about chatbots applied these restrictions [5,13,19].

Owing to practical constraints, the search was restricted to English studies. Therefore, it is likely that we missed some non-English studies. The overall risk of bias was high in most of the included studies. The quality of evidence in the meta-analyses ranged from very low to low. Accordingly, the high risk of bias and low quality of evidence may reduce the validity of the findings and their generalizability.

Ideally, the difference between pre-intervention and post-intervention data for each group should be used in a meta-analysis [47]. However, we used only post-intervention data in each group for the meta-analysis because studies did not report enough data (eg, change in SD or SE of the mean between the pre-intervention and post-intervention for each group). In this review, it was possible to meta-analyze pre-intervention and post-intervention data from one-group trials (ie, did not include comparison groups). However, such analysis was not carried out in this review as such trials are very vulnerable to several threats of internal validity, such as maturation threat, instrumentation threat, regression threat, and history threat [41,48].
Practical and Research Implications

Practical Implications

Although this review found that chatbots may improve depression, distress, stress, and acrophobia, definitive conclusions regarding those results could not be drawn due to the high risk of bias in the included studies, low quality of evidence, lack of studies assessing each outcome, small sample size in the included studies, and contradictions in results of some included studies. For this reason, results should be viewed with caution by users, health care providers, caregivers, policymakers, and chatbot developers.

Given the weak and conflicting evidence found in this review, users should not use chatbots as a replacement for mental health professionals. Instead, health professionals should consider offering chatbots as an adjunct to already available interventions to encourage individuals to seek medical advice where appropriate and as a signpost to available support and treatment.

Most chatbots in this review were implemented in developed counties. People in developing countries may be more in need of chatbots than those in developed countries given that developing countries have a greater shortage of mental health professionals than developed countries (0.1 per 1,000,000 people vs 9 per 100,000 people) [7,8]. System developers should consider implementing more chatbots in developing countries.

Two-thirds of the chatbots in this review used predefined rules and decision trees to generate their responses, while the remaining chatbots used artificial intelligence. In contrast to rule-based chatbots, artificial intelligence chatbots can generate responses to complicated queries and enable users to control the conversation [13]. Artificial intelligence chatbots can exhibit more empathetic behaviors and humanlike filler language than rule-based chatbots [19]. This may make artificial intelligence chatbots more effective in building rapport with users, thereby improving their mental health [42]. It could be argued that artificial intelligence chatbots are more prone to errors than rule-based chatbots, but these errors can be minimized and diminished by extensive training and greater use [49]. Accordingly, we recommend developers concentrate efforts around artificial intelligence chatbots to improve the effectiveness.

Research Implications

This review showed that there is a lack of evidence assessing the effectiveness and safety of chatbots. Accordingly, we encourage researchers to conduct more studies in this area. Further, they should undertake more studies in developing countries and recruit large, clinical samples given the lack of such evidence, as found in the current review.

The overall risk of bias was high in most included studies mainly due to issues in the measurement of the outcomes, selection of the reported result, and confounding. Future studies should follow recommended guidelines or tools (eg, RoB 2 and ROBINS-I) when conducting and reporting their studies in order to avoid such biases.

Due to poor reporting practices, we were unable to include many studies in the meta-analysis. As well as encouraging more high-level studies (ie, RCTs), there is a need for authors to be more consistent in their reporting of trial outcomes. For example, in our review, many studies failed to report basic descriptive statistics such as mean, SD, and sample size. Ensuring studies adhere to accepted guidelines for reporting RCTs (eg, CONSORT-EHEALTH [50]) would be of considerable benefit to the field.

In the current review, the comparators in all two-group trials were either no intervention or education. For those outcomes that hold promise (eg, depression, distress, and acrophobia), we encourage researchers to compare chatbots with other active interventions such as asynchronous electronic interventions or other types of chatbots (eg, rule-based chatbots versus artificial intelligence chatbots or embodied chatbots versus non-embodied chatbots).

According to a scoping review conducted by Abd-alrazaq et al [13], chatbots are used for many mental disorders, such as autism, post-traumatic stress disorder, substance use disorders, schizophrenia, and dementia. The current review did not find any study assessing the effectiveness or safety of chatbots used for these disorders. This highlights a pressing need to examine the effectiveness and safety of chatbots targeting patients with autism, post-traumatic stress disorder, substance use disorders, schizophrenia, and dementia.

As this review focused on the effectiveness and safety of chatbots, we excluded many studies that assessed the usability and acceptance of chatbots in mental health. Given that usability and acceptance of technology are considered important factors for their successful implementation, the evidence regarding those outcomes should be summarized through systematic reviews.

The current review identified heterogeneity in the tools used to measure the same outcomes and in the research design. For instance, severity of depression was measured using PHQ-9, Beck Depression Inventory II, or Hospital Anxiety and Depression Scale. Further, while some studies assessed outcomes before and after interventions, other studies examined them only after interventions. The field would benefit from future studies using a common set of outcome measures to ease comparison and interpretation of results between studies. Only one study assessed the long-term effectiveness and safety of chatbots, where participants were followed for 12 weeks. The effectiveness and safety outcomes of chatbots may be different when considering long-term, relative to short-term, findings; it is essential to assess long-term outcomes.

Conclusion

Although the included studies showed that chatbots may be safe and improve depression, distress, stress, and acrophobia, definitive conclusions regarding the effectiveness and safety of chatbots could not be drawn in this review for several reasons. First, the statistically significant difference between chatbots and other interventions on the severity of depression was not clinically important. Second, the risk of bias was high in most included studies, and the quality of the meta-analyzed evidence ranged from very low to low. Third, the evidence for each outcome came from only a few studies that also had small
sample sizes. Fourth, studies showed conflicting results for some outcomes (ie, anxiety and positive and negative affect). Researchers should avoid shortcomings in the study designs reported in this review. Health care providers should consider offering chatbots as an adjunct to already available interventions.
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Abstract

Background: Acceptance and commitment therapy (ACT) is a pragmatic approach to help individuals decrease avoidable pain.

Objective: This study aims to evaluate the effects of ACT delivered via an automated mobile messaging robot on postoperative opioid use and patient-reported outcomes (PROs) in patients with orthopedic trauma who underwent operative intervention for their injuries.

Methods: Adult patients presenting to a level 1 trauma center who underwent operative fixation of a traumatic upper or lower extremity fracture and who used mobile phone text messaging were eligible for the study. Patients were randomized in a 1:1 ratio to either the intervention group, who received twice-daily mobile phone messages communicating an ACT-based intervention for the first 2 weeks after surgery, or the control group, who received no messages. Baseline PROs were completed. Two weeks after the operative intervention, follow-up was performed in the form of an opioid medication pill count and postoperative administration of PROs. The mean number of opioid tablets used by patients was calculated and compared between groups. The mean PRO scores were also compared between the groups.

Results: A total of 82 subjects were enrolled in the study. Of the 82 participants, 76 (38 ACT and 38 controls) completed the study. No differences between groups in demographic factors were identified. The intervention group used an average of 26.1 (SD 21.4) opioid tablets, whereas the control group used 41.1 (SD 22.0) tablets, resulting in 36.5% ([41.1-26.1]/41.1) less tablets used by subjects receiving the mobile phone–based ACT intervention (P=.004). The intervention group subjects reported a lower postoperative Patient-Reported Outcome Measure Information System Pain Intensity score (mean 45.9, SD 7.2) than control group subjects (mean 49.7, SD 8.8; P=.04).

Conclusions: In this study, the delivery of an ACT-based intervention via an automated mobile messaging robot in the acute postoperative period decreased opioid use in selected patients with orthopedic trauma. Participants receiving the ACT-based intervention also reported lower pain intensity after 2 weeks, although this may not represent a clinically important difference.

Trial Registration: ClinicalTrials.gov NCT03991546; https://clinicaltrials.gov/ct2/show/NCT03991546

(J Med Internet Res 2020;22(7):e17750) doi:10.2196/17750
Introduction

Opioid Medication Issues
Public health concerns regarding opioid medications persist, and health care systems are currently seeking solutions to the ongoing epidemic [1]. In 2017, the rate of drug overdose deaths involving opioids in the United States increased by 12%, totaling 47,600 cases, and prescription opioid medications accounted for over 17,000 of these [2]. Even small amounts of additional daily opioid utilization (10 morphine milliequivalents [MME]) by patients can lead to an increased risk of long-term misuse [3]. In addition, every week of continued opioid utilization represents an increased risk of eventual misuse by patients [3]. Previous studies have found that orthopedic trauma patients use a decreasing amount of opioid medication in the first 2 postoperative weeks, with 6-15 days being the optimal opioid use period [4,5]. In line with these findings, previous studies have used a 2-week postoperative period to assess opioid medication consumption in surgical patients [4].

Patient-Reported Outcomes
Patient-reported outcomes (PROs) allow patients to quantify aspects of their orthopedic condition in a standardized fashion [6,7]. These are important tools for determining the efficacy of health care treatments and assessment of clinical research and can be used in determining compensation for health care services provided [6-8]. The National Institutes of Health developed the Patient-Reported Outcome Measure Information System (PROMIS) tools to advance PROs by creating question banks that could be used for many major health issues [9]. The PROMIS Pain Intensity 1A Short form, PROMIS Pain Intensity 3A Short form, PROMIS Pain Interference 8A Short form, and PROMIS Emotional Distress-Anxiety 8A Short form all employ a fixed low number of questions that are highly reliable when compared with their respective domain’s full item bank, making them excellent tools for both patients and clinicians [9,10].

Acceptance and Commitment Therapy
Acceptance and commitment therapy (ACT) is a cognitive contextual behavioral therapy that employs a pragmatic approach to help individuals decrease pain and live according to self-identified personal values [11,12]. The goal of ACT is to augment an individual’s psychological flexibility, thus improving their life according to 6 core cognitive processes: acceptance, defusion, contact with the present moment, self-as-context, values, and committed action (Table 1) [11]. Employing these cognitive processes to increase psychological flexibility allows people to choose their actions based on what they value most, resulting in decreased avoidance behaviors and negative cognitive associations [11]. ACT has proven to be effective across multiple studies and patient populations in the treatment of pain [13]. Several studies report a high value for ACT in the management of chronic pain when compared with standard pharmacological treatment alone [13-16]. Moreover, earlier cessation of pain and opioid utilization in at-risk orthopedic surgery patients receiving office-based ACT interventions has also been reported [17]. However, traditional ACT interventions require a clinic-based, interdisciplinary team approach, which is not always feasible for both patients and health care systems [17,18].
### Table 1. Acceptance and commitment therapy core principles with associated messages.

<table>
<thead>
<tr>
<th>Core principle</th>
<th>Example mobile phone message</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values: know what matters most</td>
<td>Stop for a moment and remember the 3 values you identified earlier today. Remember that YOU are in control of the thoughts that exist in your mind. You are your own best advocate.</td>
</tr>
<tr>
<td>Acceptance: setting expectations that pain is a part of surgery</td>
<td>Feelings of pain and feelings about your experience of pain are normal after surgery. Acknowledge and accept these feelings as part of the recovery process. Remember how you feel now is temporary and your healing process will continue.</td>
</tr>
<tr>
<td>Present moment awareness: mindfulness and awareness for our thoughts in the present moment</td>
<td>Awareness of the present moment and your breathing may change with pain-related emotions or thoughts. Remember you can always count on your breathing to bring you back to the present moment and help you move through your current experience of pain.</td>
</tr>
<tr>
<td>Self-as-context: awareness of what is being observed and noticed by ourselves</td>
<td>We cannot change that a feeling or thought may arise, but we can choose how we respond to our feelings and thoughts. Remember that dwelling on pain, discouraging feelings, and thoughts about surgery are NOT consistent with your life goals and values. Observe things that try to move you away from your values and only act on things that are compatible with who you want to be and what matters to you.</td>
</tr>
<tr>
<td>Committed action: doing what it takes to live according to our values</td>
<td>Healing after surgery requires you to act. We previously discussed your life goals, meaning, and purpose. Take action today and move closer toward what you want in life. Recognize that pain may be present but make the choice that it will not impede your progress toward what you really want in life. Be present in the moment and ensure your actions remain true to what you want most. All actions you make no matter how small, are an important stepping stone on your road to recovery.</td>
</tr>
<tr>
<td>Defusion: watch your thinking and interact with thoughts in a way consistent with your values</td>
<td>If you ever feel pain after surgery know that the feeling is real but what it actually represents is not what you might think. Our mind is capable of making us feel pain, even though there is no damage going on in our body. Pause, become more aware in the moment and chose a skillful response that will help you move toward your overall goals and values.</td>
</tr>
</tbody>
</table>

### Mobile Phone Messaging Communication

Evolving communication methods, such as automated mobile phone messaging [4,19-21], for health care purposes are increasingly important, as patients prefer these communication methods for delivering and receiving medical information [22]. Software-driven, automated mobile phone messaging robots (also called chatbots or conversational agents) are low-cost tools that can deliver pre-defined text-based information and receive incoming responses with high reliability when patients either prefer it or it is necessary to communicate at distance [19,23]. This technology demonstrates high efficacy as part of the treatment of conditions ranging from hypertension to substance abuse [24-26], and it has also proved effective in increasing perioperative communication after hip and knee arthroplasty [27] and collecting pain and opioid medication data from patients following orthopedic trauma and hand procedures [4,19]. In addition, automated mobile phone messaging robots have been validated in the collection of PROs in patients undergoing orthopedic hand [20] and hip preservation procedures [23]. Although mobile phone messaging robots (Chatbots) provide the benefit of communicating with patients at distance with no need for human intervention, they do introduce delivery of health care that lacks human interaction with unknown effects [28].

Health care teams caring for patients with traumatic orthopedic injuries have traditionally used opioid medication in the postoperative setting, and these patients are at risk for prolonged opioid utilization in the postoperative period. We theorized that the combination of ACT delivered via automated mobile phone messaging may help to decrease pain and opioid utilization in the acute postoperative setting. The aim of this prospective randomized controlled trial was to evaluate the effectiveness of ACT delivered via an automated mobile messaging robot on (1) decreasing early postoperative opioid utilization and (2) pain-related PROs in the first 2 weeks following surgery for acute traumatic orthopedic injuries.

### Methods

#### Study Approval

This randomized controlled trial was registered with ClinicalTrials.gov (NCT03991546) and reporting is consistent with the Consolidated Standards of Reporting Trials guidelines (Multimedia Appendix 1) [29]. The study was performed at a single center university hospital in Iowa City, Iowa, United States. Ethical approval of this study was provided by the University of Iowa institutional review board, and the study was determined to be Health Insurance Portability and Accountability Act compliant.

#### Recruitment and Randomization

Adults presenting to a university hospital level 1 trauma center indicated for operative fixation of a traumatic upper or lower fracture were considered for the study (Table 2). The exclusion criteria are listed in Textbox 1. Eligible patients were approached before surgery by a research assistant in a private room. Individuals not excluded by screening questions and interested in participating underwent the informed consent process (Textbox 1). During consent, all subjects were informed of the outcomes of interest, different study arms, and that no changes would be made to their care in terms of postoperative medication, regardless of study participation. Participants were randomized to either the control or intervention group using a standard web-based random number generator with a range set from 1 to 10 and a 1:1 ratio by a...
research assistant. Owing to the nature of this study, subjects and the enrolling research assistant were not blinded to the participant’s study group following randomization.

At the time of consent, subjects were required to complete paper forms comprising a basic demographics questionnaire and baseline PROs consisting of the PROMIS Pain Intensity 1A Short form, PROMIS Pain Intensity 3A Short form, PROMIS Pain Interference 8A Short form, and PROMIS Emotional Distress-Anxiety 8A Short form (Multimedia Appendix 2). Following completion of all PROs, participants were randomized to their study group. Subjects who received an odd number from the 1 to 10 range set on the random number generator were placed in the intervention group, whereas subjects given an even number were placed in the control group.

Table 2. Injury by final study group (N=76).

<table>
<thead>
<tr>
<th>Injury</th>
<th>Acceptance and commitment therapy group participants, n</th>
<th>Control group participants, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetabular fracture</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Ankle fracture</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>Calcaneus fracture</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Clavicle fracture</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Distal femur fracture</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Distal humerus fracture</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Elbow fracture</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Femoral neck fracture</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Femoral shaft stress fracture</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Intertrochanteric hip fracture</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Navicular fracture</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Patella fracture</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Polytrauma^a</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Proximal humerus fracture</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Subtrochanteric femur fracture</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Tibial plateau fracture</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Tibial plafond fracture</td>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

^aPolytrauma was defined as a patient with a fracture to more than one upper or lower extremity.

Textbox 1. Exclusion criteria.

Screening questions
- No personal mobile phone with text messaging capabilities
- Poor familiarity reading or sending mobile messages

Patient factors
- Open fracture
- Infection at the fracture site
- Prior fracture temporization with an external fixator
- Revision surgery for nonunion or hardware failure
- Bilateral upper extremity injuries impeding their ability to use a mobile phone
- Fractures of the distal hand or distal foot only
- Admission to an intensive care unit
- Current cancer diagnosis or dementia
- Inpatient for more than 7 days of the 2-week study period
- Discharged without an opioid pain medication prescription
- Initial plan for operative fixation changed to treatment with joint arthroplasty
Study Interventions

The intervention group received twice-daily, text-based mobile messages communicating an ACT-based intervention for the first 2 weeks following surgery (Multimedia Appendix 3). Control group subjects did not receive the ACT intervention or any other form of mobile message communication. The mobile messaging ACT protocol consisted of twice per day mobile messages, morning and evening, starting on postoperative day (POD) 1 and ending on POD 14. These mobile phone messages provided participants with an ACT-based intervention that was developed in collaboration with a pain psychologist (VK) specializing in ACT for chronic pain. These messages used all the principles presented in Table 1 with the objective of helping recipients understand and develop better coping skills in relation to their postoperative pain. An example message from day 1 is as follows:

*Maintaining focus on what you value most in life is sometimes difficult after surgery. Do not let the momentary discomforts due to surgery take away from what you want most in life. Pick 3 things that matter most to you in life. Remind yourself of these 3 things you value most during your recovery process.*

Outside of the mobile messaging intervention, both groups received the same standard postoperative care, health care team communications, and instructions for completing the study follow-up.

A chart review was performed to collect demographic information such as subject age, comorbid conditions, and preoperative outpatient opioid medication prescriptions for treatment of their current traumatic orthopedic injury. All subjects, regardless of group, were seen by a research team member after surgery to review which of their discharge medications was the medication of interest for the study and to confirm that the intervention group subjects received their first mobile phone ACT message. Participants in both groups were instructed to have their opioid medication bottle available at follow-up to confirm their opioid tablet consumption. Owing to the changes in health care teams, staff preferences, and allergies, the opioid pain medications administered at discharge were not standardized between study groups. Following discharge on POD 14, subjects were contacted by phone or seen in the clinic by the research team for follow-up. At this time, the subjects’ opioid pain medication consumption was assessed, and they completed a second set of PROs.

Outcome Measures

The primary outcome of this study was the amount of opioid pain medication consumed by subjects, and the secondary outcomes analyzed were net changes from baseline PRO scores at the 2-week follow-up.

The method that participants employed to report their opioid medication consumption and how PROs were captured during follow-up were recorded (Table 3). Subjects using their pill bottle to confirm the remaining number of opioid pain medication tablets from their discharge prescription on POD 14 were denoted as reporting a pill count. Cases where subjects or their care facility kept a log of tablet consumption were classified as reporting a daily log. Subjects reporting the number of tablets they used without the use of a log or pill count were designated as providing an estimate. The percentage of opioid pain medication used, total MME, and percentage of available MME consumed were calculated. The mean number of opioid pain medication tablets and MME used by the subjects were compared between groups. The raw scores for PROs were converted to corresponding t-scores using the appropriate PROMIS scoring manual [30]. The changes in PROs from baseline to POD 14 were also calculated by subtracting POD 14 scores from baseline scores, as higher t-scores signify a poorer outcome; thus, lower scores on POD 14 indicate an improvement from baseline PROs. The mean PRO scores and changes were compared between the groups.
Table 3. Comparison of subject demographics by enrolled study group.

<table>
<thead>
<tr>
<th>Subject characteristic</th>
<th>Acceptance and commitment therapy group (n=42)</th>
<th>Control group (n=40)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>45.5 (15.9)</td>
<td>48.7 (14.6)</td>
<td>.41</td>
</tr>
<tr>
<td>BMI (kg/m(^2)), mean (SD)</td>
<td>30.5 (7.3)</td>
<td>31.1 (8.3)</td>
<td>.94</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td>.65</td>
</tr>
<tr>
<td>Female</td>
<td>22 (52)</td>
<td>19 (48)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>20 (48)</td>
<td>21 (52)</td>
<td></td>
</tr>
<tr>
<td>Subjects removed or lost to follow-up, n (%)</td>
<td>4 (10)</td>
<td>2 (5)</td>
<td>N/A(^a)</td>
</tr>
<tr>
<td>Preoperative PROMIS(^b) Pain Intensity 1A Score, mean (SD)</td>
<td>5.4 (2.9)</td>
<td>6.2 (2.6)</td>
<td>.20</td>
</tr>
<tr>
<td>Preoperative PROMIS Pain Intensity 3A Score, mean (SD)</td>
<td>54.9 (7.3)</td>
<td>57.1 (8.2)</td>
<td>.23</td>
</tr>
<tr>
<td>Mean Preoperative PROMIS Pain Interference 8A Score, mean (SD)</td>
<td>63.6 (11.4)</td>
<td>66.1 (8.4)</td>
<td>.30</td>
</tr>
<tr>
<td>Mean Preoperative PROMIS Emotional Distress-Anxiety 8A Score, mean (SD)</td>
<td>56.5 (11.4)</td>
<td>56.5 (9.2)</td>
<td>.99</td>
</tr>
<tr>
<td>Days between injury and surgery, mean (range)</td>
<td>4 (1-33)</td>
<td>3 (1-50)</td>
<td>.26</td>
</tr>
<tr>
<td><strong>Disposition(^c), n (%)</strong></td>
<td></td>
<td></td>
<td>.68</td>
</tr>
<tr>
<td>Home</td>
<td>36 (95)</td>
<td>34 (90)</td>
<td></td>
</tr>
<tr>
<td>Skilled nursing facility or acute rehabilitation</td>
<td>2 (5)</td>
<td>4 (10)</td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity/race, n (%)</strong></td>
<td></td>
<td></td>
<td>.86</td>
</tr>
<tr>
<td>White</td>
<td>37 (88)</td>
<td>35 (88)</td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>4 (10)</td>
<td>4 (10)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Preoperative outpatient opioid prescription, n (%)</td>
<td>23 (55)</td>
<td>17 (43)</td>
<td>.17</td>
</tr>
<tr>
<td>Current psychiatric diagnosis, n (%)</td>
<td>15 (36)</td>
<td>9 (23)</td>
<td>.14</td>
</tr>
<tr>
<td>History/current substance abuse diagnosis, n (%)</td>
<td>8 (19)</td>
<td>3 (8)</td>
<td>.10</td>
</tr>
<tr>
<td>Diabetes diagnosis, n (%)</td>
<td>2 (5)</td>
<td>7 (18)</td>
<td>.15</td>
</tr>
<tr>
<td>Current smoker, n (%)</td>
<td>7 (17)</td>
<td>9 (23)</td>
<td>.57</td>
</tr>
<tr>
<td>Current lumbago diagnosis, n (%)</td>
<td>1 (2)</td>
<td>2 (5)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>History of/current chronic pain diagnosis, n (%)</td>
<td>10 (24)</td>
<td>8 (20)</td>
<td>.59</td>
</tr>
<tr>
<td>Number of opioid tablets prescribed(^d), mean (SD)</td>
<td>58.8 (27.3)</td>
<td>61.6 (22.0)</td>
<td>.62</td>
</tr>
<tr>
<td><strong>Opioid utilization reporting method(^d), n (%)</strong></td>
<td></td>
<td></td>
<td>.47</td>
</tr>
<tr>
<td>Pill count</td>
<td>34 (90)</td>
<td>30 (79)</td>
<td></td>
</tr>
<tr>
<td>Daily log</td>
<td>3 (8)</td>
<td>6 (16)</td>
<td></td>
</tr>
<tr>
<td>Estimate</td>
<td>1 (2)</td>
<td>2 (5)</td>
<td></td>
</tr>
<tr>
<td>Patients filling only one postoperative opioid prescription(^d), n (%)</td>
<td>34 (90)</td>
<td>34 (90)</td>
<td>&gt;.99</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.

\(^b\)PROMIS: Patient-Reported Outcome Measures Information System.

\(^c\)Data calculated using final study population only (n=38).
Statistical Analysis

Participant characteristics were described using mean (SD) or median (minimum to maximum) for continuous variables and frequencies (percentages) for categorical variables. Visual review of histograms and the results of the Shapiro-Wilk test of continuous variables revealed that only age and BMI were not normally distributed. Between-group differences were evaluated using t tests or Wilcoxon rank-sum tests (age and BMI) for continuous variables and chi-square or exact tests for categorical variables, as appropriate.

To evaluate whether the intervention versus control group had a lower opioid use on average, we determined the number of tablets and MME taken in each group and compared means using t tests. Using a previous study of opioid medication usage in orthopedic trauma patients [4], the sample size estimated to observe a 30% decrease in opioid utilization among 2 groups required a total of 74 subjects to achieve 80% power at an alpha of .05. The percent decrease is calculated using the formula. A separate power analysis was calculated for the PRO portion of the study, and it was determined that a total of 36 subjects would provide 80% power to detect a 10-point difference (1 standard deviation) in t-scores for the PROMIS instruments at an alpha level of .05. Statistical analyses were performed using SAS software version 9.4 (SAS Institute, Inc).

Results

Study Participants

A total of 125 individuals were approached regarding the study over the 5-month enrollment period between February 2019 and June 2019. Of the 125 individuals, 2 patients were excluded at this time, as they were non–English-speaking, and an additional 24 patients were excluded because they did not use mobile phone messaging or did not have a personal mobile phone. This resulted in a total of 99 eligible people who were presented the study, 17 of whom declined participation (Figure 1). Overall, 82 subjects were enrolled, and 6 dropped from the study after providing consent because of various issues: one patient lost to follow-up, one patient withdrew at follow-up, one patient had incomplete follow-up, one patient’s operative plan changed to arthroplasty, and 2 subjects remained inpatient for over 7 days of the study period (Figure 1). This resulted in a final population of 76 subjects (38 per study group). The enrollment period concluded once a powered sample for the primary aim was obtained. A breakdown of the subjects enrolled, reasons for excluding subjects, and subjects removed from the study after consent are presented in Figure 1. Participant demographics for the intervention and control groups are presented in Table 3. The analyses of all collected demographic factors showed no differences between the intervention and control groups in all factors such as subject age (P=.42), current psychiatric diagnosis (including depression, anxiety, bipolar type 1, obsessive-compulsive disorder, posttraumatic stress disorder, panic disorder, and attention-deficit disorder; P=.14), or substance abuse history (P=.10; Table 3). Furthermore, no differences between groups were found for injury type, disposition following discharge, method for reporting opioid medication consumption, preoperative opioid medication prescriptions, or preoperative PROs (Table 3).
**Figure 1.** Consolidated Standards of Reporting Trials flowchart detailing the selection of eligible patients for study enrollment and their status through study completion. ACT: acceptance and commitment therapy.

**Opioid Pain Medication Use**

No differences between groups were observed in the amount of opioid medication tablets or MME prescribed at discharge (tablets for the ACT group: mean 58.8, SD 27.3 vs tablets for the control group: mean 61.6, SD 22.0). A further breakdown of the medications prescribed to subjects within the study period is presented in Table 4. The mean opioid tablet use for subjects in the ACT-based intervention group was 26.1 (SD 21.4) tablets, whereas the control group used a mean of 41.1 (SD 22.0) tablets, resulting in 36.5% less tablets used by subjects receiving the ACT-based intervention ($P=0.004$; Table 5). Similarly, subjects in the intervention group consumed a mean of 199.9 (SD 163.2) MME, on average, whereas the control group subjects consumed a mean of 307.0 (SD 166.0) MME, indicating 34.9% less MME used by subjects in the intervention group ($P=0.006$; Table 5).

**Table 4.** Frequency of outpatient opioid pain medications prescribed by enrolled study group (N=82).

<table>
<thead>
<tr>
<th>Medication</th>
<th>Morphine milliequivalents per tablet</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrocodone-acetaminophen 5-325 mg</td>
<td>5</td>
<td>Acceptance and commitment therapy</td>
</tr>
<tr>
<td>Hydrocodone-acetaminophen 10-325 mg</td>
<td>10</td>
<td>Control</td>
</tr>
<tr>
<td>Hydromorphone 2 mg</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Oxycodone 5 mg</td>
<td>7.5</td>
<td></td>
</tr>
<tr>
<td>Oxycodone-acetaminophen 5-325 mg</td>
<td>7.5</td>
<td></td>
</tr>
<tr>
<td>Total opioid prescriptions provided</td>
<td>N/A$^a$</td>
<td></td>
</tr>
</tbody>
</table>

$^a$N/A: not applicable.
Patient-Reported Outcomes

PROMIS instrument t-score values for both ACT and control group subjects are presented in Table 6. At 2-week follow-up, the intervention group subjects reported lower postoperative PROMIS Pain Intensity 3A (mean 45.9, SD 7.2) and Pain Interference 8A (mean 56.6, SD 9.4) scores compared with the control group’s postoperative Pain Intensity 3A (mean 49.7, SD 8.8; \( P=.04 \)) and Pain Interference 8A scores (mean 60.6, SD 8.2; \( P=.05 \); Table 6). No differences were observed between groups at 2-week follow-up in the PROMIS Pain Intensity 1A or PROMIS Emotional Distress-Anxiety 8A forms (Table 6).

### Table 6. Mean Patient-Reported Outcome Measures Information System score and change within the 2-week study period by study group.

<table>
<thead>
<tr>
<th>PROMIS® instrument</th>
<th>Preoperative score</th>
<th>Postoperative score</th>
<th>Net score change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACT (^a) (mean)</td>
<td>Control (mean)</td>
<td>ACT</td>
</tr>
<tr>
<td></td>
<td>(SD)</td>
<td>(SD)</td>
<td>(SD)</td>
</tr>
<tr>
<td>Pain Intensity 1A(^c)</td>
<td>54.2 (2.9)</td>
<td>0 to 10</td>
<td>6.2 (2.6)</td>
</tr>
<tr>
<td>Pain Intensity 3A</td>
<td>54.9 (7.3)</td>
<td>36.3 to 71.8</td>
<td>57.1 (8.2)</td>
</tr>
<tr>
<td>Pain Interference 8A</td>
<td>63.6 (11.4)</td>
<td>40.7 to 77.0</td>
<td>66.1 (8.4)</td>
</tr>
<tr>
<td>Emotional Distress-Anxiety 8A</td>
<td>56.5 (11.4)</td>
<td>37.1 to 80</td>
<td>56.5 (9.2)</td>
</tr>
</tbody>
</table>

\(^a\)PROMIS: Patient-Reported Outcome Measures Information System.

\(^b\)ACT: acceptance and commitment therapy.

\(^c\)Scores presented are raw numerical scores, as no t-score conversion is available for the selected instrument.

### Discussion

**Principal Findings**

This randomized trial delivered an ACT-based intervention via an automated mobile messaging robot to postoperative orthopedic patients. The subjects who received the ACT-based mobile phone intervention used a lower number of opioid tablets and consumed less MME in the first 2 weeks after their injury. We also found that the intervention group reported less pain intensity and pain interference at the 2-week follow-up. These data demonstrate that ACT-based automated mobile messaging protocols may be effective in reducing the amount of opioid medication used and may positively affect postoperative PROs in patients undergoing operative fixation of their acute fractures.

### Effects on Opioid Use

Improved mood symptoms, less pain interference, and faster cessation of opioid pain medication are some of the recognized benefits of using ACT in clinic-based, interdisciplinary approaches to pain management after surgery [17,18]. Previous investigations have used automated mobile phone messaging robots to deliver PROs [20,23], improve communication with patients [27,31], deliver postoperative orthopedic care [32], and inquire about pain and opioid utilization [4,19,33]. In this study, we used ACT and a mobile phone messaging robot to assess whether these tools in combination could decrease opioid utilization and improve individuals’ perception of their early recovery from injury. Prior work has demonstrated a quicker time to opioid cessation and a decrease in postoperative opioid utilization (14% less in the ACT group) when used in office ACT-based treatments [17,18]. Subjects receiving the ACT

---
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intervention via automated mobile phone messages reported over 36% less opioid tablets and more than 34% less MME consumed than corresponding control subjects who did not receive ACT. Our findings suggest that software-based communication using ACT through a mobile phone has the potential to have a large impact on the utilization of postoperative pain medication by patients in the first weeks after surgery for fractures. Further study is required to determine if these effects are long lasting and to determine which injuries and patients receive the greatest benefit. In addition, future investigations and trials should consider the effect of software delivery of ACT and other behavioral therapies on different cohorts of patients.

**Effects on PROs**

PROs, such as PROMIS, allow patients to quantify aspects of their orthopedic condition in a standardized fashion [6,7]. These are important tools for determining the efficacy of health care treatments and assessment of clinical research and can be used in determining compensation for health care services provided [6-8]. The National Institutes of Health developed the PROMIS tools to advance PROs by creating question banks that could be used for many major health issues [9]. We found that despite less utilization of opioids, subjects in the ACT-based intervention group reported less pain intensity and pain interference at 2 weeks. This most likely does not represent a clinically important difference based on the SD methodology used in prior works with PROMIS tools (Table 6), but it at least suggests that the intervention group did not experience greater pain [34]. There were no other differences between study groups in the other domains at the 2-week follow-up. Previous studies have reported that patients who consume more opioid medication report higher pain at both short- and long-term time points, which is reflected in our findings for both PROMIS pain intensity 3A and the employed pain interference measure [35,36]. Future research efforts may benefit from employing alternative PRO measures to identify the effects of ACT-based interventions, including assessment of psychologic flexibility. Future research may also consider possible modifications of our study protocol to include a longer intervention period and more than one follow-up data point. Future work may also consider designing an ACT-based tool that is more focused on demonstrating an effect on PROs.

**Limitations**

Several limitations were present in this study. First, we were limited to a single level 1 trauma center, which may affect the reproducibility of our results across other health care settings. Next, the exclusion criteria for this study were extensive, and thus, the results may not be generalizable to the entire scope of orthopedic trauma patients. We attempted to include a diverse set of injuries and yet excluded patients with a high likelihood of confounding problems from open fractures or prolonged initial hospitalization. Future studies assessing the effects of ACT-based interventions similar to ours should aim for less restrictive exclusion criteria to apply this intervention to a larger, more diverse population. The research assistants were not blinded to the patients’ study group. In addition, patients understood the outcomes of interest in this study, which could be susceptible to reporting bias. In addition, participants were not blinded to their treatment group. The lack of blinding could potentially introduce response or reporting bias, making this a potential area of improvement for studies seeking to follow the present methodology. This could be accomplished through the implementation of a control messaging protocol. Moreover, a retrospective chart review was used to obtain several patient factors, including comorbid conditions and dispensing of preoperative outpatient opioid medication prescriptions. The collection of information in this manner relies on accurate charting and transfer of documents from outside institutions, which may have been incomplete.

**Conclusions**

In this study, delivering an ACT-based intervention via an automated mobile messaging robot in the acute postoperative period decreased opioid utilization in orthopedic trauma patients in the first 2 weeks after their injury. Subjects in the ACT-based intervention group also reported lower pain intensity and pain interference after 2 weeks, although this likely did not represent a clinically important difference. Future studies may apply this intervention in other patient populations to assess its efficacy on a larger scale and may include assessment of pain and opioid use in a longer time frame after injury.
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Abstract

Background: Inadequate fruit and vegetable consumption causes a considerable disease burden and premature mortality. Despite public health promotion of a healthy diet, the average consumption is still below recommended levels. Fruit and vegetable consumption influences human skin color, increasing red/yellow/orange pigment in the skin. Given that this color is deemed attractive and healthy-looking, the appearance benefit may motivate to eat more fruit and vegetables. Such appearance motivation could be particularly useful in young individuals who currently eat the least fruit and vegetables.

Objective: Our objectives were to assess how widely the impact of diet on skin color is known within the UK and to compare the strength of motivation to eat fruit and vegetables based on health and appearance benefits among different demographic groups.

Methods: Four groups of UK residents (N=200 per group) were recruited through the Prolific online platform. Groups comprised younger (aged 18-24) and older adults (aged 40-60) of low and high self-reported socioeconomic status (1-5 and 6-10 on a 10-point rating scale). Facial images simulating the skin color associated with low and high fruit and vegetable diets were shown to participants. Questionnaires were used to assess (1) background knowledge of the health and skin color effects of dietary fruit and vegetables, (2) the specific motivational impact of the skin color illustration, and (3) the relative importance of motivation to consume fruit and vegetables arising from health and skin color appearance benefits.

Results: We found that 61% (n=487) of all participants were unaware of the dietary–skin color association. We also found that 57% (n=457) of participants found the simple demonstration of the dietary impact on skin color positively motivating to eat more fruit and vegetables. The visual demonstration was equally motivating for participants of high and low self-reported socioeconomic status (P=.63) and different ethnic backgrounds (White N=453, Black N=182, Asian N=87, P=.22). Health benefits from a diet high in fruit and vegetables were regarded as more motivating than skin color appearance benefits. The appearance-changing benefits of a high fruit and vegetable diet (compared to the health benefits) were relatively more important for the younger participants (Mann-Whitney U=96,263, P<.001) and for women (N=489) than for men (N=310, U=83,763, P=.01).

Conclusions: These findings indicate that the promotion of the skin color effects of diets high in fruit and vegetables could provide additional motivation for a healthier diet. Our study indicates the broad appeal of appearance benefits from dietary fruit and vegetable consumption (across ethnicity and socioeconomic status) and particularly amongst young adults where an inadequate diet is most prevalent.

(J Med Internet Res 2020;22(7):e15726) doi:10.2196/15726
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Introduction

Background

Inadequate fruit and vegetable consumption is estimated to lead to between 5.6 to 7.8 million premature deaths per year worldwide [1], chiefly through incidences of cardiovascular disease including coronary heart disease and stroke [1-3], diabetes and its complications [4,5] and several cancers [1,2,6]. Globally inadequate intake of fruit and vegetables is also responsible for the loss of up to 103 million years of healthy life due to disability [7]. The negative ramifications of these lifestyle-attributable diseases are widely felt. In addition to the consequences for personal wellbeing, poor population health contributes to an overburdening of healthcare systems and fiscal strain due to lost productivity [8].

Only 29% of adults in the UK [9] report eating the recommended 5 portions of fruit and vegetables per day. Fewer men (26%) than women (32%) meet the 5 a day guideline. Young people aged 16-24 were also less likely than other adults aged 45-60 to get their 5 a day (average 3.3 portions per day compared to 3.8). Figures are worse for children, with only 18% of children aged 5-15 eating 5 portions per day. The National Diet and Nutrition Survey showed that the proportion of adults (~30%) consuming the 5 a day recommendation has changed little over the last decade [10]. Residential area deprivation and lower socioeconomic status independently predict decreased fruit and vegetable consumption [11,12].

Health promotion efforts to increase fruit and vegetable consumption vary from individual approaches such as personal (or parental) advice and counseling to public health campaigns. Although much has been achieved in terms of understanding what psychological techniques may work or not to facilitate healthy eating [13], given the current state of inadequate consumption of fruit and vegetables, we are still in need of novel and innovative methods in addition to existing ones to encourage healthy eating.

Skin Color Effects

Fruit and vegetable consumption influences human skin color, increasing the presence of red/yellow carotenoid pigments in the skin [14-18]. Indeed, this skin color is a reliable biomarker of fruit and vegetable and carotenoid intake [19-22]. When asked to choose the skin color that looks healthiest in photographs of themselves or others, participants consistently choose a skin color that represents a higher fruit and vegetable consumption [14,23-25]. Likewise, when asked to choose the most attractive facial photograph, participants choose the one with increased carotenoid skin coloration over baseline coloration [26] and even over increased suntan coloration [27,28]. Some reports point to a limitation of the effect of carotenoid skin color. Appleton et al [29] found that carotenoid color did not affect attractiveness when pose and expression were unconstrained, and Tan et al [24] found that while a subtle level of carotenoid color increased attractiveness a large amount was deemed unattractive in a Malaysian Chinese population.

In terms of using the effect of fruit and vegetable consumption on skin color to motivate increased fruit and vegetable consumption, limited trials have been conducted. Whitehead et al [30] found that those shown a personalized demonstration of the potential skin color improvements arising from increased fruit and vegetable consumption reported an increase in fruit and vegetable consumption at a 10-week follow-up.

The present study aimed to assess the extent to which the effects of fruit and vegetable consumption on skin color are known within the UK. After extensive media coverage, we expected that the effect of fruit and vegetable consumption on skin color would be known by a proportion of the population, but the demographics of those familiar with the effect are unclear.

Secondly, we aimed to assess the extent to which UK residents are motivated to eat fruit and vegetables by a simple demonstration of the effects of fruit and vegetable consumption on skin color. Given the previous studies, we expected that a majority of individuals would express positive motivation following the online demonstration.

Specific subsections of society may be more receptive to appearance-based incentives than others. Within the US, Hayes and Ross [31] found younger participants to be more concerned about their appearance than older participants. Women were also more concerned about their appearance than men [31]. Across all demographic groups, the appearance was a powerful motivation for healthy eating [31]. By analyzing questionnaire data from 236 college-age women, Chung et al [32] found appearance (particularly weight maintenance) to be an essential factor in women’s decisions to eat fruit and vegetables. It was, therefore, predicted that younger and female participants would show the greatest motivation to increase fruit and vegetable consumption following the online demonstration of appearance changes related to diet. While it is clear that low socioeconomic status is predictive of reduced fruit and vegetable consumption [11,12], it is unclear whether socioeconomic status relates to the dietary motivation from skin color change.

Methods

Participant Enrollment

Ethical approval was obtained from the University of St Andrews School of Psychology Ethics Committee (PS13092). The study was completed with 802 participants recruited via Prolific, an online UK-based recruitment platform for surveys and behavioral experiments [33].

The Prolific company supplies sociodemographic information for their panelists. Prolific asks recruits to answer the following question: “Think of a ladder (image of a ladder with 10 rungs) as representing where people stand in society. At the top of the ladder are the people who are most off—those who have the most money, most education, and the best jobs. At the bottom are the people who are worst off—who have the least money, least education and the worst jobs or no job. The higher up you are on this ladder, the closer you are to people at the very top, and the lower you are, the closer you are to the bottom. Where would you put yourself on the ladder? Choose the number (1-10) whose position best represents where you would be on this ladder.”
Participants were recruited in four waves: (1) 202 18-26 year-olds who rated themselves as belonging to the lower half of self-perceived socioeconomic status (rating of 1-5 on the 10-point visual analog ladder scale), (2) 199 18-26 year-olds who rated themselves as belonging to the upper half of self-perceived socioeconomic status (6-10 rating on the 10 point scale), (3) 200 40-60 year-olds who rated themselves as belonging to the lower half of self-perceived socioeconomic status, and (4) 201 40-60 year-olds who rated themselves as belonging to the upper half of self-perceived socioeconomic status.

Participants were paid £0.6 for taking part (at an average rate of £9 per hour, 80% above stipulated minimum rate), with the questionnaire taking approximately 4 minutes to complete.

Image Transforms

Participants were shown before and after images of a male face (Figure 1). The left-hand image was a composite image made by combining 13 images of men who had consented to their image being published. This image was then graphically changed to represent the skin color changes that occur following the consumption of 5 portions of fruit and vegetables for 6 weeks. Image transformation to simulate the effect of increasing dietary fruit and vegetables followed methods outlined previously [14,23,24,27]. This single image pair was used to make the demonstration as simple as possible.

The color change in the presented image pair was measured by selecting a large patch of the image of facial skin between the eyes and neck and analyzing the average color values of the pixels within the image patch. The right-hand image in Figure 1 was darker, redder, and yellower than the left image. The color difference between right and left images in CIELab color space was L*a*b*=-1.5, 2.0, 4.1. The displayed color difference is equivalent to the skin color change (L*a*b*=-1.8, 1.2, 3.8) after 4 weeks of a 500 mL/day dietary smoothie supplement of 6 extra daily portions of fruit and vegetables [15]. The color difference we use is one-quarter of the difference used in other studies [27,34].

Figure 1. The image shown to participants before answering questions about the skin color benefits of fruit and vegetable consumption.
per day. Therefore, consumption data was approximated as an interval scale ranging from 0 to 11.

Missing Data

For each variable, the analysis was restricted to participants with data either through their registration with Prolific (younger 18-26 vs older 40-60 age bracket, socioeconomic status) or through our questionnaire (age at the time of testing, gender, ethnicity). Data were missing for 36 participants (5%) for age at the time of testing, 20 (3%) for ethnicity, and 12 (1%) for socioeconomic status. Descriptions of the study population in terms of gender, age, and ethnicity are based on answers to our questionnaire. No attempt was made to compensate for missing data.

Results

Participant Demographics

Gender

Participants included 489 females (61%) and 311 males (39%). Two individuals reported their gender as “Other.”

Age

In our questionnaire, 381 of the 401 younger participants (in the age bracket 18-26) reported age at the time of testing age (mean 21.57, SD 2.09, range 18-30 years). Of the 401 older participants in the 40-60 age bracket, 385 reported age at the time of testing (mean 48.7, SD 5.83, range 38-61 years).

Socioeconomic Status

We observed 790 participants (1% missing data) who had Prolific categories of self-perceived socioeconomic status scale ranging from 1 (the lowest) to 10 (the highest), mean rating=5.32 (SD 1.67). The frequency of self-report rating was 12 (1%), 32 (4%), 72 (9%), 123 (20%), 157 (24%), 190 (19%), 148 (6%), 47 (1%), 4 (1%), and 5 (1%) across the 10 status levels (a distribution with acceptable skew =0.27 and kurtosis=0.17).

Ethnicity

We observed that 782 participants (2% missing data) chose an image that best represented their ethnic background from four images representing Black (African), White (Caucasian), East Asian, and West Asian (Indian/Pakistani). Of these, 182 participants (23%) identified themselves as having African ethnicity, 87 participants (11%) as Asian, 454 participants (57%) as Caucasian, 23 participants (3%) as West Asian, 36 participants (5%) as having more than one ethnicity, and 18 participants (2%) reported an ethnicity not shown by our questionnaire stimuli.

Fruit and Vegetable Consumption

The mean level of fruit and vegetable consumption across the entire sample was mean 3.38 (SD 1.76) (skew 0.40 and kurtosis=0.10) portions per day. Young adults reported eating less than older adults (3.13, SD 1.72 vs 3.63, SD 1.76 portions per day; younger adults mean rank=363.9, N=399; older adults mean rank=436.9, N=401; Mann-Whitney U=94,601, P<.001, r=.161). Low socioeconomic status participants reported eating less than those of high socioeconomic status (3.15, SD 1.70 vs 3.62, SD 1.78 portions per day; low status mean rank=363.45, N=395; high status mean rank=425.71, N=393; U=89,884, P<.001, r=.139). Men reported eating less than women (3.11, SD 1.60 vs 3.55, SD 1.83 portions per day; men mean rank=367.25, N=310; women mean rank=419.99, N=488; U=85,638, P<.001, r=.144). Consumption of fruit and vegetables did not differ across three ethnic groups, Black, White, and Asian (N=721, Kruskal-Wallis Test=1.884, df=2, P=.39).

Awareness of Appearance Benefits

We had 487 participants (61%) report they were unaware of the association between diet and skin color; 219 (27%) were somewhat aware, and 95 (12%) were aware. In contrast, 66 (8%) participants were unaware of the health risks (eg, cancer, heart disease) associated with a diet low in fruit and vegetables. Younger participants were more aware of the fruit and vegetable effect on skin color than older participants (younger adults mean rank=417.67, N=400; older adults mean rank=384.37, N=401; U=73,531, P=.02, r=.081). Participants who reported low socioeconomic status were equally aware of the effect as participants reporting high socioeconomic status (low socioeconomic status mean rank=397.13, N=396; high socioeconomic status mean rank=392.86, N=393; U=76,972, P=.76, r=.01). Women were more aware of the fruit and vegetable effect on skin color than men (women mean rank=416.67, N=489, men mean rank=373.71, N=310; U=83,946, P=.003, r=.104). Awareness of the fruit and vegetable effect on skin color differed across three ethnic groups, Black, White, and Asian (N=722, Kruskal-Wallis Test=7.915, df=2, P=.02). White participants showed the least awareness (Black mean rank=382.71, Asian mean rank=392.55, White mean rank=347.02).

Motivation Change from Seeing an Effect on Skin Color

We observed 457 participants (57%) reporting that the simple demonstration of the dietary impact on skin color positively motivated them to eat more fruit and vegetables.

Age

Comparing younger (18-26 years old) and older participants (40-60 years old) showed that the younger group was more likely to endorse the view that the appearance demonstration motivated diet change than the older group (Figure 2, younger participants mean rank=435.79, N=400; older participants mean rank=366.30, N=401; U=66,284, P<.001, r=.164).
Figure 2. Effect of age on appearance motivation. Change in motivation to eat fruit and vegetables as a result of seeing the demonstration images for two age groups. Younger adults were more positively motivated than older participants.

**Gender**

Participant gender had no significant effect on the motivation for diet change from the demonstration of the effects of fruit and vegetables on skin color (women mean rank=408.37, N=489, men mean rank=386.80, N=310; U=79,886, \( P = .16, r=.05 \)). The appearance demonstration was thus equally motivating to women and men.

**Socioeconomic Status**

Comparing low (self-reporting levels 1-5) and high socioeconomic status (self-reporting levels 6-10) participants showed that the two groups were equally likely to endorse the view that the appearance demonstration was motivating to change diet (mean rank low=396.12, N=396; mean rank high=393.88, N=393; U=77,372, \( P = .88, r=-.005 \)). Hence, the appearance motivation was equal across socioeconomic status.

**Ethnicity**

The distribution of answers (to the question of whether the demonstration of skin color change motivated dietary change) across three ethnic groups, Black, White and Asian, was not significantly different (N=721, Kruskal-Wallis Test=2.999, \( df=2, P=.22 \)). Comparing the median score of participants answering this question to a median of zero, the score expected by random choice, each ethnic group showed a significant bias to answer the question affirmatively (Black participants: One-Sample Wilcoxon Signed Rank test T=5,899.5, N=182, asymptotic two-tailed significance \( P < .001 \); Asian participants: T=1,573.5, N=87, \( P < .001 \); White participants: T=31,311, N=452, \( P < .001 \)). Hence Black, White and Asian groups found the color demonstration motivating (Figure 1).

**Appearance vs Health Motivation for Dietary Fruit and Vegetables**

The vast majority (n=720, 90%) of participants answered that skin color appearance would motivate them to eat more fruit and vegetables. By contrast, virtually all participants (n=792, 99%) were motivated to a greater or lesser extent by the health benefits of fruit and vegetables in reducing the chance of heart disease and cancer (Figure 3). The response categories were recoded as a score (0-4) to compare the relative importance of health and appearance motivation. The mean numerical score for health motivation was 3.27, while the mean score for appearance was 2.30 (Wilcoxon Signed-Rank test T=118,103; N=801, \( P < .001, r=.618 \)).
Gender

An appearance/health contrast score was computed for each participant (the 0–4 score of the importance of appearance minus the 0–4 score of the importance of health for consuming fruit and vegetables) to compare health and appearance motivation. Comparing contrast scores for women and men showed that the relative importance of appearance to health in motivating diet change was higher for women (mean rank=416.29, N=489) than men (mean rank=374.3, N=310; U=83,763, P=.01, r=.09).

Age

Younger adults (mean rank=442.96, N=400) found the appearance benefits more motivating relative to the health benefits (mean rank=359.15, N=401, U=63,416, P<.001, r=.19).

Socioeconomic Status

There was no effect of socioeconomic status on the relative motivation of health and appearance (mean rank high=392.52, N=393; mean rank low=397.46, N=396; U=78,839, P=.75, r=−.011).

Knowledge of the Effect of Fruit and Vegetables on Skin Color

The importance of appearance relative to health in motivating diet change was higher for those participants who already knew that diet alters skin color (mean rank=445.79, N=314) than for those not aware of the effect (mean rank=372.12, N=487, U=90,522, P<.001, r=.161).

Discussion

Principal Findings

The primary findings of the study were (a) the limited percentage of people (40%) with knowledge of the dietary–skin color association and (b) that many people (57%) found the simple demonstration of the dietary impact on skin color positively motivating to eat more fruit and vegetables, while very few (1%) reported the demonstration was demotivating. The combination of these two findings points to the benefits that can be accrued through publicizing and demonstrating the dietary effect on skin color. Media coverage in the UK has been extensive (reaching millions of TV viewers), but there is still a substantial proportion of the population that reports not knowing the dietary effects. Of the 801 participants, 487 (61%) were unaware of the effects of fruit and vegetable consumption on skin color. Of these, 248 (51%) stated they were motivated to eat more fruit and vegetables as a result of seeing the demonstration. Hence increasing public awareness of the dietary effects on the skin could provide additional motivation for a healthy diet for 31% of the sample population (% of those unaware multiplied by % of those motivated). Extrapolating this to the UK adult population of approximately 50 million, this amounts to 16.5 million people.

Age and Socioeconomic Status

Low socioeconomic status and young adult age are established independent categories predicting low fruit and vegetable consumption [10,11]. In the current study, it was again evident that the younger adults and those reporting low socioeconomic status were reporting lower fruit and vegetable consumption. It is noteworthy that the motivational effects of appearance were most prominent in younger adults. By contrast, we were unable to detect any influence of socioeconomic status on appearance motivation. Hence, it is reasonable to expect that promotion of appearance benefit would not widen health inequalities, and drawing attention to the color benefits of a healthy diet would have an impact on a younger population independent of socioeconomic status, thereby increasing the chance of their life-long adoption of an improved diet.

Gender

We expected women to be more motivated by appearance benefits than men. Comparing reactions to the visual demonstration, we found no significant impact of gender. For both men and women in the present study, motivation for a diet high in fruit and vegetables was more significant for the benefits to health than the motivation for an improved skin color appearance. Nonetheless, motivation from benefits to appearance relative to benefits to health was higher in women than in men.
Fruit and Vegetable Consumption

The average consumption of fruit and vegetables reported by the entire sample here was 3 portions per day (significantly less than the 5 a day recommended by the British National Healthcare System). Hence publicity of the appearance benefits of a proper diet rich in fruit and vegetables could augment motivation for a healthy diet. It is relevant here that the majority of our participants (57%) reported that the appearance benefits were positively motivating. Indeed, appearance has proved valuable in encouraging other aspects of healthy behavior (eg, sun protection) [35].

Ethnicity Effects

The participants in this study reported a variety of ethnic backgrounds (23% Black, 11% Asian, and 57% White). The effect of carotenoids is likely to be less apparent for individuals with darkly pigmented skin. Nonetheless, carotenoid effects on skin color are apparent across different ethnicities. Coetzee & Perrett [36] found that carotenoid supplementation produced an increase in skin yellowness in sun-protected skin regions of African participants. Likewise, a diet rich in fruit and vegetables increases skin yellowness in Asian participants [15,24] as it does in White participants [14,16,26].

While the skin color effects of diet are detectable in a range of ethnic groups, different cultures may vary in their perception of whether the skin color change is desirable. Black South African participants were found to perceive increased skin yellowness positively [23]. However, a recent report indicates that Asian participants from Malaysia find only a slight increase in carotenoid skin color more attractive than the skin color baseline [24]. A further report concludes that mainland Chinese participants do not find increased yellow skin pigmentation attractive [37]. Nonetheless, whatever the influence of culture on color preferences, the current study found that Asian, Black, and White participants from the UK were equally impressed by the impact of diet on skin color.

Limitations

We detected several factors associated with attitudes to the appearance benefit arising from a diet high in fruit and vegetables. Socioeconomic status did not influence appearance motivation. Our measures of socioeconomic status and dietary intake were self-reported, and portions of fruit and vegetables were not defined (eg, as 80 g). More objective measures and greater sampling of those with low and high socioeconomic status individuals are needed to be confident in null effects. We have not assessed residential area deprivation [11] or sense of personal relative deprivation [38], both predictors of diet and self-reported health.

We illustrated the dietary effect with a single Caucasian male face. The demonstration may be more effective if displayed with the same gender, age, and ethnicity as the participant or better still with an image of the participant [30]. The demonstration was made early in the survey, which may have led to participants increasing their reported fruit and vegetable consumption. The dietary effect on skin color is not unique since other aspects of lifestyle (eg, fitness and reduced body fat) have similar impacts on skin color appearance [39].

We measured the effects of appearance on self-reported motivation to consume more fruit and vegetables. We acknowledge that motivation is necessary but not sufficient for actual dietary change [40]. The impact of appearance on real dietary change is likely to be smaller than the impact on motivation to change. Translating motivation into an actual increase in fruit and vegetable consumption remains an issue that is affected by a person’s perception that they can control their behavior [14,40,41]. Nonetheless, any change in motivation to consume more fruit and vegetables is an essential step in the right direction of a healthy lifestyle.
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Abstract

Background: Blockchain offers a promising new distributed technology to address the challenges of data standardization, system interoperability, security, privacy, and accessibility of medical records.

Objective: The purpose of this review is to assess the research on the use of blockchain technology for patient care and the associated challenges and to provide a research agenda for future research.

Methods: This review followed the Preferred Reporting Items for Systematic Reviews and Meta-Analysis guidelines. We queried the Cumulative Index of Nursing and Allied Health Literature (CINAHL), PubMed, Excerpta Medica database (EMBASE), and Web of Science databases for peer-reviewed research articles published up to December 2019 that examined the implementation of blockchain technology in health care settings. We identified 800 articles from which we selected 70 empirical research articles for a detailed review.

Results: Blockchain-based patient care applications include medical information systems, personal health records, mobile health and telemedicine, data preservation systems and social networks, health information exchanges and remote monitoring systems, and medical research systems. These blockchain-based health care applications may improve patient engagement and empowerment, improve health care provider access to information, and enhance the use of health care information for medical research.

Conclusions: Blockchain health information technology (HIT) provides benefits such as ensuring data privacy and security of health data, facilitating interoperability of heterogeneous HIT systems, and improving the quality of health care outcomes. However, barriers to using blockchain technology to build HIT include security and privacy vulnerabilities, user resistance, high computing power requirements and implementation costs, inefficient consensus algorithms, and challenges of integrating blockchain with existing HIT. With 51% of the research focused on medical information systems such as electronic health record and electronic medical record, and 53% of the research focused on data security and privacy issues, this review shows that HIT research is primarily focused on the use of blockchain technologies to address the current challenges HIT faces. Although Blockchain presents significant potential for disrupting health care, most ideas are in their infancy.

(J Med Internet Res 2020;22(7):e18619) doi:10.2196/18619
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Introduction

Background

There is a growing need to integrate health care information across a range of uses and stakeholders and to secure such data from unauthorized breaches, while making it easier for patients to access patient data. Blockchain is a distributed technology that has the potential to address data standardization challenges, system interoperability, and accessibility of medical records to support a more secure, patient-centric approach to health care information systems.

Blockchain is a secure and immutable transaction ledger [1,2], which is distributed in a decentralized manner across all computing devices that are part of the blockchain infrastructure [3]. Blockchain’s decentralized design facilitates peer-to-peer–based network transactions between users without the need for a trusted third party. Although more commonly used in decentralized financial applications such as cryptocurrencies and initial coin offerings (ICOs), blockchain’s advanced features (eg, consensus mechanisms, digital signatures, and hash chains) promise to address the unique challenges health information systems commonly face, such as poor security, privacy, efficiency, and interoperability.

Blockchains can be classified into 2 types: permissionless and permissioned blockchains [4]. The permissionless blockchain is open to the public, allows anyone to join the blockchain without approval, and usually provides an economic incentive for participating in the blockchain. Most known cryptocurrency blockchains are public, such as Bitcoin and Litecoin. A permissioned blockchain incorporates access control mechanisms to restrict user access. Permissioned blockchains are further classified as private or consortium blockchains based on their governance structure. A private blockchain is managed by a single organization and is usually used in enterprise solutions. The consortium blockchain is semiprivate, has a controlled user group, and works across different organizations. Compared with the public blockchain, permissioned blockchains are restrictive, and a central authority grants access to the blockchain. Therefore, permissioned blockchains lose some of the advantages of decentralization, but are more effective in securely sharing and managing real-time data among participating health care stakeholders. Embleema and the Synaptic Health Alliance are examples of health care blockchain consortia that allow selected health care stakeholders, including patients, advocacy groups, life sciences companies, payers, authorities, and care centers, to form nodes on the networks and manage health data securely, without a central authority.

Researchers are recognizing blockchain’s potential as a disruptive technology in health care and have begun to conduct research on how to leverage blockchain. We seek to understand what progress has been made in blockchain health care research and which problems researchers are addressing and encountering in use case implementations. We answer these questions by conducting a literature review and synthesizing the empirical blockchain health care research. The format of this systematic review adhered to the literature review standards of the review methodology, Preferred Reporting Items for Systematic Reviews and Meta-Analyses (Multimedia Appendix 1) [5].

This analysis shows that health care researchers are focusing on interoperability and platform issues and are exploring opportunities to use blockchain to enhance privacy and security and improve data integrity and transparency. We also identify the different types of blockchain health information technology (HIT) and discuss their implications for patient engagement and empowerment, provider access to personal health information (PHI), and medical or clinical research. We discuss the barriers and challenges of using and implementing blockchain HIT and propose new research directions.

The rest of the paper is organized as follows. First, in the Methods section, we describe the search process and selection criteria. In the Results section, we summarize our findings by highlighting the HIT challenges that blockchain addresses, the different types of blockchain-based HIT, how blockchain HIT research has evolved over time, and barriers and challenges to implementation. In the Discussion section, we suggest potential areas of research. In the Conclusion section, we end our review by summarizing and highlighting the implications of our key findings.

Objective

The purpose of this review is to evaluate the current literature on the application of blockchain technology in health care with a focus on patient care, to assess the current state of research, the associated challenges, and potential areas for future research. In accordance with our objectives, the research questions are as follows:

1. What current HIT challenges does blockchain address?
2. What are the predominant applications for patient care in blockchain HIT research?
3. How has blockchain HIT research evolved over time?
4. What health care activities are impacted by current blockchain HIT research?
5. What are the challenges associated with blockchain-based HIT implementations?

Methods

Study Identification and Selection

Eligible papers were published in academic peer-reviewed journals and conference proceedings in English.

We searched bibliographic databases such as Web of Science, PubMed, Cumulative Index of Nursing and Allied Health Literature (CINAHL), and Excerpta Medica dataBASE (EMBASE). As PubMed, CINAHL, and EMBASE focus mostly on medical content, we used the search term “blockchain” to query these databases to execute a broad search so as not to miss important results. As the Web of Science provides content related to a broader range of topics, we used the search terms “blockchain” AND “health” OR “blockchain” and “medical” to query this database. We searched for all papers published up to December 12, 2019. The searches identified 800 potential articles: Web of Science, 298; PubMed, 184; CINAHL, 129; and EMBASE, 189. To validate our results, we conducted an
alternative search using the search terms “blockchain” AND (health OR medic OR biomedic OR clinic). The alternative search terms came from prior research [6]. This alternative search identified only 652 potential articles and no new results, compared with the 800 potential articles initially identified: Web of Science, 264; PubMed, 146; CINAHL, 9; and EMBASE, 151.

Data Extraction and Analysis of Types of Blockchain Health Care Applications and Benefits

Two reviewers used Rayyan, a web app for systematic reviews, to independently review all titles and abstracts. A total of 342 duplicates were identified and removed, resulting in 458 papers being selected for full review. The reviewers disagreed on 29 papers, resulting in an inter-rater reliability of 93.7% (429/458). All disagreements were resolved during a consensus meeting.

After this assessment, 83 out of the 458 studies remained for analysis. Most of the excluded papers (n=231) were not related to patients’ health data. For example, some studies focused on the application of blockchain in supply chains or cryptocurrency. We labeled 62 excluded papers pertaining to speculations about future blockchain technology projects for the health industry as visionary/editorial/commentary papers. Focusing primarily on peer-reviewed publications, we also excluded news reports, literature reviews, working papers, and research protocols. After screening for full-text eligibility, we identified 70 studies for the final review. Figure 1 presents our study identification and selection process.

Figure 1. Study identification and selection process. CINAHL: Cumulative Index of Nursing and Allied Health Literature; EMBASE: Excerpta Medica database.

We evaluated each paper to determine the following: (1) the types of blockchain-based HIT applications that researchers focused on including electronic health records (EHRs), personal health records (PHR), health information exchange (HIE), and telemedicine; (2) benefits of using blockchain for HIT; (3) health care activities that would benefit from their use, including patient engagement and empowerment, medical/clinical research, and provider access and use; and (4) the barriers and challenges associated with the implementation and maintenance of blockchain-based HIT.

The next stage of analysis was to further characterize the studies based on 4 categories that represent the issues that blockchain
technology addressed in each paper: security, privacy, interoperability, and health care outcomes. These categories were determined a priori based on prior research that identified these as major challenges experienced during HIT implementation and use [7-9]. As the analysis proceeded, additional subcategories emerged. We also merged data access, security, and privacy into a single category. At each stage of the review, the reviewers resolved all disagreements by discussion and reached a consensus. Further details can be found in Multimedia Appendix 2.

In the next section, we report on the results of this analysis.

Results

How Blockchain Addresses HIT’s Challenges

In this section, we examine the current HIT challenges that blockchain addresses.

Health care data have special properties. The content must be true and complete, and the data must be traceable and resistant to alteration, forgery, or deletion. Due to legal requirements to preserve patient privacy and secure protected health information, health care data must also be safe and anonymous when stored. Health care data contain sensitive personal information, and thus, prevention mechanisms must be established to prevent unauthorized staff from obtaining and extracting information.

To facilitate medical or clinical research, health care data must be made accessible while hiding the identity of the patients to whom it belongs. In addition, the data should be encrypted so that once the data are stolen, they cannot be understood without decryption.

HIT faces challenges with respect to ensuring data security, privacy, and integrity. Sharing health care data is challenging because patient data are often stored in disparate systems and achieving interoperability presents challenges such as connecting heterogeneous systems securely, restricting access by unauthorized parties, and maintaining data integrity. Poor health care data quality adversely affects the quality of health care outcomes.

Prior research shows that blockchain can help to overcome the aforementioned challenges. We categorize this research into 3 groups to represent the main HIT challenges that blockchain can address: data security and privacy, interoperability, and health care quality outcomes (Table 1).

Most of the research reviewed focused on blockchain’s use to strengthen HIT security or patients’ privacy during health data exchange or access; 53% (37/70) papers focused on addressing patients’ lack of control over the privacy and security of their data [10-46], and 40% (28/70) papers addressed blockchain’s ability to prevent data tampering [10,12,21,25,33,34,37,38,40-44,46-60]. Data breaches were addressed in 37% (26/70) papers [15,18,19,22,24,29,31,32,34,36-38,43,44,54,56-66], 9% (6/70) papers mentioned malicious attacks (eg, impersonation) that blockchain could potentially resolve [17,34,44,56,60,67], and 4% (3/70) papers focused on how blockchain can preserve patients’ anonymity while third parties accessed their health and medical records for activities such as medical research [41,42,68].

The research studies also investigated how blockchain addresses HIT interoperability issues. Interoperability is the ability of different information systems, devices, and applications (systems) to access, exchange, integrate, and cooperatively use data in a coordinated manner, within and across organizational, regional, and national boundaries, to provide timely and seamless portability of information [69]. Given that HIT infrastructure might vary by hospital, department, and other structural divisions, HIT incompatibility may arise when data transfer is attempted across these systems, as in the case of HIE; 9% (6/70) papers evaluated blockchain’s use for resolving the poor incompatibility of existing HIT [21,22,26,27,30,55], and 4% (3/70) papers focused on how blockchain can address the poor integration of large volumes of data from different sources [26,37,61]. One challenge to interoperability is the waiting time for data to be updated, affecting the temporal facet of interoperability and real-time access. The lack of real-time access in interoperable systems was discussed in 6% (4/70) papers [13,40,70,71]. The inconsistency of data structures across heterogeneous systems makes it difficult to ensure data integrity when data transfer is attempted across interoperable systems; 23% (16/70) papers indicated that blockchain could enhance data integrity across interoperable systems [16-18,33,35-37,40,41,44,49,64,66,72-74]. Furthermore, data transparency (which refers to the accessibility to data despite its location, data credibility, and data accuracy) across interoperable systems was discussed in 14% (10/70) papers [14,33,40,47,52,59,70,72,75,76].

The third category covers HIT’s alignment with the health organizations’ goals to achieve specific health care outcomes such as health care quality and system satisfaction; 10% (7/70) papers focused on addressing the inefficiency of current health systems, such as lengthy processing times and the inability to simultaneously process large data volumes [16,24,28,37,55,67,77]. With regard to the quality of patient care, quite often, missing or incorrect health data lead to repetitive lab tests or diagnostic errors, which can be detrimental to patients’ health; 9% (6/70) papers discussed how blockchain can reduce misdiagnosis and overtreatment [27,32,35,40,78,79]. Data dredging may occur in clinical trials where researchers may alter or omit data to achieve a statistically significant result in their experiments; 4% (3/70) papers addressed data dredging [32,52,70]. Another issue is the lack of trust between stakeholders (patients, providers, and researchers) because of stakeholders’ capability to modify and edit health data, which may lead to errors. A total of 4% (3/70) papers examined how blockchain could facilitate the immutability and traceability of health records updates [32,61,80]. The high cost of maintenance of the current health systems was mentioned in 3% (2/70) papers [37,73]. Blockchain technology could potentially reduce maintenance costs by increasing the efficiency and speed of health care data management.
Table 1. Health information technology challenges that blockchain addresses.

<table>
<thead>
<tr>
<th>Challenge</th>
<th>Frequency (N=70), n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data access, security, and privacy</strong></td>
<td></td>
</tr>
<tr>
<td>Patient lack of control over data</td>
<td>37</td>
</tr>
<tr>
<td>Data tampering</td>
<td>28</td>
</tr>
<tr>
<td>Data breaches</td>
<td>26</td>
</tr>
<tr>
<td>Other malicious attacks (e.g., impersonation)</td>
<td>6</td>
</tr>
<tr>
<td>Nonanonymous access to records</td>
<td>3</td>
</tr>
<tr>
<td><strong>Interoperability</strong></td>
<td></td>
</tr>
<tr>
<td>Lack of data integrity</td>
<td>16</td>
</tr>
<tr>
<td>Lack of data transparency</td>
<td>10</td>
</tr>
<tr>
<td>Poor compatibility with existing electronic health structures</td>
<td>6</td>
</tr>
<tr>
<td>Lack of real-time access to results</td>
<td>4</td>
</tr>
<tr>
<td>Poor integration of large volumes of data</td>
<td>3</td>
</tr>
<tr>
<td><strong>Health care outcomes</strong></td>
<td></td>
</tr>
<tr>
<td>Low efficiency</td>
<td>7</td>
</tr>
<tr>
<td>Misdiagnosis/overtreatment</td>
<td>6</td>
</tr>
<tr>
<td>Data dredging</td>
<td>3</td>
</tr>
<tr>
<td>Lack of trust between stakeholders</td>
<td>4</td>
</tr>
<tr>
<td>High cost of maintenance and data management</td>
<td>2</td>
</tr>
</tbody>
</table>

In the next section, we discuss how blockchain addresses the current challenges surrounding data security and privacy, interoperability, and health care outcomes across a broad spectrum of health care applications and activities.

Blockchain HIT Applications and Health Care Activities Impacted

Table 2 illustrates the different types of blockchain HITs that researchers focused on. Blockchain HIT research focuses predominantly on improving medical information management systems (MIMS) such as EHRs, electronic medical records (EMRs), and PHRs.

Table 2. Blockchain health information technology applications.

<table>
<thead>
<tr>
<th>Blockchain health information technology</th>
<th>Frequency (N=70), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical information management system</td>
<td>36</td>
</tr>
<tr>
<td>Personal health records</td>
<td>7</td>
</tr>
<tr>
<td>Clinical trial or health research platform</td>
<td>6</td>
</tr>
<tr>
<td>Health information exchange</td>
<td>6</td>
</tr>
<tr>
<td>Remote patient monitoring</td>
<td>5</td>
</tr>
<tr>
<td>Mobile health</td>
<td>3</td>
</tr>
<tr>
<td>Medical image sharing platform</td>
<td>2</td>
</tr>
<tr>
<td>Telemedicine platform</td>
<td>2</td>
</tr>
<tr>
<td>Predictive or classification modelling</td>
<td>2</td>
</tr>
<tr>
<td>Pervasive social network</td>
<td>1</td>
</tr>
<tr>
<td>Data preservation systems</td>
<td>1</td>
</tr>
</tbody>
</table>

We analyzed the blockchain HIT research by the year of first mention (Figure 2). In 2016–2017, researchers worked on providing comprehensive and secure real-time access to patient data in HIT applications such as EHR, EMR, PHR, mobile health (mHealth), remote patient monitoring (RPM), pervasive social networks (PSNs), and clinical trial systems. Research during this period focused on increasing data security and privacy and leveraging blockchain’s unique properties of decentralization, immutability, anonymization, and transaction synchronization to provide a single view of patient data. In
2018, blockchain HIT research expanded to include improving health information management, exchange, and synchronization across decentralized nodes in telemedicine, medical image sharing, data preservation systems (DPSs), and HIE. In 2019, blockchain HIT research expanded to leveraging blockchain’s decentralization properties to eliminate a single point of control while carrying out predictive analytics and classification modeling across multiple institutions.

Blockchain HIT improves patient engagement and empowerment, research quality and processes, and provider’s information access and use (Figure 3). We describe how blockchain can improve each of these areas in further detail in the next section.

**Patient Engagement and Empowerment**

We define patient engagement as the act of patient and provider working together to improve the patient’s health [81]. Patient engagement may result in patient empowerment. Patient empowerment refers to a process through which patients gain greater control over decisions and actions that affect their health [82]. Patient engagement and empowerment promote shared decision making about the patient’s care by both the providers and the patient and patient-centered care that is highly responsive to individual patients’ preferences, needs, and values [83].

**Medical Information Management Systems**

MIMS refer to EHRs and EMRs, which store and manage patients’ health information. The EHR is a computerized and standardized information model with information relevant to the health and wellness of an individual, enabling integration among multiple health care providers [30]. The EMR differs from the EHR as it focuses on the internal medical domain of health organizations and is not integrated between health care providers. Blockchain’s use for EHRs, EMRs, and other record systems in which records are originated and controlled by

---

**Figure 2.** Blockchain health information technology research evolution over time by date of first mention.

**Figure 3.** Health care activities that blockchain health information technology impacts.
providers was discussed in 51% (36/70) papers [11, 14-21, 27, 29, 30, 33, 35-37, 40, 42-44, 46, 49, 53, 55, 59, 60, 63, 67, 68, 72-74, 76-78, 84]. Using blockchain to integrate various health record systems (EHR, EMR, PHR, etc), mHealth, and telemedicine platforms can contribute to patient empowerment and patient engagement by providing a synchronized view of patient information to patients and health care providers, to support patient decision making and control.

It is challenging to keep track of all data and ensure its immutability in the context of complex medical cases that require multiple diverse activities, patients' visits, and providers' treatments [17]. Blockchain-based MIMS facilitate the creation of immutable records with traceable transactions that cannot be changed over time. Blockchain can provide patients and providers with more secure and private access to the data and allow them to better collaborate in complex medical situations.

Blockchain technology facilitates smart contracts, which is a computer protocol intended to digitally facilitate, verify, or enforce the negotiation or performance of a contract between two parties without a third party's involvement. Smart contracts can facilitate formalized contracts to streamline patient consent for treatment, patient authorization for access to and release of PHI, and the authentication and verification of those seeking access to patient data. Patient privacy is also enhanced as blockchain can allow patients to authorize access to their records while remaining anonymous, for example, for research purposes. Patients can also publish medical information to the blockchain anonymously, which is also useful for sharing information with third parties and for research purposes. Blockchain's properties, including its cryptographic techniques and immutability and autonomy, enhance user authentication and verification, access control, and HIT security and privacy [18].

In the health care sector, the resilience of health records systems in medical information systems is crucial, given the increasing number of data breaches in health care [85]. Blockchain's distributed design is more resistant to malicious attacks, as there is no single point of control or failure. Overall, such increased security and privacy may motivate patients to engage in full disclosure of their condition and contribute to patient empowerment by facilitating better provider feedback, counseling, and patient decision making.

PHRs

PHR refer to the representation of information regarding an individual's health, including wellness, development, and welfare, which the patient owns and can share with third parties [30]. PHR is oriented to the patient but can be integrated with the EHR. Blockchain’s use for PHR was discussed in 10% (7/70) papers [13, 23, 25, 26, 30, 64, 78]. PHR’s main challenges include poor interoperability with other systems, large data volumes, outdated data, duplication, lack of standardization, and fragmentation. Due to its distributed design, a permissioned blockchain is well positioned to address these challenges by providing a distributed ledger where transactions can be recorded by multiple, authenticated parties. Due to its decentralized design, blockchain-based PHR can provide patients with a unified view of their scattered health records by interconnecting scattered patient data across several health care organizations. Furthermore, as the PHR is updated with the patient’s medical conditions and services received, health providers can become aware of changes in their patients’ conditions and alter and modify treatment plans, even though updates may occur elsewhere. These features can improve the communication effectiveness between a provider and a patient, providing the patient with the information needed to take charge of their health care decision making. In terms of patient engagement and empowerment, blockchain-based PHR can provide patients with control over their health data and facilitate providers’ real-time updates of patient data.

mHealth and Telemedicine

mHealth, telemedicine platforms, DPSs, and PSNs can also contribute to patient engagement and empowerment. A total of 4% (3/70) papers focusing on mHealth indicated that blockchain's distributed design can prevent data tampering and provide a single point of control [22, 31, 51]. Data tampering may occur during a malicious attack and lead to a loss of data reliability within the mHealth application [51]. Tamperproof systems are also essential to ensure that medical decision making is based on accurate information to prevent harm to patients. Blockchain enables tamper-resistant systems by maintaining a constantly growing list of transactional records divided into blocks and uses consensus algorithms to allow multiple parties to agree on a common state. Due to its distributed design, blockchain is well suited to mHealth applications as it allows for frequent updates.

A total of 3% (2/70) papers [48, 71] mentioned blockchain-based tele-dermatology and other telecare platforms. Blockchain enhances telemedicine platforms by (1) anonymizing patients' information and access; (2) decentralizing control and allowing patients to manage their data and consultations independently; (3) providing a secure global EHR to share and exchange data for research, teaching, or clinical work; (4) limiting health care fraud by using smart contracts to automate invoice processing; (5) eliminating mediators and reducing administrative costs; and (6) fundraising through ICOs (eg, DocCoin, PointNurse, and Medical Chain). In the case of DermaNet, the tele-dermatology platform, blockchain shortens the virtual distance between patients and providers by efficiently sharing information about changes in dermatological disease, improving quality of care, and allowing actors to trust each other [44]. Building trust between health care providers and patients contributes to patient engagement and empowerment.

DPSs and PSNs

DPSs notarize data to provide legal evidence for medical disputes and medical negligence [58]; 1% (1/70) of papers addressed how blockchain can enhance DPSs [58]. Current DPSs may be unreliable as persons can tamper with the data, reducing the accuracy of patient information. If a third-party notarized company is contracted to provide preservation services, personal information may be leaked, and it is difficult to guarantee the reliability and availability of DPSs [66].
Blockchain provides an immutable, distributed transaction ledger that reduces the abovementioned challenges associated with DPSs. Blockchain-based DPSs provide a reliable and secure data storage solution that prevents data tampering and allows transactions to be synchronized. Decentralization makes the DPS more secure, as attackers are not able to attack all nodes simultaneously. Information security and data integrity are strengthened as blockchain’s synchronization and consensus algorithms ensure that all copies of the data are the same at every node. The DPS is capable of storing patient data anonymously, thus preserving patient privacy in the event of tampering or breach.

A total of 1% (1/70) of papers focused on the creation of a secure system for PSN-based health care systems [54]. PSN-based health care systems enable users to share health data that medical sensors collect, for disease monitoring and control and remote medical care. Due to its distributed design, blockchain reinforces the synchronization of transactions and operations in such systems, increasing health information’s security, reliability, and accuracy. These features contribute to patients’ confidence in the security and privacy of their data and promote health care engagement and empowerment.

**Health Care Provider’s Health Information Access and Use**

HIEs, RPM Systems, and Medical Image Sharing Platforms

Blockchain-based HITs such as HIE, RPM systems that leverage Internet of Things (IoT) technologies, and medical image sharing systems provide benefits to health care providers by improving health information access and use.

HIE refers to the process of electronic transfer of patient health information and medical data among health care providers and institutions so as to provide health care providers with better information for diagnosis and patient treatment. The potential benefits of HIE include decreasing rates of patient readmission, avoiding medication errors, improving diagnoses, and decreasing duplicate testing [20]. However, HIE systems suffer from challenges such as threats to patient privacy, information security threats and vulnerabilities, poor integration of disparate data sources, and dependency on centralized data storage [16]. Furthermore, most HIE are designed for health care providers, and patients cannot access their data in the HIE when they visit hospitals outside their home systems: 9% (6/70) papers discussed how blockchain could improve HIE systems to facilitate the sharing of health records between providers, patients, and hospitals [16,32,39,50,57,79]. These papers suggest that blockchain’s features of decentralized transaction validation, data provenance insurance, data sharing, and data integration may resolve HIE’s challenges. For example, as blockchain technology utilizes distributed databases to store all transactions, it is possible to design a permissioned blockchain system to connect multiple EHR databases from different clinical sites to perform information exchange [20]. The private chain allows only authorized users to join the system, and smart contracts regulate all transactions. These blockchain-enabled smart contracts ensure data provenance and immutability, decentralization, restricted access to and anonymity of patients’ records, and other benefits.

RPM enables health care providers to use sensor data to monitor patients outside of the clinical setting [12,41,62,66,75]; 7% (5/70) papers explored the use of blockchain in RPM systems. As the RPM realm expands, concerns about efficient and secure transmission of medical data arise as data come from different sensors, are a lucrative target for hackers, and must conform to health care data security and privacy regulations. Furthermore, patient treatment events initiated by IoT must be securely logged to show the patient’s treatment and a record of who permitted it, to protect the integrity of the patient’s care and maintain an accurate timeline of events.

These papers proposed the design of blockchain-based IoT technology to build a network architecture to better manage data from remote sensors to address these challenges. For example, smart contracts could support real-time patient monitoring and medical interventions by sending notifications to patients and medical practitioners while maintaining a secure record of who initiated these activities [77]. Blockchain-based IoT systems could also allow patients to maintain anonymity, create a permanent digital trace of patients’ health records, and prevent a single point of control or failure through a highly decentralized system structure. These features would allow providers to securely access their patients’ data and better control their patients’ conditions.

A total of 3% (2/70) of papers focused on the development of blockchain-based cross-domain medical image sharing platforms [24,65]. In the past, digital images between providers were predominantly shared through a physical copy (e.g., a CD) [24]. To address issues associated with digital image transfer, the Radiological Society of North America developed the Image Sharing Network that allows digital image transfer through a third-party clearinghouse. This raised new concerns regarding data storage centralization and intermediaries’ involvement in the medical image exchange process [24]. Blockchain solves these concerns by decentralizing the entire system by removing the need for a central intermediary, creating immutable records that ease communication between providers, and eliminating third-party access to protected health information. This approach satisfies many criteria of an interoperable health system and is generalizable to other contexts [56].

**Health Care Research**

Clinical Trial Management and Health Care Research

When conducting medical research, data records are usually widely accessible, but the patients to whom they refer are anonymous [84]. Blockchain improves health care research practices and supports patient data anonymization during the research process through sophisticated cryptographic techniques. A total of 9% (6/70) of papers focused on creating blockchain-based systems capable of improving clinical trial management and enhancing patients’ trust in health care research, impacting activities such as collecting, storing, and tracking patients’ informed consent; improving data integrity; and sharing clinical data between providers [10,16,52,61,70,80]. This is particularly relevant to clinical investigator–related deficiencies, as the US Food and Drug Administration reports that about 10% of clinical trials suffer from consent collection issues such as unapproved forms and outdated consent
documents [10]. In BlockTrial [52], consent algorithms in the blockchain system can enable clinical research stakeholders to share and update patient consent forms and retrieve relevant data. In addition, the system can empower patients to become more active and fully informed research partners [52]. Blockchain can also ensure data accuracy in clinical trials without confirmation by a third-party contract research agency, thus reducing the cost of clinical trials [63].

In the health care analytics domain, blockchain was used in privacy-preserving predictive modeling [47] and a cloud-based health resource–sharing model used for breast tumor diagnosis [79]. In the case of blockchain-based privacy-preserving modeling, the removal of the server role eliminated a single point of control [47]. This single point of control poses various security risks, as multiple institutions that want to create a generalizable model on health or genomic data would have to rely on a single party.

**Blockchain HIT Implementation Challenges**

As shown in Table 3, despite blockchain’s multiple advantages for health care use, studies indicated various downsides. These limitations point to open areas for research; 16% (11/70) papers revealed that blockchain technologies have the capability of enhancing security and privacy, yet have security and privacy vulnerabilities and weak access control mechanisms [23,24,32-34,41,57,58,70,75,79]. For example, blockchain-based structural health monitoring systems do not have mechanisms to guarantee the security of the data placed on the blockchain, although it is expected that the blockchain would enhance the security of the overall system [75]. Furthermore, research has shown that although it is almost impossible to alter and modify blockchain records in an EMR system, it is possible to tamper with and hack smart contracts [40].

Researchers have discussed high computing power and implementation costs in 16% (11/70) papers [12,23,25,29,47,48,52,57,61,76,79]. Prior research shows that blockchain-based EHRs consume significant computational power and take a large amount of time to execute tasks [29]. Blockchain-based clinical trial platforms that utilize Ethereum blockchain technology are also costly [52].

Researchers raised concerns about lengthy response and transaction processing times in 7% (5/70) papers [12,32,36,41,57]. For example, blockchain RPM systems rely on sensor-based data that must be accumulated, acted upon, and added to the blockchain, potentially introducing delays [41]. The potential resistance to blockchain adoption by patients and providers was raised in 7% (5/70) papers [11,24,32,48,70]. Public perceptions of blockchain technology might stand in the way of the successful implementation of blockchain-based EHRs because of blockchain’s nascency and association with the negative use of blockchain-based technology such as cryptocurrencies within black markets [11].

Although researchers have indicated that blockchain-based electronic health (eHealth) structures may resolve the incompatibility of existing eHealth structures [21,22,26,27,30,55], new blockchain health systems may be incompatible with health care legacy systems [13,48,52,61,76]. Therefore, more research is needed to investigate approaches to address the interoperability between legacy and blockchain systems.

A total of 6% (4/70) of papers pointed out issues associated with blockchain’s consensus algorithms [33,36,51,75]. For example, in small networks with a limited number of peers, the Practical Byzantine Fault Tolerance algorithm, which is designed to prevent catastrophic system failures due to malicious nodes, can be disabled if more than a third of the peers are offline at the same time. Therefore, it is important to increase the number of peers to prevent malicious peers from occupying the entire system.

Linking participants to their digital identity is a predominant concern [10,13,25]. Guaranteeing the blockchain informant’s identity and authenticity is not foolproof, whether the informant is a patient, physician, or a sensor connected to a patient. Although blockchain technology helps prevent data block fraud, it is challenging to ensure that only authentic informants can access the health records and to prevent attacks on the blockchain [55]. Although blockchain demonstrates the potential to preserve the privacy of patients, further testing for security, privacy, and user authentication is needed.

Another constraint is data storage limitations, as discussed in 4% (3/70) studies [23,25,60]. Stakeholders are constrained by the amount of data that they can store in the blockchain. Furthermore, legislation such as Article 17 Right to Erasure, in Europe’s General Data Protection Regulation (GDPR), gives citizens the right to request the modification and deletion of personal data, which is difficult, given the permanency of data recorded on the blockchain [19].
Table 3. Blockchain health information technology barriers and challenges.

<table>
<thead>
<tr>
<th>Barrier or challenge</th>
<th>Frequency (N=70), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>No guarantee of security or privacy</td>
<td>11</td>
</tr>
<tr>
<td>Computing power and implementation costs</td>
<td>11</td>
</tr>
<tr>
<td>Users’ resistance to a new technology</td>
<td>5</td>
</tr>
<tr>
<td>Long response time</td>
<td>5</td>
</tr>
<tr>
<td>Integration of existing electronic health structures into blockchain</td>
<td>5</td>
</tr>
<tr>
<td>Issues (eg, lack of efficiency) associated with consensus algorithms</td>
<td>4</td>
</tr>
<tr>
<td>Linking participants to their digital identity</td>
<td>3</td>
</tr>
<tr>
<td>Data storage limitation</td>
<td>3</td>
</tr>
<tr>
<td>Not mentioned</td>
<td>44</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

We presented the current state of research on blockchain technologies in patient care. We identified 3 main categories of research: data privacy and security, interoperability, and health care outcomes. We highlighted the health care applications that leverage blockchain technology. These health care applications include MIMS (EHR and EMR), PHRs, mHealth and telemedicine, DPSs and social networks, HIEs, remote monitoring systems, and medical research systems. These applications may improve patient engagement and empowerment, improve health care providers’ access to information, and enhance health care information use for medical research. However, several challenges and implementation barriers exist, such as security and privacy vulnerabilities, user resistance, high computational power and implementation costs, inefficient consensus algorithms, and challenges integrating blockchain with existing HIT. Despite blockchain’s disruptive potential, it is important that blockchain’s limitations are further examined and understood and available alternatives considered before embarking upon any large-scale blockchain implementation.

Future Directions

Following are some of the challenges that have received the least attention in the literature. Therefore, researchers should focus on investigating the following research questions.

1. How can blockchain's interoperability and compatibility with existing HIT infrastructures be improved?
2. How can blockchains storage limitations be addressed?
3. How can blockchain adoption be promoted?
4. What blockchain HIT research should be pursued to disrupt health care?

Improving Blockchain’s Interoperability and Compatibility With Existing HIT Infrastructure

Organizations need to understand how to connect their HIT blockchain to compatible blockchains, noncompatible blockchains, or nonblockchain platforms. Research should focus on ascertaining effective integration governance models and new interoperability and data standards and exploring performance optimization approaches. Researchers should also explore the feasibility of integration approaches for health care systems, such as cross-authentication (for compatible blockchains), oracles (which transfer external data to the blockchain for on-chain use), or application programming interfaces (for incompatible blockchains). The feasibility of translators that use open standards such as Health Level 7 and Fast Healthcare Interoperability Resources and open EHR or an equivalent ontology to connect proprietary systems to blockchain HIT is an open area of research [13]. Blockchain silos that different stakeholders create present complexity and interoperability challenges that should be investigated. An understanding of the legal and regulatory implications of blockchain interoperability is needed, as security and privacy concerns are pertinent issues.

Addressing Blockchain Storage Limitations

HIT researchers are becoming aware of the technical limitations regarding data storage on the blockchain, and researchers are beginning to explore alternative approaches to conform with the GDPR. Recommendations include recording metadata such as addresses, hash values, and time stamps on the blockchain while storing PHI off-chain elsewhere, such as in the cloud or on hospital servers [23]. However, splitting data storage may degrade system performance. Future research should determine feasible ways to optimize the cost, performance, and efficiency of implementations that split data storage on and off the blockchain.

Promoting Adoption of Blockchain

The public’s negative perception of blockchain applications, such as cryptocurrencies, contributes to user resistance [11]. Lessons learned from the financial technology domain show that users are motivated to adopt cryptocurrencies when these applications are aligned with users’ value systems [86]. To support this perspective, nascent HIT research shows that patients hold a favorable attitude toward the implementation of blockchain-based HIE mechanisms for privacy protection, coordination, and information exchange purposes [32]. User resistance may also arise because stakeholders do not understand blockchain technology. Researchers can explore how industry consortia of influential health care players working together to educate stakeholders and illustrate proof of concept may increase network effects and spur adoption. Further research could also
explore what incentivizes stakeholders to work together to adopt blockchain and to find common solutions. The role of the blockchain HIT startup ecosystem in stimulating user adoption is also a relevant area of research. Researchers can also explore how to lift adoption barriers presented by legal and regulatory constraints caused by legislation such as the Health Insurance Portability and Accountability Act of 1996 (HIPAA) and the GDPR, which did not contemplate the unique ways in which blockchain technology handles data privacy and security. Considerations of what should be stored on and off chains are important for HIPAA and GDPR compliance and adoption.

**Pursuing Research Opportunities for Disruption of Health Care**

HIT researchers are currently focused on improving health care applications, but there is room for researchers to explore blockchain HIT’s disruptive potential. Most HIT research has focused on the use of smart contracts in HIT applications. It is worth noting that smart contracts are the building blocks of decentralized autonomous organizations (DAOs) and decentralized applications and services (D-APPs). DAOs and D-APPs have the potential to facilitate novel DAOs to disrupt patient care in areas such as organ and blood donations, electronic prescriptions, laboratories, and other diagnostic services.

**Limitations**

This review did not focus on the use of blockchain in the health industry outside of patient care, such as in the health insurance marketplace, pharmaceutical industry supply chain, or the health care provider credentialing process where blockchain is being proposed to reinvent these industries. The COVID-19 pandemic has exposed many high-value use cases where blockchain-enabled technology could address evolving societal needs and support accelerated responses to disruptions, such as supply chain management to connect health care organizations to trusted sources for necessary medical supplies, tracking and monitoring drugs’ origin and journey from pharmacy to patient administration, and verifying credentials of clinicians and health care professionals volunteering at hospitals to alleviate workforce demands. A further review could explore blockchain research in these areas as part of the pandemic response.

**Comparison With Prior Work**

Prior reviews included conceptual papers, industry reports, and empirical research and primarily focused on identifying use cases and associated challenges [1-3,6,87-89]. To ascertain the current state of research, this review only focused on empirical research on the use of blockchain for patient care. Prior reviews included studies up to 2018 [1-3,6,87-89]. In this review, 58 of the 70 included empirical research studies were published in 2018 and 2019. We further distinguish this review by describing how blockchain HIT research focused on patient care evolved over time, from 2016 to 2019. We build upon a systematic review of the blockchain HIT literature up to 2018 conducted by Agbo et al [6], which differs in its focus, inclusion criteria, results, and research agenda. Specifically, Agbo et al [6] identified 4 blockchain applications used for patient care: EMRs (which we expanded to include EHRs and PHRs); research; RPM; and health analytics, which we further broke down into predictive analytics and classification modeling. This review updates the blockchain HIT applications reported in the study by Agbo et al [6] by identifying 5 additional discrete categories of blockchain HIT research focused on patient care: HIEs, medical image sharing, mHealth and telemedicine, PSNs, and DPSs. Agbo et al [6] identified 5 challenges when implementing blockchain HIT applications: interoperability, security and privacy, scalability, speed, and patient engagement. Challenges found in our review but not included in the study by Agbo et al [6] included computing power and implementation costs, user resistance during implementation, consensus algorithm inefficiencies, difficulties in linking patients to their digital identity, and data storage limitations. To validate our search terms, we performed an alternative search of the literature using the search terms provided by Agbo et al [6]. However, the search terms we developed provided more relevant results for our purposes than the search terms by Agbo et al [6].

**Conclusions**

We have presented the current state of research on the use of blockchain technologies with a focus on patient care. Although blockchain presents significant potential for disrupting health care, most ideas are in their infancy. With 51% of the research focused on medical information systems such as EHR and EMR and 53% of the research focused on data security and privacy issues, this review shows that HIT research is primarily focused on the use of blockchain technologies to address the current challenges HIT faces. Future research can focus on how blockchain can disrupt patient care and help overcome the challenges in health care delivery post-COVID-19 by creating new decentralized organizations, applications, and services.
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Abstract

Background: Lebanon currently hosts around one million Syrian refugees. There has been an increasing interest in integrating eHealth and mHealth technologies into the provision of primary health care to refugees and Lebanese citizens.

Objective: We aimed to gain a deeper understanding of the potential for technology integration in primary health care provision in the context of the protracted Syrian refugee crisis in Lebanon.

Methods: A total of 17 face-to-face semistructured interviews were conducted with key informants (n=8) and health care providers (n=9) involved in the provision of health care to the Syrian refugee population in Lebanon. Interviews were audio recorded and directly translated and transcribed from Arabic to English. Thematic analysis was conducted.

Results: Study participants indicated that varying resources, primarily time and the availability of technologies at primary health care centers, were the main challenges for integrating technologies for the provision of health care services for refugees. This challenge is compounded by refugees being viewed by participants as a mobile population thus making primary health care centers less willing to invest in refugee health technologies. Lastly, participant views regarding the health and technology literacies of refugees varied and that was considered to be a challenge that needs to be addressed for the successful integration of refugee health technologies.

Conclusions: Our findings indicate that in the context of integrating technology into the provision of health care for refugees in a low or middle income country such as Lebanon, some barriers for technology integration related to the availability of resources are similar to those found elsewhere. However, we identified participant views of refugees’ health and technology literacies to be a challenge specific to the context of this refugee crisis. These challenges need to be addressed when considering refugee health technologies. This could be done by increasing the visibility of refugee capabilities and configuring refugee health technologies so that they may create spaces in which refugees are empowered within the health care system and can work toward debunking the views discovered in this study.

(J Med Internet Res 2020;22(7):e14283) doi:10.2196/14283
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Introduction

Lebanon currently hosts around one million Syrian refugees [1]. This influx of refugees has resulted in a 30% increase in the country’s total population size, placing a burden on the Lebanese health care system [2]. However, despite political and social turmoil and a shortage in international financing and support in addressing the refugee crisis, the Lebanese health care system has proven to be resilient through coordinating efforts of various stakeholders (international and local) and maintaining a diverse health system while strengthening infrastructure and health and human resources [3]. As a result, refugee health care provision has been integrated into the Lebanese health care system with primary health care centers (PHCs) as the first point of entry into the health care system [3].

Technology that facilitates the transmission of health-related information (eHealth) [4] has been considered by the World Health Organization to be an effective tool that improves equity and quality of health care provision while reducing costs [5]. As such, it is argued that eHealth is an enabler of achieving universal health coverage, which is part of the agenda of meeting Sustainable Development Goal 3 to “ensure healthy lives and promote well-being for all at all ages” [5]. More specific to the context of refugees, eHealth has been found to aid in the monitoring and evaluation of refugee health statuses during times of protracted crises [6].

The increasing ubiquity of technologies among refugee communities has created a space in which refugee communities may engage with aid services through technologies [7]. Interviews with over 100 Syrian refugees in Lebanon found that most interviewees have access to a cell phone, of which 40% had smartphones [8]. A study with Syrian refugees in Lebanon [9] identified that refugees in informal tented settlements in rural Lebanon have access to at least one smartphone per household and access the internet through a Wi-Fi network set up in the settlement. Furthermore, Talhouk et al [9], through a series of focus groups, found that Syrian refugees in rural Lebanon are highly motivated to use smartphones as a means of communicating with health care providers and accessing health services provided by PHCs.

Several projects in Lebanon have begun integrating eHealth and mHealth, a category of eHealth technologies that use mobile phones for health services [10], to strengthen PHCs and improve the delivery of health care services to Syrian and Palestinian refugees as well as to Lebanese citizens. One initiative aimed to improve quality of care delivered by providing health care providers with electronic learning materials allowing for peer-to-peer exchanges through online forums [11,12]. An mHealth app for refugees was also piloted with clinicians in PHCs in Lebanon as a means of improving the provision of services to refugees suffering from chronic diseases and was shown to improve a number of quality of care indicators [13].

It is important to note that the mHealth tool used patient’s cell phone number as an identifier in order to ensure that clinicians can access patient medical records if patients change locations [13].

Saleh et al [14] conducted a randomized controlled trial (RCT) with PHCs in rural Lebanon and in Palestinian refugee camps in which short message service (SMS) messages communicating medical information, importance of compliance, and appointment reminders were sent to participants in the intervention group and were shown to significantly improve blood pressure control and hemoglobin A1C levels used for the diagnosis and monitoring of diabetes. However, this RCT also indicated that SMS had no significant impact on patients’ use of primary health care services [14]. Also in collaboration with PHCs in rural Lebanon and Palestinian refugee camps, a netbook application was piloted as an eHealth tool to support community health workers in screening community members for diabetes and hypertension and subsequently referring them to primary health care clinics [4]. The study highlighted the ability of eHealth community-based interventions to identify new cases of diabetes and hypertension and refer them to the appropriate health services [4].

Low levels of agency in the Syrian refugee population in Lebanon and their low level of access and use of antenatal care services has also been the subject of mHealth interventions. Talhouk et al [15] piloted community health radio shows through mobile calls that delivered health information and responded to refugees’ reproductive health questions. These interactions around reproductive health led to an increase in refugee agency and trust within patient-provider relationships [15]. A quantitative study conducted with primary health care providers across 22 PHCs in Lebanon showed high health care provider readiness to adopt eHealth and encouraged the Lebanese Ministry of Public Health (MoPH) and policy makers to enhance and scale up eHealth initiatives within the primary health care system [18]. Additionally, based on their success in piloting eHealth and mHealth technologies in PHCs run by the MoPH and the United Nations Relief and Works Agency for Palestine Refugees in the Near East [4,14], the authors called for the scaling up of mHealth and eHealth interventions to the wider PHC network in Lebanon (ie, PHCs funded and managed by other health care organizations).

While research has been conducted on eHealth systems for refugees in Lebanon, no study provides a qualitative perspective that engages with multiple stakeholders on the potential of implementing eHealth for Syrian refugees in Lebanon with the aim of meeting SDG3. Indeed, the existing studies to date do not explore the added considerations needed to integrate eHealth technologies into primary health care services specifically for refugees. We present a qualitative study to gain a deeper understanding of the potential for technology integration in the provision of primary health care in the context of the protracted Syrian refugee crisis in Lebanon. We use reproductive and maternal health care as an entry point as this research is part of a wider project on technologies for refugee women’s health.
The findings from interviews with participants highlighted factors that need to be considered when implementing eHealth projects, such as (1) varying resources available at PHCs, (2) mobility of refugee populations, and (3) varying views of refugee technology and health literacies. In our discussion, we provide practical and theoretical implications for integrating eHealth technologies for refugee health care that include countering views regarding refugee health and technology literacies.

**Methods**

**Data Collection**

We recruited key informants and health care providers involved in the provision of reproductive and maternal health services to refugees. Participants spanned the humanitarian health response system both vertically (from policy makers to clinical staff) and horizontally (participants from multiple organizations). Key informants were identified from meeting minutes published on the United Nations High Commissioner for Refugees Regional Refugee Response Interagency portal for Lebanon [1]. Potential participants were approached via email, and a convenience sample was drawn based on responses (response rate: 80%). Three PHCs catering to large numbers of Syrian refugees were purposively selected. The PHCs were situated in the West Bekaa region of Lebanon, and the centers varied in terms of management and affiliation with the MoPH primary health care network. Participants consisted of a convenience sample of health care providers available at the PHCs on the days of the research visit (response rate: 100%). Recruitment was completed once data saturation was met.

A total of 17 face-to-face semistructured interviews lasting around an hour each were conducted with key informants (n=8) and health care providers (n=9) involved in the provision of health care to the refugee population (Table 1).

Data were collected between January and March 2015. Ethical approval was obtained from the institutional review board of the American University of Beirut and Newcastle University’s ethics committee. All interviews were conducted in Arabic by local coauthors with a background in health system management and policy at the workplace of interviewees.

<table>
<thead>
<tr>
<th>Participants</th>
<th>Number</th>
<th>Gender</th>
<th>Participant code</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Key informant</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public sector employees</td>
<td>2</td>
<td>Male (1), female (1)</td>
<td>Key informant 1,2</td>
</tr>
<tr>
<td>Health center directors</td>
<td>2</td>
<td>Male (2)</td>
<td>Key informant 3,4</td>
</tr>
<tr>
<td>Academics</td>
<td>2</td>
<td>Male (1), female (1)</td>
<td>Key informant 5,6</td>
</tr>
<tr>
<td>Nongovernmental employees</td>
<td>2</td>
<td>Female (2)</td>
<td>Key informant 7,8</td>
</tr>
<tr>
<td><strong>Health care provider</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurses</td>
<td>5</td>
<td>Male (2), female (3)</td>
<td>Nurse 1-5</td>
</tr>
<tr>
<td>Medical doctors</td>
<td>2</td>
<td>Male (2)</td>
<td>Doctor 1,2</td>
</tr>
<tr>
<td>Social workers</td>
<td>2</td>
<td>Female (2)</td>
<td>Social worker 1,2</td>
</tr>
</tbody>
</table>

**Key Informant Interviews**

Key informant interviews were conducted with PHC directors, nongovernmental organization employees, public sector employees, and academics working on eHealth within the Lebanese health care system. It is important to note that both PHC directors were also physicians. We probed on the current technologies being used, participant views on technology use, possible future use of technology, and willingness of their organizations to support the use of technology. This involved ascertaining equipment availability and organizational technological literacy. Interviewees were then asked to brainstorm about possible technologies that may be useful and the feasibility of these technologies within their current context.

**Health Care Provider Interviews**

Nurses, doctors, and social workers constituted this subset of study participants. In these interviews, questions focused on the day-to-day processes and challenges of health service provision to Syrian refugees and the interactions between health care providers and Syrian refugees. Interactions explored included those within the PHC, those within the community, and those conducted through technology. We also explored the ways in which health care providers are currently using technology, both formally and informally, and their comfort and willingness to use different forms of technology for refugee health care provision.

**Data Analysis**

Simultaneous translation, from Arabic to English, and transcription of the audio-recorded interviews was undertaken. Thematic analysis was conducted using NVivo 10 (QSR International) by two of the coauthors [16]. Codes were then grouped into themes and validated by a third coauthor. Data collection was concluded once data saturation was met and no new themes were emerging from the (data) interviews.

**Results**

**Findings**

Our analysis identified differences in levels of resources available across PHCs to be a key factor that needs to be
considered when integrating and scaling a health technology within the primary health care system. Additionally, the mobility of refugee communities was found to be a disincentive consideration for the integration of technologies specifically for refugee reproductive health. Lastly participants recounted experiences of engaging with refugees in which they identified varying views regarding refugee technology and health literacies. Such views are key considerations that should be accounted for when designing technologies that specifically connect refugees to the health care system.

**Varying Resources Available at Primary Health Care Centers**

A key consideration that needs to be accounted for when considering integrating and scaling up technologies within the refugee health care response system is the shortage in human resources as reported by key informant 2.

...they [center staff] might tell you we want to invest in more staff than in smartphones because we have a shortage in staff. [Key informant 2]

In only one out of the three health centers visited by the research team did participants not identify shortages in staff and equipment as issues. Staff shortage was compounded by the increase in patient load due to the influx of Syrian refugees, resulting in nurses having to take work home with them.

[Since the refugee crisis began] in a short time my working hours increased [by] 6 hours, which then doubled and tripled. [Nurse 3]

High patient load led to time constraints that discouraged the use of available health information systems (HISs).

We do not always have the time [to use the HIS]. We do a hundred things at the same time. [Nurse 2]

Limited equipment available was also indicated to be a barrier to the use of existing technologies in PHCs.

We both are using one laptop...when she is working on the laptop, I cannot work on it... I have to enter 400 files and I’m 6 days behind... The time she [my colleague] spends on the laptop is time lost from my work. [Nurse 3]

The main issue is [we need] to have more computers. All the work is being assigned to me [because there is one laptop] and I have to take the work home sometimes when this is not necessary. [Nurse 1]

Interviews conducted at the PHC, which had an advanced HIS and was well resourced, revealed that shortage of resources was not a barrier for the integration of technology. The varying resources available at the different PHCs were attributed to the diversity of stakeholders involved in the health care provision of refugee reproductive health services. While some of the PHCs were part of the MoPH’s primary health care network, others were not.

The current process is that we are working with MoPH but not all primary health care centers are within the network. Not all PHCs are supported by the MoPH. [Key informant 2]

This resulted in varying levels of support regarding the health center management and funding received as well as the use of varying eHealth systems. Interviewees reported that while several health centers were in the process of transitioning at the time of data collection to the use of a new HIS designed and supplied by the MoPH, other health centers were not as they have their own systems. In fact, the MoPH was reported to be incentivizing PHCs to adopt health information technologies by adding them to their accreditation standards and making HIS integration a key compliance criterion for MoPH contracting.

[Implementation of] the information system is a main criterion of the [MoPH] contract with PHCs. The centers can use their own system or the MoPH’s. [Key informant 2]

However, both the contracts and accreditation are not extended to PHCs outside the MoPH primary health care network. The MoPH also encourages the use of HIS by providing training for health care providers on the system that they have developed. An interviewee indicated that continuous training is needed due to the high staff turnover at the PHCs.

Training sessions are continuously held centrally with follow-ups at PHCs. [Key informant 2]

Academics working on an eHealth project in Lebanon stated that they were collaborating with health centers managed by one stakeholder to overcome the variations in human and technological resources available among multiple stakeholders.

**Mobility of Refugee Populations as a Disincentive to Investing in Refugee Health Technologies**

The use of technology specifically for refugee populations was discouraged by participants when they considered refugees’ unstable political and physical environments.

We are facing a difficulty in this [using mobile technology] actually. They might have a phone but are afraid of giving [their number]. For [security] reasons they don’t give you the real number. [Doctor 2]

Now regarding maintaining it [the technology], it might be low because they may go from one place to another or go back to Syria or change the location of the tents. You know things are happening, like a fire in a tent or the flooding of a tent. Forces of nature are impacting them a lot so they are [moving] quickly. [Social worker 1]

Pilot eHealth interventions have excluded Syrian refugees due to their mobility.

Because they are a mobile population. For ethical reasons if a community health worker encounters Syrian refugees, they will be screened [for chronic diseases] but not included in our database. [Key informant 6]

A PHC director attributed his hesitation in investing in using a technological system to improve the provision of health care for refugees to the high mobility of the community and their unstable presence in Lebanon.
Varying Views of Refugee Technology and Health Literacies

Participants recounted experiences of engaging with refugees that resulted in varying views regarding refugee technology and health literacies. Participants highlighted that the low level of education among refugees limits their ability to use technologies as well as actively engage with the health care system. This notion was disputed by two participants who indicated that refugee women they are encountering are highly educated and highly concerned with their health and that incentivization may support refugees in engaging with health technologies.

Experiences of Technology Literacy of Refugees

All participants except two questioned the ability of Syrian refugees, who were reported to be of lower technology literacies and not capable of engaging through digital technologies with service providers.

You don’t want to forget that they are of low educational status with all my respect for them. They [Syrians] have educated people but the pregnant women and the refugees...are of a low educational status... They would not know how to [create a voice] record as there is a lot of ignorance. [Nurse 5]

A participant, a social worker who visits refugee settlements, contradicted this view and stated that technological interventions would be feasible given the high education among a large proportion of female refugees.

There are very few ignorant women. Did you know that most of the women in camps have finished their college education? [Social worker 1]

Experiences of Health Literacy of Refugees

Although participants reported that many Syrian refugees attended health centers to address their health concerns, they indicated that there was a lack of motivation among the refugee community to engage with ways that facilitated access and provision of health care. Participants used Syrian refugees’ lack of maintenance of medical papers and documentation as an analogy to refugees’ inability to maintain technologies. When brainstorming the feasibility of using a technology that embeds audio recording hardware into a health education book/health journal, several participants stated:

They don’t maintain a paper. I don’t think they would maintain a file. [Nurse 4]

They barely maintain their ID; they bring it torn. Even the vaccination record they bring it ripped apart. [Key informant 1]

Another participant indicated that refugees are health literate however incentives are needed to support them in adopting and participating in any technology that connects them to health care providers.

Discussion

Principal Findings

Our findings indicate that in the context of integrating technology into the provision of health care for refugees in a low or middle income country such as Lebanon, some barriers for technology adoption are common with those found elsewhere [17]. However, certain factors that hinder the use of technology were found to be specific to the provision of refugee health care. Such distinctions have not been made in previous studies assessing the eHealth readiness of Lebanese primary health care centers [18] nor in the literature on the use of technologies to improve refugee health [4,13,14].

The multitude of stakeholders involved within the underresourced health care system poses a huge barrier for the consistent use of technology across the primary health care system. Additionally, participants indicated time constraints to be a major factor that contributes to the perception of technology as a burden within health centers. Such barriers are consistent with literature on technology integration into health care systems [19] and with studies conducted in Lebanon where mHealth technologies situated in PHCs were found to be redundant given the presence of parallel technological systems already in use in the PHCs [13]. Additionally, previous eHealth and mHealth studies in Lebanon have been primarily conducted with one organization managing multiple PHCs thus providing limited insight on the barriers of scaling up such technologies to the wider primary health care system. Within such contexts, Khalifehsoltani et al [19] recommends practical implications that constitute a top-down policy approach as a means of overcoming barriers to the integration of health technologies introduced by the fragmentation and underresourcefulness of the health care system. For successful eHealth integration in low and middle income countries, policies should be put in place that strengthen the government’s capacity to plan, manage, regulate, and enforce eHealth policies in a way that incentivizes or mandates third party actors to adopt eHealth technologies [19]. Furthermore, a top-down approach to eHealth integration would allow for the exploration of interoperability of programs within health care systems that include a multiplicity of stakeholders [17,19]. Yassin et al [10] have indicated the Lebanese MoPH has begun introducing policies to encourage the uptake of eHealth and mHealth technologies in PHCs in a manner that would aid in overcoming the systematic challenges identified in our study.

Moreover, our findings provide theoretical contributions through highlighting that when it comes to integrating technologies for the provision of health care for refugees specifically, new factors are at play which require further consideration. Participants justified the unfeasibility of using technology within refugee health care based on their view of refugees as a mobile community that is of low health and technology literacy. Such notions were disputed by other participants who viewed refugees to be of high literacy and in need of support to engage in health
technologies. Such factors have not been previously reported within literature on integrating eHealth.

In light of such evidence, practical implications include raising awareness among health care providers and PHC management that existing research indicates that Syrian refugees in Lebanon have high technological and health literacies [8,9,20] and creating spaces in which refugees may practice and demonstrate their technological and health literacies. Interactions between health care providers and refugees mediated through technological interventions themselves may create spaces in which refugees are empowered within the health care system and can work toward debunking the negative views surfaced in our study. Virtual nurse agents were explored by Bickmore et al [21] as a means of empowering low health literacy hospital patients, while medical information visualization has been used to better inform patients of their medical conditions and consequently facilitate their communication with health care providers and inform decision making processes [22]. Such technologies aim at empowering patients by providing them with information regarding their health issues. Other technologies aim to empower patients in the health care system by facilitating their offline communications with health care providers. Jacobs et al [23] and Mirkovic [24] highlighted the potential for health technologies to allow cancer patients to prioritize the issues they would like to discuss during their face-to-face engagements with health care providers, while Colley et al [25] introduced a dual-sided tablet to be used during clinical consultation where one side of the tablet provides constructive information to the patient regarding what the doctor is inputting.

Technological designs may allow us to reconfigure the current modalities of communication to allow refugees to take on a more proactive role within their health care rather than being just recipients of a service [26]. Indeed, technology may be situated within refugee communities where they could initiate the use of the technology themselves, in order to communicate with health care providers and/or other parts of the humanitarian system. Such an approach would overcome the barriers of refugee mobility by giving refugees the possibility of initiating contact with the health care system regardless of where they are. Moreover, such a reconfiguration may play a role in changing the views of health care providers toward refugees by creating more open communication mediums where refugees can demonstrate their technological literacy and health agency [15]. Previous work with Syrian refugees has shown that such configurations mediated through refugee-led community radio shows provide health care providers with a deeper understanding of the refugee community and enable refugees to vocalize their health concerns [15].

Strengths and Limitations

This study provides an understanding of the barriers to integrating refugee health technologies in underresourced health systems such as Lebanon. The study was conducted in the West Bekaa region where a large number of refugees live; however, it may not represent the realities of other geographies in this context. Further research is thus needed in order to ascertain the generalizability of the results. Additionally, future studies and eHealth endeavors in similar contexts should actively engage with technology designers and developers who are stakeholders playing key roles in the configuration and deployment of health technologies.

The diversity of participants in this study reflects the different stakeholders and actors who engage in the provision of primary health care for refugees in Lebanon. The selection of a range of different stakeholders and actors ensures that the varying perspectives are reflected and information can be triangulated for reliability and validity. Our findings highlight factors that need to be further investigated before the implementation of eHealth for refugees.

Conclusions

The introduction of technologies into health care systems in underresourced countries for the provision of health services to refugee communities is likely to face barriers similar to those we identified in this study, particularly in contexts with fragmented and underresourced health systems. Our study provides theoretical contributions by highlighting barriers specific to how refugees are perceived by health care providers and actors within the health care system. While there is evidence that may disqualify such views, the technological literacy and health motivation of refugees should be made more visible to health care providers and other actors within the system. Technologies that empower refugees when accessing health care and those that challenge the current modalities in which refugees communicate with health care providers could play a role in debunking such perceptions in the future.
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Abstract

Background: China is currently piloting a “Sharing Nurse” program that aims to increase the accessibility of nursing services to at-home patients by enabling patients to order nursing services using mobile apps or online platforms.

Objective: This study aims to assess nurses’ perceptions of the Sharing Nurse program, including their acceptance, concerns, needs, and willingness to take part in the program.

Methods: A total of 694 nurses participated in the questionnaire survey. The survey collected their sociodemographic and work-related information and their perceptions of the Sharing Nurse program using a self-developed questionnaire.

Results: The 694 respondents agreed that the Sharing Nurse program could provide patients with better access to nursing care (n=483, 69.6%). Their main concerns about the program were unclear liability division when medical disputes occur (n=637, 90.3%) and potential personal safety issues (n=604, 87%). They reported that insurance (n=611, 88%), permits from their affiliated hospital (n=562, 81.0%), clear instructions concerning rights and duties (n=580, 83.6%), real time positioning while delivering the service (n=567, 81.7%), and one-key alarm equipment (n=590, 85.0%) were necessary for better implementation of the program. More than half of the respondents (n=416, 60%) had an optimistic attitude toward the development of the Sharing Nurse program in China. However, only 19.4% (n=135) of the respondents expressed their willingness to be a “shared nurse.” Further analyses found that nurses with a master’s degree or above (χ²=28.835, P<.001) or from tertiary hospitals (χ²=18.669, P<.001) were more likely to be aware of the Sharing Nurse program and that male nurses were more willing to be shared nurses (Z=–2.275, P=.02).

Conclusions: The Chinese Sharing Nurse program is still in its infancy and many refinements are needed before it can be implemented nationwide. Generally, Chinese nurses are positive about the Sharing Nurse program and are willing to participate if the program is thoroughly regulated and supervised.

(J Med Internet Res 2020;22(7):e16644) doi:10.2196/16644
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Introduction

Home visiting is a strategy to deliver various nursing or medical services to families or individuals within their home environment for an extended period of time [1,2]. Nurse home visits are employed in a number of settings, from managing acute or chronic illnesses to aiding the overall health and well-being of the patient. Home visits are also used to ease
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adults into outpatient settings from inpatient settings. Home visits play an important role in enhancing health and independency, as well as providing high quality end-of-life care to older adults [3,4].

Home visiting nurses, in the provision of their services, have the opportunity to tailor the services to meet a family’s unique needs more effectively [5,6]. Home visiting programs also allow qualified professionals to build a rapport with families, which may not be possible during other types of interventions [7,8]. Home visiting has also been shown to lead to many positive health outcomes. These include improved daily functioning among adults who are disabled, which may reduce Medicaid medical costs [9]; increase quality of life and increased number of days free of asthma symptoms for patients with asthma [10]; reduce child abuse and neglect; and improve child development and parenting outcomes [11-14].

Home visiting has been widely practiced in the United Kingdom, the United States, and many other developed countries. In the United Kingdom, home visiting programs have been expanded since 2005, delivering services to 16,000 disadvantaged new parents each year [15]. In the United States, about US $1.5 billion had been proposed by President Barack Obama’s 2014 Budget to maintain and expand evidence-based voluntary home visiting services [16]. In Germany, since 2012, the federal and local governments have spent €102 million (US $115 million) each year to expand home visiting programs [17].

Nurse home visiting services in China are generally provided by community health care nurses, which began in the late 1990s [18]. Community health care involves a wide range of services such as disease prevention, rehabilitation, health education, and family planning guidance [19]. However, it is seen that community health care nurses remain at community health centers or stations, waiting passively for patients to arrive [18], instead of going into homes to provide health care, even though home visiting is one of their responsibilities. As a result, the traditional community health care service cannot meet the rising needs of at-home-services propelled by the large and continuous increase in the ageing population [20]. In response to this situation, the online nursing service platform (or “Sharing Nurse” platform)—where patients can request registered nurses to visit them at home and provide nursing services—emerged in China.

The Sharing Nurse platform originated as early as 2016 in the Shandong Province and has since spread to other provinces as well as first-tier cities such as Beijing, Shanghai, Guangzhou, and Shenzhen [21]. However, it did not receive official recognition until 2019. On February 12, 2019, the National Health Commission announced that they were launching a pilot Sharing Nurse program as part of the “Internet Plus” initiative for nursing care in six provinces and metropolitan cities (ie, Beijing, Tianjin, Shanghai, Jiangsu, Zhejiang, and Guangdong), as well as some capital cities and regions across the country [22].

The Sharing Nurse Program refers to the use of internet technology (ie, mobile apps, online websites, or other internet-based platforms) to facilitate home visiting nursing service delivery. To our knowledge, there are currently more than 20 Sharing Nurse apps in China. These apps or websites collect and verify the information of registered nurses who want to be part of the program (“shared nurses”). Clients register on the apps or websites to make an online appointment to reserve or order medical services, choose nurses to deliver services based on their preferences, and decide when and where the services are expected to be delivered. The appointed nurse then arrives at the scheduled time with the required medication and equipment to provide the ordered services [23]. After the service is completed, clients can evaluate the nurse’s service and provide feedback on the platform. Currently, services provided by shared nurses include intramuscular injection, intravenous injection, collecting blood samples, and special care like newborn examinations or urethral catheterization, among others [24].

Unlike the home visiting nurses in many developed countries who are employed by agencies specializing in home visiting services, the Chinese shared nurses, in addition to delivering home visiting services through the sharing platforms, are registered nurses affiliated with approved medical institutions (hospitals, community health care centers, and private clinics), and routinely serve in the medical institutions in which they are employed.

The Sharing Nurse program enables clients to actively use health care services without going to the community care centers or stations. As a new health care delivery mode, the program’s quality and effectiveness is heavily dependent on both nurses and clients. Nurses’ perceptions, such as acceptance of the program, as well as concerns, needs, and perceived benefits of being a shared nurse can greatly influence their willingness and motivation to participate in the program and to provide high-quality care. Eventually the success of the program also depends on how the government addresses the nurses’ concerns and needs. However, research regarding nurses’ perceptions (ie, acceptance, concerns, needs, and perceived benefits) of the Sharing Nurse program is still scarce. To address this gap, we conducted a questionnaire survey to assess nurses’ perceptions of the program, as well as their willingness to be a shared nurse.

Methods

Design and Participants

A cross-sectional survey was conducted, both online and offline, in Jinan, China, from March to May 2019. A convenience sampling method was used to recruit registered nurses from two tertiary hospitals, one secondary hospital, seven community health centers, and four private hospitals in the capital city of Shandong Province, where the Sharing Nurse platform originated. The eligibility criterion for the nurses’ participation in this study was more than 1 year of bedside nursing experience. A final sample of 694 nurses completed the questionnaires. The method of inducting participants is illustrated in the flow chart (Figure 1).
Figure 1. Flow diagram of the participants recruitment and questionnaires screening.

Measurements

Sociodemographic Information

The sociodemographic items were age, gender, professional title (nurse, senior nurse, nurse-in-charge, associate director, or director of nurses), years of work experience, educational background, and level of the affiliated hospital (tertiary hospital, secondary hospital, community hospital, or private hospital).

Nurses’ Perceptions of the Sharing Nurse Program

We developed a questionnaire to assess nurses’ perceptions of the Sharing Nurse program following these steps. First, we created an initial version of the questionnaire by developing items based on existing literature and interviews with a panel of 20 clinical nurses. Second, an expert panel comprising of two health care researchers, a senior nurse, and a community nurse refined these items. Third, five nurses took a pretest of the questionnaire and modifications were made according to their feedback to obtain the final version of the questionnaire.

The final version of the questionnaire contained five questions concerning nurses’ familiarity with the Sharing Nurse program, whether they have ever been a shared nurse before, and reasons why they do not try to become a “shared nurse”; seven questions about their concerns about the program, rated on a 5-point Likert scale (1=“strongly unconcerned” to 5=“strongly concerned”); seven questions about the possible needs of shared nurses, rated on a 5-point Likert scale (1=“strongly disagree” to 5=“strongly agree”); four questions about the perceived benefits of the program, rated on a 5-point Likert scale (1=“strongly disagree” to 5=“strongly agree”), and one question about their willingness to be a shared nurse (response options including “willing to,” “not willing to until regulations are refined,” and “not willing to even though regulations refined”).

Data Collection

First, hospitals of different levels were selected to enable us to explore possible variations in nurses’ perceptions of the program across all hospital levels. At each chosen hospital, researchers distributed the questionnaires to nurses on site. To reach out to more nurses, such as those who were not on duty, we also
distributed electronic questionnaires (e-questionnaires) in the WeChat work group of the hospitals by using an online questionnaire platform Wenjuanxing. In the e-questionnaire, we added an extra question: “Have you ever attempted this questionnaire before?” at the end of the questionnaire to filter duplicate respondents. The willingness to participate, and thus provide informed consent, was determined at the receipt of the completed questionnaire. This study was approved by the Ethical Committees of Shandong University School of Nursing (Reference Numbers: 2019-R-009).

Data Analysis

Descriptive statistics were used to describe the respondents’ sociodemographic and work-related information, as well as their responses to the questions regarding their perceptions of the Sharing Nurse program. A comparison analysis was conducted to test whether the perception differed by age, gender, educational background, and hospital levels using a chi-square test, Kruskal-Wallis tests, or the Mann-Whitney U test. For all tests, the significance level was set at $P \leq .05$. Data analysis was performed using SPSS 22.0 software (IBM Corp).

Results

Demographic and Work-Related Characteristics of the Participants

Of the 694 participants, 672 were female and 22 were male. The age of the participants ranged from 20 to 55 (mean 30.5, SD 6.8) years. The participants had been practicing clinical nursing for an average of 8.5 (SD 7.1) years. The highest percentage of the total 694 nurses (n=313, 45.1%) were from tertiary hospitals, 207 (29.9%) were from secondary hospitals, 81 (11.7%) were from community health care centers, and 114 (16.4%) were from private hospitals. Regarding their educational background, 210 (30.2%) held an associate’s degree, 449 (64.7%) held a bachelor’s degree, and 13 (1.9%) held a masters’ degree or above. Concerning the distribution of nurses according to their different titles, 260 (37.5%) were nurses (junior title for the nursing profession), 275 (39.6%) were senior nurses, 143 (20.6%) were nurses-in-charge, and 7 (1.0%) were either associate directors or directors of nurses.

Perceptions of the Sharing Nurse Program

Close to half of the participants (300/694, 43.2%) were not aware of the Sharing Nurse program. Considering the nurses who knew about the program, only 6 had actually delivered services through a “Sharing Nurse” app. According to their answers, the factors that kept nurses from being a shared nurse included concern about personal safety (128/688, 18.6%), unclear regulations (126/688, 18.4%), lack of time (289/688, 42%), and dearth of energy (275/688, 40%). The concerns of the nurses are presented in Table 1.

Table 1. Concerns about home visiting as a shared nurse (N=694).

<table>
<thead>
<tr>
<th>Concerns</th>
<th>Strongly uninterested, n (%)</th>
<th>Partially uninterested, n (%)</th>
<th>Neither concerned nor unconcerned, n (%)</th>
<th>Partially concerned, n (%)</th>
<th>Strongly concerned, n (%)</th>
<th>Missing, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personal safety</td>
<td>16 (2.3)</td>
<td>9 (1.3)</td>
<td>57 (8.2)</td>
<td>82 (11.8)</td>
<td>522 (75.2)</td>
<td>8 (1.2)</td>
</tr>
<tr>
<td>Information security</td>
<td>26 (3.7)</td>
<td>38 (5.5)</td>
<td>97 (14)</td>
<td>143 (20.6)</td>
<td>383 (55.2)</td>
<td>7 (1)</td>
</tr>
<tr>
<td>Service quality supervision</td>
<td>18 (2.6)</td>
<td>25 (3.6)</td>
<td>120 (17.3)</td>
<td>164 (23.6)</td>
<td>357 (51.4)</td>
<td>10 (1.4)</td>
</tr>
<tr>
<td>Public recognition about shared nurse</td>
<td>33 (4.8)</td>
<td>35 (5.0)</td>
<td>128 (18.4)</td>
<td>145 (20.9)</td>
<td>345 (49.7)</td>
<td>8 (1.2)</td>
</tr>
<tr>
<td>Division of liability in medical disputes</td>
<td>11 (1.6)</td>
<td>8 (1.2)</td>
<td>41 (5.9)</td>
<td>59 (8.5)</td>
<td>568 (81.8)</td>
<td>7 (1.0)</td>
</tr>
<tr>
<td>Medical waste management</td>
<td>56 (8.1)</td>
<td>63 (9.1)</td>
<td>147 (21.2)</td>
<td>120 (17.3)</td>
<td>301 (43.4)</td>
<td>7 (1.0)</td>
</tr>
<tr>
<td>Service quality at home</td>
<td>18 (2.6)</td>
<td>25 (3.6)</td>
<td>120 (17.3)</td>
<td>164 (23.6)</td>
<td>357 (51.4)</td>
<td>10 (1.4)</td>
</tr>
</tbody>
</table>

Regarding the services that the participants think a shared nurse can deliver at home, the top three choices were blood collection for laboratory tests (489/694, 70.6%), intramuscular injection (473/694, 68.1%), and health education (508/694, 73.3%). The majority of the participants thought that at least 5 years of experience in bedside practice and the title of senior nurse were necessary qualifications to be a shared nurse. Participants stated that they would consider being a shared nurse if they could obtain customized insurance (611/694, 88%), program training (488/694, 70.3%), clear statements on shared nurses’ rights and duties (580/694, 83.6%), real time position tracking services while delivering service (567/694, 81.7%), and alarm equipment (590/694, 85.0%). A few nurses also regarded video recording of the service procedure as essential. Table 2 presents the full details of these answers.
Table 2. Needs to meet to consider to be a shared nurse of participants (N=694).

<table>
<thead>
<tr>
<th>Needs</th>
<th>Strongly disagree, n (%)</th>
<th>Partially disagree, n (%)</th>
<th>Neither agree nor disagree, n (%)</th>
<th>Partially agree, n (%)</th>
<th>Strongly agree, n (%)</th>
<th>Missing, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Permits from the hospital</td>
<td>12 (1.7)</td>
<td>9 (1.3)</td>
<td>50 (7.2)</td>
<td>49 (7.1)</td>
<td>562 (81.0)</td>
<td>12 (1.7)</td>
</tr>
<tr>
<td>Insurance</td>
<td>12 (1.7)</td>
<td>4 (0.6)</td>
<td>22 (3.2)</td>
<td>34 (4.9)</td>
<td>611 (88.0)</td>
<td>11 (1.6)</td>
</tr>
<tr>
<td>Video recording of the service procedure</td>
<td>30 (4.3)</td>
<td>30 (4.3)</td>
<td>90 (13.0)</td>
<td>104 (15.0)</td>
<td>427 (61.5)</td>
<td>13 (1.9)</td>
</tr>
<tr>
<td>Clear statements about shared nurses' rights and duties</td>
<td>9 (1.3)</td>
<td>6 (0.9)</td>
<td>28 (4.0)</td>
<td>58 (8.4)</td>
<td>580 (83.6)</td>
<td>13 (1.9)</td>
</tr>
<tr>
<td>Real time position tracking while delivering service</td>
<td>14 (2.0)</td>
<td>8 (1.2)</td>
<td>37 (5.3)</td>
<td>57 (8.2)</td>
<td>567 (81.7)</td>
<td>11 (1.6)</td>
</tr>
<tr>
<td>Alarm equipment</td>
<td>10 (1.4)</td>
<td>3 (0.4)</td>
<td>26 (3.7)</td>
<td>54 (7.8)</td>
<td>590 (85.0)</td>
<td>11 (1.6)</td>
</tr>
<tr>
<td>Program training</td>
<td>11 (1.6)</td>
<td>12 (1.7)</td>
<td>69 (9.9)</td>
<td>101 (14.6)</td>
<td>488 (70.3)</td>
<td>13 (1.9)</td>
</tr>
</tbody>
</table>

More than half of the 694 participating nurses regarded the program as beneficial in terms of increasing public access to nursing care (n=483, 69.6%), extra income for nurses (n=402, 57.9%), preventing nurse turnover (n=371, 53.3%), and saving on health care costs (n=375, 54.0%). More than half (n=416, 60.0%) of the participants were optimistic about the program and were willing to be a shared nurse if there were clear and thorough regulations and supervision (Table 3).

Table 3. Perceived benefits toward sharing nurse program in China of participants (n=694).

<table>
<thead>
<tr>
<th>Benefits</th>
<th>Strongly disagree, n (%)</th>
<th>Partially disagree, n (%)</th>
<th>Neither agree nor disagree, n (%)</th>
<th>Partially agree, n (%)</th>
<th>Strongly agree, n (%)</th>
<th>Missing, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>More access to nursing care</td>
<td>40 (5.8)</td>
<td>29 (4.2)</td>
<td>129 (18.6)</td>
<td>140 (20.2)</td>
<td>343 (49.4)</td>
<td>13 (1.9)</td>
</tr>
<tr>
<td>Extra source of income for nurse</td>
<td>58 (8.4)</td>
<td>45 (6.5)</td>
<td>175 (25.2)</td>
<td>145 (20.9)</td>
<td>257 (37.0)</td>
<td>14 (2.0)</td>
</tr>
<tr>
<td>Preventing nurse turnover</td>
<td>82 (11.8)</td>
<td>66 (9.5)</td>
<td>160 (23.1)</td>
<td>119 (17.1)</td>
<td>252 (36.2)</td>
<td>15 (2.2)</td>
</tr>
<tr>
<td>Saving health costs for patients</td>
<td>66 (9.5)</td>
<td>57 (8.2)</td>
<td>182 (26.2)</td>
<td>129 (18.6)</td>
<td>246 (35.4)</td>
<td>14 (2.0)</td>
</tr>
</tbody>
</table>

Variations in Perceptions of the Sharing Nurse Program

It was seen that older nurses ($\chi^2=32.926, P<.001$), nurses with higher levels of education ($\chi^2=28.835, P<.001$), and nurses from tertiary hospitals were more likely to be aware of the program. Male nurses were more willing to be shared nurses than female nurses ($Z=-2.275, P=.02$; see Tables 4 and 5).
Table 4. Nurses who were aware of the sharing nurse platform.

<table>
<thead>
<tr>
<th>Groups</th>
<th>Participants, n/N (%)</th>
<th>Chi-square (df)</th>
<th>P value</th>
<th>Post hoc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A &lt;25</td>
<td>47/120 (39.2)</td>
<td>32.926 (3)</td>
<td>&lt;.001</td>
<td>C&gt;B, B&gt;A</td>
</tr>
<tr>
<td>B 25-34</td>
<td>235/423 (55.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C 35-44</td>
<td>81/108 (75.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D ≥45</td>
<td>30/43 (69.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td>.048</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>17/22 (77.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>376/672 (56.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education background</td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>D&gt;C, C&gt;B, D&gt;A</td>
</tr>
<tr>
<td>A Diploma degree</td>
<td>8/22 (36.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B Associate’s degree</td>
<td>93/210 (45.1)</td>
<td>28.835 (3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C Bachelor’s degree</td>
<td>271/449 (63.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D Master’s degree or above</td>
<td>13/13 (100.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Levels of working hospital</td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>A&gt;B, A&gt;D</td>
</tr>
<tr>
<td>A Tertiary hospital</td>
<td>205/313 (65.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B Secondary hospital</td>
<td>87/181 (48.1)</td>
<td>18.669 (3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C Community health center</td>
<td>42/81 (51.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D Private hospital</td>
<td>57/114 (50.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aN/A: not applicable.
Table 5. Attitude toward the perspective of the sharing nursing program.

<table>
<thead>
<tr>
<th>Groups</th>
<th>Likert scale(^a), median (IQR)</th>
<th>Kruskal-Wallis test</th>
<th>Z score</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25</td>
<td>2 (2-3)</td>
<td>0.008</td>
<td>N/A(^b)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>25-34</td>
<td>2 (2-3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-44</td>
<td>2 (2-3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥45</td>
<td>2 (2-3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2 (2-3.25)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2 (2-3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education background</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diploma degree</td>
<td>3 (1-3)</td>
<td>0.824</td>
<td>N/A</td>
<td>.84</td>
</tr>
<tr>
<td>Associate degree</td>
<td>2 (2-3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor degree</td>
<td>2 (2-3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Master degree or above</td>
<td>2 (2-3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Levels of working hospital</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tertiary hospital</td>
<td>2 (2-3)</td>
<td>0.095</td>
<td>N/A</td>
<td>.99</td>
</tr>
<tr>
<td>Secondary hospital</td>
<td>2 (2-3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community health center</td>
<td>2 (2-3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private hospital</td>
<td>2 (2-3)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)The item was rated on a 5-point Likert scale (1: extremely optimistic, 2: optimistic, 3: neither optimistic nor pessimistic, 4: pessimistic, 5: extremely pessimistic).
\(^b\)N/A: not applicable.

Discussion

To the best of our knowledge, this is the first study conducted to assess nurses’ perceptions of the Sharing Nurse program in China. Nurses were specifically targeted because they are the executive body of the Sharing Nurse program; therefore, their perceptions and insights are of vital importance to policy makers and for the effective implementation of the program.

We found that almost half (300/694, 43.2%) of the participants did not know about the ongoing Sharing Nurse program. This may be because the survey was conducted less than 1 month after the program was officially piloted, and therefore, there was limited time for the nurses to learn about it. It may also be because the official announcement had not been disseminated widely and efficiently, or the employer hospitals or community health care centers had not made attempts to take part in the program.

Home visiting should be a part of community-based family support services [1]. In fact, the health care system in China emphasizes the central role of community health care nurses in primary care and home visiting services [25,26]. However, the results showed that nurses from the community health centers were less likely to be aware of the Sharing Nurse program. Cogdill [27] found that nurses with a master’s degree were more perceptive to information needs more frequently than their colleagues. The low rate of community health care nurses who were aware of the Sharing Nurse program indicates, on the one hand, that community nurses, most of whom hold a diploma or associate’s degree, lack information. On the other hand, this also reflects a flaw in policy promotion among community health care centers, which should be the frontier of the Sharing Nurse program implementation.

The main reasons for the respondents not willing to be a shared nurse were work stresses, as 40% (275/688) of nurses reported they did not have time or energy after work. This is consistent with previous study findings in England and Australia, where nurses have reported that administrative work not related to the practical task of delivering home visits was a significant barrier to home visiting work [28]. In the study city, shared nurses affiliated to approved medical institutions have to sacrifice their own time to deliver home visiting services through Sharing Nurse platforms, which adds more stress to their already high level of workload [29]. China also faces a shortage of nurses, and the growth in the number of health care professionals does not meet the increasing demand [30]. The Sharing Nurse program is expected to reduce this imbalance in a more efficient way. Therefore, the number of nurses should be expanded to attract more individuals to the nursing profession and better motivate nurses to engage in the program.

Safety issues are also a major concern about the program that the respondents shared. Studies in other countries have found that clients who received home visiting services without prior knowledge were inclined to report concerns about their safety.
because they did not seek help but had been identified by others as potential beneficiaries of home visiting programs [31,32]. This can result in clients feeling vulnerable and powerless when they allow service providers into their homes [33]. Although we did not find any literature on clients’ safety concerns related to the Sharing Nurse program, we found that more than two-thirds of nurses were concerned about their personal safety. Thus, the safety of visiting homes is a concern not only for the clients but also for the nurses. Hence, to better implement the Sharing Nurse program, efforts should be made to ensure the nurses’ personal safety. There are many suggested measures to enhance home visiting safety. For example, the Sharing Nurse platforms verify the accuracy of information the clients upload, such as location, service requirements, and identity. The government may carry out strict inspections of the platforms. Necessary protective equipment such as real time positioning and alarm equipment could be provided to the shared nurses while delivering the home visiting service.

Liability division, when medical disputes occur while delivering a home visiting service through a Sharing Nurse platform, was found to be another major concern for the participating nurses. This concern relates to problems such as defining and dealing with medical disputes related to the services at home and whether accidents that happen to nurses when they are on the way to or back from the clients’ home are workplace accidents or not. This demonstrates that there is a need for clear regulations and practical guidelines. This is supported by the finding that over 80% (580/694) of the respondents agreed that “clear statements about shared nurses’ rights and duties” is necessary to the consideration of being a shared nurse. Previous findings also showed that the absence of related policies and practical guidelines was one of the major organizational barriers for Korean nurses to implement home visiting services [34].

Our study found that insurance is regarded by nurses to be essential to improve the program. Home visiting nurses face unique and complex risks in their workplaces as well as uncertainties on their way to and from clients’ homes. These nurses need insurance support including traffic accident insurance and personal accident insurance. Previous studies have also pointed out that a lack of professional indemnity insurance is an obstacle both for the employment of nurses and for the fulfilling of their professional role [35]. Additionally, during a labor shortage, employment-based benefits such as insurance can be used to help recruit and retain nurses [36]. Therefore, we recommend the formulation of customized insurance options for shared nurses by policy makers and relevant agencies.

Well-planned and effective preservice and ongoing training contributes to home visitor readiness and prepares them for the demands of the job [37]. According to our participants, program training is also needed. We, therefore, suggest tailoring nursing education and training to include aspects of home visiting for the benefit of prospective home visiting nurses.

Additionally, more than half of the respondents agreed that the program could be beneficial in saving on health care costs for patients, providing extra income for nurses, and preventing nurse turnover. Considering patients’ possible health care savings, the result is consistent with previous findings that home visiting could save costs such as parking fees, travel time, and time off work associated with travelling to a clinic [38]. It also cancels out the waiting time in hospital lines [24]. Shared nurses on the sharing nurse apps generally earn ¥100-300 (US $14–42) per visit for their services, which is more than what they could earn for their daily work [39]. Evidence [40,41] has shown that higher wages are associated with less turnover. The extra income, more flexibility, and the opportunities that the Sharing Nurse program offers make it more attractive to join the program.

The limitations of this study cannot be ignored. First, the participants in this study all came from one city in Shandong Province, which is not an official piloting area of the Sharing Nurse program. Nevertheless, Jinan is one of the earliest cities where the platform originated. Second, the convenience sampling method limits the generalizability of our findings. However, the sample of this study was purposefully selected to cover various levels of health care that are typical to China to explore differing perceptions among clinical nurses from different settings. Third, we only explored the perceptions of the Sharing Nurse program from nurses’ perspective, not from clients’ perspective. Future studies focusing on clients’ perceptions and the actual effectiveness of the program are warranted.

China’s Sharing Nurse program is a new way to facilitate home visiting services. However, in the early stage of the program, the awareness of the nurse program was low. The major concerns of the program include unclear liability division when medical disputes occur and potential personal safety issues. The participating nurses identified several needs that must be met for them to become a shared nurse, including insurance, permits from their employers, clear instructions concerning rights and duties, real time positioning while delivering the service, and one-key alarm equipment. Although the participating nurses noted many barriers of becoming a shared nurse, most of them held an optimistic view of the program and expressed their willingness to be part of it once regulations and practical guidelines are refined. The findings contribute to promoting knowledge about China’s Sharing Nurse program and, hopefully, provide implications for further refinement and regulations of the program.
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Abstract

Background: Gift giving, which has been a heavily debated topic in health care for many years, is considered as a way of expressing gratitude and to be beneficial for the physician-patient relationship within a reasonable range. However, not much work has been done to examine the influence of gift giving on physicians’ service quality, especially in the online health care environment.

Objective: This study addressed the consequences of gift giving by mining and analyzing the dynamic physician-patient interaction processes in an online health community. Specifically, gift types (affective or instrumental) based on the motivations and physician-patient tie strength were carefully considered to account for differences in physicians’ service quality.

Methods: The dynamic interaction processes (involving 3154 gifts) between 267 physicians and 14,187 patients from a well-known online health community in China (haodf.com) were analyzed to obtain empirical results.

Results: Our results reveal that patient gift giving inspires physicians to improve their service quality as measured by physicians’ more detailed responses and improved bedside manner, and the degree of influence varied according to the strength of the physician-patient tie. Moreover, affective gifts and instrumental gifts had different effects in improving physicians’ service quality online.

Conclusions: This study is among the first to explore gift giving in online health communities providing both important theoretical and practical contributions. All of our results suggest that gift giving online is of great significance to promoting effective physician-patient communication and is conducive to the relief of physician-patient conflicts.

(J Med Internet Res 2020;22(7):e18569) doi:10.2196/18569
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Introduction

Background

Online health communities have recently emerged as an important channel for seeking medical information and physicians’ help [1], improving the physician-patient relationship [2], and raising the level of public health [3]. The Pew Research Center reported that 59% of American adults had searched for health information online [4]. An increasing number of scholars have been paying specific attention to patient [5,6] or physician [7-9] behaviors in online health communities. However, little is known about how patient behaviors influence physician behaviors.

Patient behaviors online can be mainly divided into purchase and review behaviors. The former has already been investigated in a large number of studies. With respect to review behaviors,
positive behaviors were shown to account for almost 99% of all reviews (calculated based on data collected on Haodf.com [10]), which might be due to the unequal relationships between patients and physicians. Among the various ways of expressing gratitude, gift giving is popular among patients, although this behavior has been widely questioned by the public [11]. One cause of these debates is that the possible impact of gift giving on the service quality of physicians remains unclear. Both academia and industries have raised the question as to whether patients buy gifts for physicians in fear of receiving poor treatment rather than as a gesture of expressing gratitude [12]. To address these questions, we have been exploring patients’ motivations of gift giving as well as the impact of gift giving on physician behavior (ie, service quality).

Within a reasonable rage, gift giving has benefits for emotional expression and relationship building in interpersonal communication [13] and can be considered to be a benefit for the physician-patient relationship. From the patient perspective, on the one hand, gifts can be used to express gratitude. On the other hand, gift giving helps to reassure patients that physicians will be more likely to fulfill their responsibilities after receiving gifts. From the physician perspective, on the one hand, gifts from patients make them feel respected and recognized for their efforts. On the other hand, gifts may inspire them to improve service quality.

Despite recognition of the many advantages of gift giving for both patients and physicians, these effects should also be empirically examined. To the best of our knowledge, only one study has investigated the relationships between gift giving and physicians’ service delivery to date [14]. However, the influence according to gift types distinguished by motivations has not been given full consideration. Moreover, the influences of gift giving on physicians may demonstrate time effects, which have also not been analyzed. In the previous study, service quality was measured by the physicians’ response speed to patients’ question. Response speed, as a dimension of service quality, will ultimately influence patients’ perceived service quality. However, we believe that the quality of the reply content to the question may be more important and highly valued by patients.

To extend existing studies, we systematically analyzed the motivations and effects of gift giving in online health care. First, gifts were classified into affective gifts and instrumental gifts based on different motives [15]. All gifts that physicians received were judged and categorized based on the complete interaction process (including gift giving) between physicians and patients. The different effects of affective and instrumental gifts on physicians’ service quality were further examined. Second, the degree of intimacy of the physician-patient relationship (ie, the tie strength) may influence the effects of gift exchange [16] and was also considered in our study. Third, the time effects of gift giving were comprehensively analyzed to obtain conclusions that can offer more practical guidance to patients. Fourth, the level of detail and emotional support of the physician’s replies were used to measure service quality. Therefore, the specific research questions in this study were as follows: (1) Does gift giving influence physicians’ service quality in online health communities? (2) Are the effects of different types of gifts (affective and instrumental gifts) on physicians’ service quality consistent? (3) How does the physician-patient tie strength moderate the relationships between gift giving and service quality? and (4) Does gift giving show time effects on service quality?

To address these questions, we adopted a quantitative approach and examined the effect of gift giving for the whole interaction process on physicians’ service quality by analyzing longitudinal data gathered from a popular online health community in China, Haodf.com [10].

**Gift Theory**

Gift exchange plays a vital role in social interactions [17]. Gift theory, which involves the norm of reciprocity and explains why gift givers frequently receive return gifts, provides a suitable theoretical basis for this study.

The principle of reciprocity, which is considered as a benefit for individuals participating in social exchange, is often defined as a set of socially accepted trading rules in which one party provides resources to the other and obliges the other to return the favor [18]. The reciprocity principle is the internal cause of continuous communication between people since people will always repay each other owing to the nature of mutual indebtedness within the principle [19]. Moreover, referring to the partition manner of gifts in sociology, we divide gifts into affective and instrumental gifts based on different motives. Affective and instrumental gifts are defined as having “emotional expression” and “utilitarian purpose,” respectively. However, both affective and instrumental elements, with different proportions, rarely exist in the process of gift exchange simultaneously. Hence, the gift type in our study was defined as the major element in a given exchange.

**Professional Identity**

Professional identity is defined as how one perceives the goals, social values, and other factors of their profession, and how this is communicated to others [20]. Relevant literature has paid more attention to the professional identity of physicians, nurses, and teachers; there are diverse definitions of professional identity in different fields [21,22], although this identity is of relevance for each worker. Only when one recognizes the occupation they are engaged in can they become more devoted to the work, exert their full potential, and realize their value in the course of the work. Studies concerning professional identity have revealed that high professional identity can be viewed as a unique way of shaping a good professional image, whereas the absence of such identity may drive one to leave the field [23]. Furthermore, professional identity can be enhanced through recognition and encouragement from others [24].

**Tie Strength Theory**

Following prior studies, tie strength is defined as the level of intimacy and interaction between individuals. Granovetter [25] conducted a comprehensive study to define and classify tie strength, which was categorized according to weak and strong ties defined by “unfamiliar interpersonal relations” and “familiar interpersonal relations,” respectively. Thus, strong ties reflect closer relationships and more frequent interactions compared to weak ties [26]. Therefore, in the context of online health
communities, tie strength can be considered to consist of two dimensions, intimacy and interaction, which are measured by the cumulative number of gifts and interaction times, respectively. Strong ties can provide material and reliable support, whereas weak ties, along with multiple information, cannot [27]. Hence, the strength of ties determines the quality of the information available and the likelihood that individuals will achieve their goals [28].

We therefore framed our study based on these perspectives to examine how tie strength influences the effect of giving gifts in online health communities. The judgment on gift types and the subsequent attitude about gift giving will both be influenced by the relationships between receivers and givers [29].

Specifically, gift giving is more likely to be accepted when the two sides are in a close relationship such as family, romantic partnership, friendship, and even geographical proximity. However, the receivers can easily suspect the motives of the gift, which will then be refused when the receivers and givers are strangers. Hence, we surmise that tie strength will not only moderate the impact of gift giving on physicians’ service quality but will also influence the physicians’ judgment of gift types.

Research Model and Hypotheses

Figure 1 shows the proposed research model based on the above theoretical background. To understand the relationships among several constructs, we proposed and tested several hypotheses.

Figure 1. Conceptual model.

Gift theory states that receivers will have the moral norm and obligation of returning the favor because of the reciprocity norm [30]. Online virtual gifts provide physicians with economic and honorary utility. Therefore, physicians always face the obligation and motivation to reciprocate patients after receiving a gift. Considering the online health care environment, we believe that physicians may improve their service quality to patients after receiving a gift, leading to the following hypothesis (H1): gifts help improve physicians’ service quality in online health communities.

Previous studies based on the offline environment found that gift exchange offers a way to connect socially [31]. However, gifts provided at different times and different communication stages may have different effects. Even if we consider that all gifts are beneficial to the improvement of physicians’ service quality, gifts with different purposes may have different effects. Kirchler and Palan [32] tested the value of unconditional nonmonetary gifts as a way to improve health worker performance in a low-income country health setting, and found that unconditional nonmonetary gifts enhanced performance by 20% over 6 weeks compared to conditional nonmonetary gifts.

Affective gifts are used to express the givers’ appreciation, regardless of the possibility of return, whereas instrumental gifts are often given for a utilitarian purpose. Compared with instrumental gifts, affective gifts can provide not only economic benefits and improvement of online reputation [33] but also encouragement and recognition from patients, which can in turn enhance the professional identity of physicians and then inspire them to improve their service quality. Based on these perspectives, we developed our second hypothesis (H2) as follows: compared with instrumental gifts, affective gifts will be more effective in improving physicians’ service quality.

Tie strength affects the quality of the information available and the likelihood that individuals will achieve their goals; a strong tie helps to obtain a gift that is more expensive and valuable [27]. When a patient and a physician know each other well, affectivity and compulsoriness will play major roles in their interaction process [26]. In such a situation, physicians always serve patients conscientiously. Therefore, a strong tie may weaken the effect of gift giving on physicians’ service quality, leading us to establish the following hypothesis (H3a): tie strength negatively moderates the relationships between patients’ gift giving and physicians’ service quality.

The lower the degree of intimacy between givers and receivers, the more likely people regard gifts with utilitarian features [29]. Therefore, tie strength may affect the receiver’s judgment on the motivations of gifts. Specifically, strong ties between physicians and patients decrease the feelings of physicians on the differences between affective and instrumental characteristics. A strong tie between a physician and patient will mitigate the effects of gift types on the physician’s behavior. Based on these perspectives, we developed the following hypothesis (H3b): tie strength mitigates the difference of the effect of gift type on physicians’ service quality.
Methods

Research Context
To test the research hypotheses, we collected data from one of the most popular online health communities, Haodf.com [10], which was established in 2006 in China. More than 490,000 physicians from 7500 hospitals are currently working on the site. Haodf.com creates a homepage for each physician (see Figure 2; all screenshots of web pages were translated to English for clarity). For each physician, the entire interaction process with all patients is archived on the site. The interaction process includes the communicator (physician or patient), time, and content (physician-patient dialog or patient gift giving) for each interaction. An example of the interaction process is shown in Figure 3. Data collection was facilitated since most of the physician-patient interaction processes on Haodf.com are public, except for a few processes that are encrypted for privacy protection.

Figure 2. Physician’s homepage.
Sample and Data Collection

To reduce the influence of disease types, we only included physicians who treat patients with diabetes as our sample. We developed a crawler to automatically download information, including physicians’ information and each physician-patient interaction content, on Haodf.com. We collected the data on March 25, 2018, and the entire process was conducted for 1 week. After downloading, cleaning up, and matching information processes, 217,458 interactions ($X_1$) between 14,187 patients and 267 physicians were included in our model.

The data cleaning and processing (see Figure 4) were broken down into the following steps: (1) cleaning missing data, in which the records for patients’ purchase behaviors (see example in Figure 5) and physicians’ replies by voice messages (see example in Figure 6) were deleted, resulting in 212,303 records ($X_2$) retained; (2) records integration ($X_3$) from each physician-patient interaction process per day to ensure communication continuity; and (3) gift giving judgment, in which each record in $X_3$ was divided into two records based on the first gift giving behavior, namely prior to and after gift giving. Finally, 28,546 records ($X_4$) were included in our model.
Figure 4. Data cleaning and processing.

Original data: 217,458 ($X_1$)

Missing data cleaning
- Purchase record
- Voice message record

Retained data: 212,303 ($X_2$)

Records integration

Retained data: 14,273 ($X_3$)

Gift giving judgment

Final data: 28,546 ($X_4$)

Figure 5. Patient’s purchase process.

Using paid service
Patient *** has purchased 1 written consultation service (200 RMH) from ** doctor

Status: After
2018-07-10
Judgment of Gift Types and Tie Strength
Judgment of gift types and tie strength was based on text mining.

Manual Coding for Gift Types
Gift types were judged according to whether gift giving occurred in conjunction with patients’ questions. An instrumental gift is one that is purposefully given to physicians (eg, with the goal of obtaining better service). Therefore, gifts that are given close to a patient’s questions were considered to be instrumental gifts (see Figure 7 for an example); otherwise, the gift was considered to be affective (see Figure 8 for an example). With respect to the judgment of whether the dialog involved a question, two assistants with a research background in medical informatics were trained to recognize patients’ questions based on the keywords shown in Multimedia Appendix 1. One hundred whole interaction processes, including 300 dialogs between patients and physicians, were chosen at random and assigned to be judged. The two assistants coded the contents of the 300 dialogs independently, and consistent judgment was obtained for 296 (98.7%) dialogs. After analyzing the remaining ambiguous dialogs, consistent judgments were reached. Finally, one assistant was assigned to code the remaining contents.

Figure 6. Physician’s reply by voice message.

Figure 7. Instrumental gift example.

Figure 8. Affective gift example.
Measurement of Tie Strength

Tie strength was measured based on the cumulative quantity of gifts and conversations. A conversation includes a question and a reply. Therefore, the tie strength will increase as the number of physician replies increases. We standardized the cumulative quantity of gifts and conversations, respectively, and tie strength was calculated according to the following formula: standardized number of gifts + standardized number of physician replies.

Variables and Empirical Models

The empirical variables included in our model are shown in Table 1. As the dependent variable, we used the ratio of average word count for a physician to respond to the patient in dialog $i$ as a measure of service quality. More words contain more information. Specifically, a long reply may cover solutions for the question from all aspects and offer a detailed explanation of each aspect. In addition, a long reply may reflect the physician’s patience and serious attitude to their patients. We also considered that a long question may lead to a long reply. Therefore, we also controlled for the word count from the patient’s question. The formula is as follows: word count ratio $= \ln(\text{average word count for physician dialog } i) / \ln(\text{average word count for patient in dialog } i)$. 
Three independent variables were included in our study: (1) whether physician $j$ received gifts in dialog $i$ (gift giving), (2) gift type (affective or instrumental), and (3) tie strength.

To control for heterogeneity among physicians, we collected physicians’ information online. Haodf.com provides three primary services for physicians to choose whether to provide, including written consultation, phone consultation, and an outpatient service appointment (details can be found in [33]). Three dummy variables were used to measure the three services. If a physician provided a written or phone consultation, the service price was also included in the model. The physician’s professional title (chief, associate chief, or attending physician) evaluated by the health sector was also included. The detailed explanations for other control variables are provided in Table 1.

Our analyses were conducted in two steps. In the first step, multiple linear regression was used to explore the impacts of patients’ gift giving (whether to give a gift) on physicians’ service quality. In the second step, based on the situation in which gift giving occurred, the impacts of gift types and tie strength on physicians’ service quality were examined.

Therefore, only dialogs including gift giving were included in this step. Our empirical models for each step are as follows:

Step 1: Word count ratio = $\alpha_{ij} + \alpha_i \times GiftGiving_{ij} + \alpha_2 \times Control_j + \epsilon_{ij}$

Step 2: Word count ratio = $\alpha'_{ij} + \alpha'_i \times GiftGiving_{ij} + \alpha'_2 \times Control_j + \epsilon'_{ij}$

Word count ratio = $\alpha''_{ij} + \alpha''_{i} \times GiftGiving_{ij} + \alpha''_{2} \times TieStrength_{ij} + \alpha''_{4} \times Control_j + \epsilon''_{ij}$

Word count ratio = $\alpha'''_{ij} + \alpha'''_{i} \times GiftType_{ij} + \alpha'''_{2} \times TieStrength_{ij} + \alpha'''_{4} \times Control_j + \epsilon'''_{ij}$

where $i$ denotes a dialog and $j$ denotes a physician; $\alpha$ is the coefficient to be estimated. $Control_i$ represents the control variables for physician $j$, and $\epsilon$ is the standard error.

*Table 1. Variables description.*

<table>
<thead>
<tr>
<th>Variable</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio_WordCount$_{ij}$ (Dependent variable)</td>
<td>The ratio of average word counts for physician $j$ to that of the patient in dialog $i$</td>
</tr>
<tr>
<td><strong>Independent variables</strong></td>
<td></td>
</tr>
<tr>
<td>GiftGiving$_{ij}$</td>
<td>Dummy variable in which “1” represents a gift has been sent and “0” represents no gift</td>
</tr>
<tr>
<td>GiftType$_{ij}$</td>
<td>Dummy variable in which “1” represents an instrumental gift and “0” represents an affective gift</td>
</tr>
<tr>
<td>TieStrength$_{ij}$</td>
<td>Summation of standardized interaction times and the standardized cumulative number of gifts</td>
</tr>
<tr>
<td><strong>Control variables</strong></td>
<td></td>
</tr>
<tr>
<td>Phone$_j$</td>
<td>Dummy variable in which “1” represents that the physician provides phone consultation and “0” represents no phone consultation</td>
</tr>
<tr>
<td>Written$_j$</td>
<td>Dummy variable in which “1” represents that the physician provides written consultation and “0” represents no written consultation</td>
</tr>
<tr>
<td>Outpatient$_j$</td>
<td>Dummy variable in which “1” represents that the physician provides outpatient service appointments and “0” represents no appointment provision</td>
</tr>
<tr>
<td>PhonePrice$_j$</td>
<td>Service price for phone consultation service set by the physician</td>
</tr>
<tr>
<td>WrittenPrice$_j$</td>
<td>Service price for written consultation service set by the physician</td>
</tr>
<tr>
<td>Thank-you Letter$_j$</td>
<td>Number of thank-you letters that physician $j$ received</td>
</tr>
<tr>
<td>No. Gifts$_j$</td>
<td>Number of gifts that physician $j$ received</td>
</tr>
<tr>
<td>Contribution$_j$</td>
<td>Calculated by site to measure the effort of physician $j$</td>
</tr>
<tr>
<td>No. Patients$_j$</td>
<td>Number of patients that physician $j$ consulted</td>
</tr>
<tr>
<td>Recommendation$_j$</td>
<td>Total number of votes for each physician from patients</td>
</tr>
<tr>
<td>Title$_j$</td>
<td>Dummy variable in which “1” represents that physician $j$ is a chief physician and “0” otherwise</td>
</tr>
<tr>
<td>City$_j$</td>
<td>Economics of the city where the hospital is located to measure patients’ consumption capacity. Expressed as a dummy variable in which “1” represents that the physician works in a first-tier city and “0” otherwise</td>
</tr>
<tr>
<td>Level$_j$</td>
<td>Evaluated by the government reflecting the hospital’s ability, equipment, and technology. Expressed as a dummy variable in which “1” represents that the physician works in a “III A” level hospital and “0” otherwise</td>
</tr>
</tbody>
</table>
Results

Descriptive Statistics and Correlations
The descriptive statistics and correlations for the key variables are presented in Multimedia Appendix 2. Independent variables were significantly related to the dependent variable. The correlation matrix showed no serious multicollinearity, which assured obtaining reliable results.

Empirical Results
The multiple linear regression method was applied to examine the effect of patients' gift giving on physicians' service quality, and the empirical results are shown as Model 1 (adjusted $R^2=0.018$, $F_{\text{change}}=19.774$, $P<.001$) and Model 2 (adjusted $R^2=0.027$, $F_{\text{change}}=27.171$, $P<.001$). We found that the decision to give gifts positively influenced physicians' service quality, thereby supporting hypothesis H1 (Table 2).

We then investigated the impacts of gift types and tie strength on physicians’ service quality. The results are shown in Model 3 (adjusted $R^2=0.031$, $F_{\text{change}}=19.737$, $P<.001$). Compared with instrumental gifts, affective gifts had a stronger influence on physicians’ service quality, thereby supporting hypothesis H2 (Table 2).

In Model 4 (adjusted $R^2=0.017$, $F_{\text{change}}=11.184$, $P<.001$), we examined the moderating effect of tie strength on the relationship between gift giving and physicians’ service quality. We found that the relationship between patients’ gift giving and physicians’ service quality was smaller when they had a strong tie (Table 2). In Model 5 (adjusted $R^2=0.035$, $F_{\text{change}}=19.071$, $P<.001$), a positive moderating effect of tie strength on the relationship between gift types and physicians’ service quality was identified (Table 2). The relationship between gift types and physicians’ service quality was smaller when there was a strong tie between the physician and patient, thereby supporting hypotheses H3a and H3b.
Table 2. Regression results on associations of gift giving and physical service quality.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Step 1, ( \beta ) (SE)</th>
<th>( P ) value</th>
<th>Step 2, ( \beta ) (SE)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>3.251 (0.344)</td>
<td>&lt;.001</td>
<td>2.972 (0.344)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PhonePrice</td>
<td>-0.034 (0.033)</td>
<td>.18</td>
<td>-0.017 (0.033)</td>
<td>.18</td>
</tr>
<tr>
<td>WrittenPrice</td>
<td>-0.040 (0.031)</td>
<td>.30</td>
<td>-0.052 (0.031)</td>
<td>.21</td>
</tr>
<tr>
<td>Outpatient</td>
<td>0.099 (0.035)</td>
<td>.009</td>
<td>0.111 (0.034)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Thank-you Letter</td>
<td>0.194 (0.033)</td>
<td>&lt;.001</td>
<td>0.183 (0.033)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Contribution</td>
<td>-0.088 (0.060)</td>
<td>.31</td>
<td>-0.056 (0.060)</td>
<td>.31</td>
</tr>
<tr>
<td>No. Gifts</td>
<td>-0.172 (0.030)</td>
<td>&lt;.001</td>
<td>-0.188 (0.030)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No. Patients</td>
<td>0.315 (0.060)</td>
<td>&lt;.001</td>
<td>0.306 (0.059)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Recommendation</td>
<td>-0.493 (0.076)</td>
<td>&lt;.001</td>
<td>-0.506 (0.076)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Title</td>
<td>0.026 (0.035)</td>
<td>.54</td>
<td>0.020 (0.035)</td>
<td>.55</td>
</tr>
<tr>
<td>City</td>
<td>0.083 (0.040)</td>
<td>.06</td>
<td>0.088 (0.040)</td>
<td>.06</td>
</tr>
<tr>
<td>Level</td>
<td>-0.292 (0.048)</td>
<td>&lt;.001</td>
<td>-0.285 (0.048)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>GiftGiving</td>
<td>N/A*</td>
<td>N/A</td>
<td>0.300 (0.029)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>GiftType</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>GiftGiving ( \times ) TieStrength</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>GiftType ( \times ) TieStrength</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(a\) N/A: not applicable.

**Robustness Check**

The dependent variable in our study was physicians’ service quality, which was measured by the ratio of the average word count for a physician in the patient in dialog \( i \). Specifically, we divided the logarithm of the average word count for a physician by the logarithm of the average word count for the patient to calculate physicians’ service quality. Robustness was calculated by dividing the average word count for a physician by that of the patient (see Table 3). These values were consistent with the main results of the model in Table 2, which assured the good robustness of the results.
Table 3. Robustness check.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Step 1, $\beta$ (SE)</th>
<th>Step 2, $\beta$ (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1$^a$ P value</td>
<td>Model 2$^b$ P value</td>
</tr>
<tr>
<td>GiftGiving</td>
<td>N/A$^f$</td>
<td>1.154 (.692)</td>
</tr>
<tr>
<td>GiftType</td>
<td>N/A</td>
<td>-7.332 (.828)</td>
</tr>
<tr>
<td>GiftGiving $\times$ TieStrength</td>
<td>N/A</td>
<td>-1.707 (.533)</td>
</tr>
<tr>
<td>GiftType $\times$ TieStrength</td>
<td>N/A</td>
<td>3.866 (1.681)</td>
</tr>
</tbody>
</table>

$^a$Adjusted $R^2$=.014, $F_{\text{change}}=15.907, P<.001$.

$^b$Adjusted $R^2$=.014, $F_{\text{change}}=14.816, P<.001$.

$^c$Adjusted $R^2$=.027, $F_{\text{change}}=17.007, P<.001$.

$^d$Adjusted $R^2$=.017, $F_{\text{change}}=11.226, P<.001$.

$^e$Adjusted $R^2$=.029, $F_{\text{change}}=15.899, P<.001$.

$^f$N/A: not applicable.

Posthoc Analysis

We further tested the impacts of gift giving on physicians’ bedside manner, which is also important for patients and a dimension of service quality. Text mining was used to analyze physicians’ replies and to judge their attitude. TextMind, a psychoanalytic software system developed by the Chinese Academy of Sciences for language analysis (especially for Chinese), was used for this analysis. This software has been widely used to analyze various characteristics of the text content in previous studies (eg [34]). By using TextMind, we conducted a sentimental analysis for physicians’ text content. The specific process is shown in Multimedia Appendix 3.

The average number of the physician positive sentiment words in each dialog was used to measure the physician’s bedside manner. As shown in Table 4, we found a positive impact of gift giving on physicians’ bedside manner; however, the impact was smaller when the tie strength was strong (Model 2). In addition, compared with instrumental gifts, affective gifts had a greater impact on physicians’ bedside manner (Model 3), but the gap was reduced when the tie strength was stronger (Model 5). These results are consistent with our main results, indicating that gift giving works effectively with respect to both the physicians’ reply and bedside manner.

Table 4. Empirical model results for physician bedside manner.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Step 1, $\beta$ (SE)</th>
<th>Step 2, $\beta$ (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1$^a$ P value</td>
<td>Model 2$^b$ P value</td>
</tr>
<tr>
<td>GiftGiving</td>
<td>N/A$^f$</td>
<td>0.342 (.023)</td>
</tr>
<tr>
<td>GiftType</td>
<td>N/A</td>
<td>-0.348 (.030)</td>
</tr>
<tr>
<td>GiftGiving $\times$ TieStrength</td>
<td>N/A</td>
<td>-0.164 (.024)</td>
</tr>
<tr>
<td>GiftType $\times$ TieStrength</td>
<td>N/A</td>
<td>0.232 (0.062)</td>
</tr>
</tbody>
</table>

$^a$Adjusted $R^2$=.028, $F_{\text{change}}=16.743, P<.001$.

$^b$Adjusted $R^2$=.064, $F_{\text{change}}=34.801, P<.001$.

$^c$Adjusted $R^2$=.056, $F_{\text{change}}=19.318, P<.001$.

$^d$Adjusted $R^2$=.078, $F_{\text{change}}=26.869, P<.001$.

$^e$Adjusted $R^2$=.091, $F_{\text{change}}=27.562, P<.001$.

$^f$N/A: not applicable.
Discussion

Principal Findings

The aim of this study was to determine the main motivations and effects of online virtual gift giving on physicians’ service quality in online health communities using text mining and econometric methods. Specifically, we evaluated the impact of whether to give gifts and gift types systematically. Moreover, tie strength was carefully considered in the model as it may influence the effects of gift giving. Further, both the physicians’ reply and bedside manner were used to measure service quality. The empirical results support all of our hypotheses.

Gift giving can enhance physicians’ service quality, which was proven in our model and is consistent with prior studies [14]. As an important tool in social interactions [17], gift exchange is beneficial for individuals to participate in social contact. A reciprocity norm exists among people and is scrupulously obeyed; that is, people always repay each other for the mutual indebtedness within the reciprocity principle [19]. For example, in return for gifts from employers, workers will be more productive [35]. Therefore, we believe that physicians will improve their service quality when they have received gifts from patients under the reciprocity principle. In addition, gifts provide psychological gratification to the physician, as gifts from patients make them feel respected and recognized for their effort, and thus inspire them to improve their service quality.

Gifts with different motivations had different effects on influencing physicians’ behaviors. We extended existing studies on gift types (eg, [15]) by investigating the consequences for giving different types of gifts, and found that although gift giving can inspire physicians to improve their quality overall, affective gifts play a more prominent role in enhancing quality compared with instrumental gifts. Our results are consistent with a previous study [32] that examined the impact of unconditional nonmonetary gifts on health worker performance in a low-income country in which unconditional nonmonetary gifts improved the performance of workers by 20% in 6 weeks compared with conditional nonmonetary gifts. Affective gifts are unconditional nonmonetary gifts, and instrumental gifts are similar to conditional nonmonetary gifts.

With respect to the moderating effects of tie strength between physicians and patients, we found that the more familiar a physician is with their patient, the role of whether to send gifts and gift type on physician service quality is decreased. Strong ties improve people’s trust and obligation. Although weak ties play an important role in information transmission, a strong tie helps to obtain something more expensive and valuable [27]. Specifically, a strong tie between a physician and their patient will mitigate the effects of whether to send gifts and gift types on the physician’s behavior. Our results suggest that a strong tie helps patients obtain high-quality medical services from physicians in an online health environment.

Based on the systematic empirical analyses on the motivation and effects of gift giving in an online health community, we have revealed the nature and mechanism of online gift giving. The value of the gift ranges from 5 to 200 RMB (approximately US $1 to $30), which is too small to be judged as “a red envelope” (cash wrapped in an envelope). Furthermore, an online virtual gift can improve the efficiency of physician-patient communication and contribute to the establishment of a good physician-patient relationship.

Theoretical Implications

This study contributes to theory from four aspects. First, to the best of our knowledge, this study is among the first to explore the motivations and consequences of gift giving in online health communities. Although previous studies have questioned the value of gift giving in the health sector (mainly in hospital settings) and even treat gift giving as a reason to explain the current tense physician-patient relationship and moral reduction in the medical field [36,37], the specific factors that influence gift giving in an online health environment have been unknown. In contrast to the study of Zhao et al [14], both the details of reply and bedside manner of physicians were included as potential consequences of gift giving in our study. Therefore, we empirically confirmed the role of gift giving in an online health environment.

Second, this study contributes to gift theory and tie strength theory by empirically examining the different effects of gift giving on receiver behaviors in different giver-receiver relationships, which were measured by tie strength. By using unique interaction data between physicians and patients in an online forum, this study revealed significant moderating effects of tie strength on the relationships between gift giving and physicians’ behaviors. Our results suggest that environmental factors need to be carefully considered to make an accurate judgment on the effects of gift giving.

Third, to the best of our knowledge, this study is among the first to empirically explore the different effects of gift types, especially in health care. Based on the characteristics of both affective and instrumental gifts, we first coded each gift by analyzing the whole interaction process between physicians and patients and then examined their respective effects. These results contribute to the current literature on gift giving by demonstrating that these two types of gifts have different impacts on the improvement of physicians’ service quality.

Fourth, this study contributes to prior studies by using a large sample with a real operation date and analysis under strict criteria. Compared with survey data, our data were collected from the open transaction platform and are therefore more practical. Moreover, text mining was used to conduct sentiment analysis of the whole interaction content between physicians and patients. Text mining can help to obtain more comprehensive and accurate information with respect to an individual’s emotion.

Practical Implications

The practice of gift giving has been questioned since it was first launched on online health communities, even though patients are not obligated to buy physicians gifts. Therefore, exploring the motivations and impacts of gift giving in medical services in online health communities is important because it can provide guidance on how to improve communication efficiency. All of our results suggest that giving online virtual gifts is of
considerable significance to promoting effective physician-patient communication and is conducive to the relief of physician-patient conflicts. This study offers several important practical implications for both online health community users and administrators.

For patients, a gift can be provided to physicians when the patient desires better service, as we found that digital gifts may lead to a satisfactory reply during the interaction between patients and physicians. Moreover, patients should be aware that the gift will be more powerful when their relationship with the physician is more alienated. In addition, it is better to give an affective gift in the early stage of the interaction, as these types of gifts have a more powerful influence when the patient and the physician are strangers.

For administrators of online health communities, a more useful mechanism should be established to encourage patients to give digital gifts to the physician when necessary, such as construction of a more convenient interface. In addition, reminders can be set for patients to send a gift to physicians at the right time. Moreover, the site should not immoderately encourage patients to give gifts to physicians. The original objective of the gift-giving function is to provide a channel for patients to express their appreciation to physicians. Excessive gift giving will obstruct the development of good relations between physicians and patients. Therefore, we suggest that the administrators of online health communities set a suitable mechanism to moderate guidance for gift giving.

Limitations and Future Research
The limitations of this study can offer potential directions for future research. First, we did not obtain information on patients such as age, gender, and occupation, as patient information is rarely disclosed on the online health communities in China for privacy protection. Future research can attempt to obtain more thorough data or to eliminate the influences of patient characteristics using more complex techniques or methods. Second, as the number of physician replies by voice messages in the physician-patient interact process was very small, we deleted these from our analysis. However, voice messages may also include relevant information and may be more important than text messages as voice can convey emotion. Future studies should therefore attempt to obtain more data on voice content and useful related information.
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Abstract

Background: Academics in all disciplines increasingly use social media to share their publications on the internet, reaching out to different audiences. In the last few years, specific indicators of social media impact have been developed (eg, Altmetrics), to complement traditional bibliometric indicators (eg, citation count and h-index). In health research, it is unclear whether social media impact also translates into research impact.

Objective: The primary aim of this study was to systematically review the literature on the impact of using social media on the dissemination of health research. The secondary aim was to assess the correlation between Altmetrics and traditional citation-based metrics.

Methods: We conducted a systematic review to identify studies that evaluated the use of social media to disseminate research published in health-related journals. We specifically looked at studies that described experimental or correlational studies linking the use of social media with outcomes related to bibliometrics. We searched the Medical Literature Analysis and Retrieval System Online (MEDLINE), Excerpta Medica dataBASE (EMBASE), and Cumulative Index to Nursing and Allied Health Literature (CINAHL) databases using a predefined search strategy (International Prospective Register of Systematic Reviews: CRD42017057709). We conducted independent and duplicate study selection and data extraction. Given the heterogeneity of the included studies, we summarized the findings through a narrative synthesis.

Results: Of a total of 18,624 retrieved citations, we included 51 studies: 7 (14%) impact studies (answering the primary aim) and 44 (86%) correlational studies (answering the secondary aim). Impact studies reported mixed results with several limitations, including the use of interventions of inappropriately low intensity and short duration. The majority of correlational studies suggested a positive association between traditional bibliometrics and social media metrics (eg, number of mentions) in health research.

Conclusions: We have identified suggestive yet inconclusive evidence on the impact of using social media to increase the number of citations in health research. Further studies with better design are needed to assess the causal link between social media impact and bibliometrics.

(J Med Internet Res 2020;22(7):e15607) doi:10.2196/15607
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Introduction

Social Media and Its Impact in Health Research

Individual researchers and academic institutions use social media to disseminate their research findings to a broad audience that includes the public and health care practitioners. According to Carr and Hayes [1], social media can be broadly defined as “internet-based, disentrenched, and persistent channels of mass personal communication facilitating perceptions of interactions among users, deriving value primarily from user-generated content”. For example, social media can be used by clinicians who would benefit from the findings in dealing with patients. A recent scoping review of the literature on social media use in health research revealed that social media are increasingly used to recruit patients, collect data, and establish and maintain user engagement, especially in the name of research dissemination [2]. At the same time, in the era of the internet and web 2.0 technologies that allow content generation and sharing [3], social media have been increasingly used as a source for measuring the impact of research, as they contribute to knowledge generation, dissemination, and translation [4]. Indeed, social media are increasingly required to measure their research performance and demonstrate the value of their research to governments and funding organizations [5]. Researchers in the domain of health and medical sciences have been particularly concerned about demonstrating the impact of their work as it usually bears implications for public health [6]. Hence, measuring the impact of health research is essential for influencing policy-making processes, improving health systems, and health-related socioeconomic impact [6]. According to the research impact framework (RIF) for health research [4], the domain of research-related impact is generally and traditionally evaluated according to conventional and traditional bibliometric approaches, which generally include the number of citations, the impact factor (IF), or the h-index [7]. Some academic institutions in the United States, Canada, and Europe started including social media impact as an evaluation criterion in their tenure and promotion policies [8]. According to the systematic review by Cruz Rivera et al [6] on the impact of health care research, researchers should consider indicators such as “the number of reads for published articles; article download rate and number of journal webpage visits; and citations rates in non-journal media such as newspapers and mass and social media (ie, Twitter and blogs)”.

Researchers can now discuss their papers and share their publications on various social networking sites [9] or with the general public interested in their topic. Using typology of social media by Constantinides and Fountain [10], health researchers can use 5 types of dissemination platforms: (1) blogs or web-based journals; (2) social networking sites, such as Facebook or Twitter, or professionally oriented platforms such as LinkedIn, ResearchGate, and Academia, which have recently emerged as social networking sites for academics [11]; (3) content communities; (4) forums or bulletin boards; and (5) content aggregators, such as Diigo, CiteULike, Delicious, Evernote, or through reference management software such as EndNote, Mendeley, RefWorks, Papers, and Zotero. These software companies have developed proprietary communities of users who share citations. In this way, an article can reach new and widespread audiences, broader than those of the limited subscribers of academic journals whose content is generally protected by paywalls. Some publishers have also embraced the movement of social media dissemination by including options for authors to semiautomatically share their output on academic content aggregators that include dashboards to measure the reach and impact of social media posts, based on the link or digital object identifier (DOI) associated with each article. Examples include free platforms such as the nonprofit-owned ImpactStory; or the profit-oriented Kudos, independent from publishing houses; or Publons, owned and managed by Clarivate Analytics; and PlumX [12], owned by Elsevier.

Social Media Impact Measures

How is social media impact defined and measured? In the late 1990s, researchers started studying the phenomenon of internet-based dissemination of knowledge and information, forging the terms of webometrics or cybermetrics [13]. In 2010, a group of researchers defined a new set of metrics, Altmetrics (which stands for alternative metrics) that include web-based metrics (eg, number of link shares, likes, tweets, and views) and qualitative data that are complementary to traditional, citation-based metrics [14]. The so-called Altmetrics attention score (AAS) includes various indices of performance of a paper, such as the number of views; the number of discussions on social media (tweets, Facebook posts, and Wikipedia pages); recommendations (eg, Faculty of 1000); saved articles on popular social bookmarking services such as Mendeley or CiteULike; and the number of citations obtained from Google Scholar, CrossRef, PubMed Central, and Scopus [15]. Despite some intrinsic limitations—as the AAS can be inflated by self-citations, automatic retweeting, or sharing on various social media platforms [7]—Altmetrics is considered the current standard for measuring the impact of research on the internet and beyond [14-16]. Similar to the number of citations, the number of social media mentions of an article is a function of time since its publication. In 2011, Eysenbach published, in this journal, a seminal paper entitled, Can tweets predict citation metrics on social media [17]. The author proposed a set of measures for social media impact that would account for the dimension of time. The paper introduced the concepts of Tweetations, Twimpactfactor, and Twindex. Tweetations were defined as “citations in a tweet,” that is, tweets mentioning the exact journal article URL (hence excluding links to DOI, PubMed entries, or other links). The twimpact factor was defined as the “cumulative number of tweetations within n days after publication” (eg, tw7 means the total number of tweetations after 7 days) [17]. The Twindex (or tweeting index) was defined as a “metric ranging from 0 to 100 indicating the relative standing of an article compared to other articles.” It is based on a percentile, rank-ordering of an article by tweetations, relative to other articles published in the same journal, which were published around the same time [17]. The author recommended that papers investigating the relationship between citations and social media mentions should adjust for time since the publication of an article (or specify a timeframe when these metrics were obtained), journal type,
seasonal variations, and other possible confounders that might explain a nonlinear distribution of social media mentions.

Social Media and Bibliometrics

How is social media dissemination related to citations? Social media dissemination is generally associated with the higher reach of an article. Some research, sponsored by Academia.edu, showed that by sharing an article on this specific academic, social networking site, a researcher could receive up to 69% more citations over 5 years [18]. In Eysenbach’s (2011) paper, the author found a positive correlation between social media and subsequent citations and social media [17]. However, to what extent is there a causal link between the use of social media and subsequent citations? In other words, what is the impact of social media on citations and bibliometric indicators? To the best of our knowledge, to date, there is only one experimental study, using a randomized controlled trial (RCT) design, that has clearly shown a causal relationship between subsequent citations and the dissemination of articles through a proprietary web-based distribution platform (TrendMD) [19]. Although TrendMD does not meet the definition of social media as intended in this paper [1], as it is not based on user-generated content, but on content that is pushed by an algorithm of sponsored recommendations, the study provides a useful benchmark. The authors found significant effects on citations and Mendeley saves for the intervention group (TrendMD) compared with the control (no diffusion on TrendMD) after 6 and 12 months [19]. In addition, the intervention had positive effects on citations at both 6 and 12 months for articles in the area of health and medical sciences [19]. However, evidence from systematic reviews on this matter seems to be scarce. A basic search for systematic reviews on Altmetrics on Google Scholar, on April 2, 2019 (in titles of articles) yielded only 24 results, 3 of which were reviews: 1 systematic review mapping the evidence for marketing research [20] and 2 literature reviews on Altmetrics used for generic scholarly research output [21,22]. In terms of health research, the review evidence is also limited. To the best of our knowledge, there is only one ongoing systematic review—whose protocol is registered in the International Prospective Register of Systematic Reviews (PROSPERO) [23]—that is aimed at evaluating the use of social media to disseminate research findings among health care professionals. A similar research conducted on April 2, 2019, on PubMed, yielded 18 hits, 2 of which were systematic reviews: the first focused on medical research output and reported significant associations between Altmetrics and traditional citations, without linking measures of impact [24]; the second is a systematic review of reviews and meta-analyses and focused on the evaluation of methodological quality in the domain of skin psoriasis [25]. The latter reported that a journal’s IF could predict the number of tweets, whereas the years of publication and number of Mendeley readers predicted the number of citations on Google Scholar. Nevertheless, the authors concluded there does not seem to be a connection between scientific quality, social media, activity, and article usage [25]. Therefore, the primary aim of this study was to systematically review the literature on the impact of using social media on the dissemination of health research. The secondary aim was to assess the correlation between Altmetrics and traditional citation-based metrics.

Methods

Protocol and Eligibility Criteria

We developed a priori protocol for this systematic review and registered it in the PROSPERO database (CRD42017057709) [23]. This review focuses on health research, which includes biomedical, epidemiological, clinical, public health, and health systems research [26]. The inclusion criteria were as follows:

- **Population**: The unit of analysis of this review is studies (ie, study reports) published in health-related journals, including primary and secondary research, and editorials.
- **Interventions/exposures**: For both aims, we included studies that evaluated the use of social media to disseminate health research, which reported the outcomes described below. In the protocol, we included examples of social media and web 2.0 applications, defined as “a group of internet-based applications that build on the ideological and technological foundations of web 2.0, and that allow the creation and exchange of user generated content” [27]. Web 2.0 applications included interactive websites, blogging platforms, social networking, and social sharing sites, as described in the Introduction section.
- **Comparator**: The comparator for the primary aim (assessing the impact) was not using social media.
- **Outcome measures**: To be included, studies had to report measures of research dissemination such as traditional bibliometrics, Altmetrics, or webometrics indicators. Traditional bibliometric indicators were defined as quantitative data and statistics to publications such as journal articles and their accompanying citation counts. Altmetrics were defined as web-sourced metrics and qualitative data that are complementary to traditional, citation-based bibliometrics [15]. Webometrics were defined as the study of the quantitative aspects of the construction and use of information resources, structures, and technologies on the web, by drawing on bibliometric and infometric approaches [13]. Studies were included if they measured Altmetrics about webometrics and traditional bibliometrics, without any restrictions to any specific types of metrics.
- **Study design**: Experimental studies (eg, RCTs and nonrandomized studies or cohort studies), case series, and case studies.
- **Publication type**: We included original research papers, including scientific meeting abstracts or research letters, if they contained sufficient information to fill the extraction forms.

Search Strategy

We searched the following electronic databases on July 12, 2017: Medical Literature Analysis and Retrieval System Online (MEDLINE; access via Ovid), Excerpta Medica database (EMBASE; access via Ovid), and Cumulative Index to Nursing and Allied Health Literature (CINAHL; access via EBSCO). We updated the searches on August 22, 2019. We developed a
search strategy with the help of a health information specialist with experience in systematic reviews. The search strategy encompassed 2 main concepts: social media (based on the search strategy of a related systematic review by one of the authors [28]) and impact on dissemination (including bibliometrics, Altmetric and academic impact). The search strategy used both keywords and medical subject heading terms. The search strategies used are provided in Multimedia Appendix 1.

We did not use language restrictions. We did restrict the search timeframe by using the start date of January 2005, the year of the introduction of the web 2.0 concept [3]. We also reviewed the reference lists of relevant papers and searched our files for both published and unpublished studies.

Selection Process

Before starting the selection process, we conducted calibration exercises to train the reviewers and clarify the eligibility criteria. In all, 3 reviewers (EWA, MC, and ASR) and 2 research assistants screened the titles and abstracts of identified references in duplicate and independently for potential eligibility.

We obtained the full texts for all references judged as potentially eligible by at least one reviewer through our local library. For articles not found through the library, we searched on Google, Google Scholar, ResearchGate, or Academia.edu to locate self-archived copies. We contacted corresponding authors via ResearchGate or emailed them to obtain a copy of the articles. Then, the same 3 reviewers screened the full texts in duplicate and independently for eligibility, using a standardized pilot-tested full-text screening form. Once acceptable interrater reliability was achieved, the reviewers completed the selection tasks independently. All disagreements were resolved by discussion and with the help of a third reviewer (MB), who double-checked all decisions and confirmed the reasons for exclusion.

We assessed the interrater reliability for titles and abstract screening using Gwet AC1 index, as it is less prone to bias when there is a large disproportion in binary categories (ie, excluded vs included articles) that are not judged as relevant [29,30]. We also extracted details about whether the paper: (1) reported social media metrics adjusted for time (eg, Twimpact factor) or provided a rationale for selecting a timeframe to assess the relationship, (2) included social media metrics that adjust for some kind of confounders (eg, using Twindex metric or stratifying by article type and/or topic), (3) the type of correlation test used (eg, using Spearman rho and/or Pearson r), and (4) explored the correlation using scatterplots or employed tests for nonlinear relationships (eg, log-linear and/or nonparametric tests).

Data Synthesis

Given the heterogeneity of the included studies in terms of characteristics of the population, health area, study design, and reported outcomes (including P values and correlation coefficients), we summarized the findings through a narrative synthesis. In the summary tables included in this review, we reported P values and correlation coefficients and measures of effect sizes, as explicitly mentioned by the authors of the selected studies. We followed Journal of Medical Internet Research’s convention for reporting P values (3 digits) and correlation coefficients (2 digits). We included the text of the original source in quotation marks. For studies reporting correlations between social media and citation metrics, we defined the methodological quality of the paper using 4 indicators, using Eysenbach (2011) paper as a benchmark [17]: (1) appropriately adjusting for time, (2) appropriately adjusting for confounders, (3) appropriately exploring correlations, and (4) appropriately reporting nonlinear correlations tests and statistics. Appropriately adjusting for time means that the article accounted for the variability in the metric by time or specified a time when the social media metric was obtained about the time of data analysis. Appropriately adjusting for confounders means that the social media metric was adjusted for confounders, such as journal type, article type, and for the journal and the season, for example by using the Twindex metric, which is a percentile ranking relative to other articles published in the same journal and the same period. Appropriately exploring correlations involves the authors checking for correlations between social media metrics and bibliometrics by inspecting
scatterplots. Appropriate reporting of tests for nonlinear correlations, such as Spearman rho correlations, log-linear tests of relationships, or other statistics, was based on ranking for non-normal distributions in the citations and social media mentions. We used the following scoring convention: (1) accounting for the time when selecting the data timeframe or acknowledging the role of time since publication (+) and adjusting the social media metric for time (++); (2) appropriately adjusting for confounders such as article type, topic, and/or subject (+) and seasonality or time factors using Twindex or similar metrics that account for the relative ranking of the article to the journal and season (++); (3) appropriately exploring correlations by including scatterplots (+); and (4) appropriately reporting nonlinear correlation tests and statistics (+) as well as log-linear relationship tests (++).

Results

Study Selection

Figure 1 shows the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flow diagram. Searches in the selected electronic databases yielded 13,576 records in July 2017 and 5048 in August 2019, totaling 18,624. Of these, 577 were selected for full-text screening, following a duplicate and independent selection process. The level of agreement at the title and abstract screening phase was high (mean Gwet AC1 0.96, SD 0.03). Similarly, we excluded 521 of 577 full-text records, achieving a substantial interrater agreement (mean Kappa 0.69, SD 0.22; mean Gwet AC1 0.77, SD 0.04). We excluded these 521 articles for the following reasons (a list of excluded records is provided in Multimedia Appendix 2): 198 did not discuss health-related research; 116 discussed social media application use, but not for disseminating research; 105 were not original research articles (ie, editorials, commentaries, conceptual papers, literature reviews, praising the use of social media for research dissemination); 54 did not report relevant study outcomes (ie, focusing either on Altmetrics, social media, or citation metrics separately); and 18 were records discussing the use of social media to increase the impact of a journal. Other reasons for exclusion were as follows: 26 were duplicates and 4 were citations of conference abstracts. After consensus-seeking discussions, we judged 56 records as eligible for inclusion in this systematic review, representing 51 unique studies, as 5 studies presented the same data in different publications (an abstract followed by a publication in a journal). The studies were by Amath [32,33], Hayon [34], Knight [35,36], Nolte [37,38], and O’Connor [39,40]. A total of 5 articles included only a conference abstract but were deemed to provide sufficient data for inclusion [41-45].
Characteristics of the Included Studies
A total of 7 of 51 studies (14%), as they presented some interventions that tested the use of social media to disseminate research articles. The main characteristics of impact studies are summarized in Table 1. In all, 86% (44/51) studies were categorized as correlational studies [16,17,25,32,34,36,38,39,41-45,53-83], as they described the associations between traditional bibliometrics and Altmetrics. Correlational studies were classified according to the number of quality indicators as follows: very good quality, with 4/4 indicators (7/44, 16% studies; Table 2); good quality, with 3/4 indicators (8/44, 18% studies; Table 3); fair quality, with 2/4 indicators (10/44, 23% studies; Table 4); poor quality, with 1/4 indicators (12/44, 27% studies; Table 5); and very poor quality, with 0/4 indicators (7/44, 16% studies; Table 6). Detailed information of all 51 studies is included in Multimedia Appendix 3. In the next paragraphs, the results are presented separately, following the primary and secondary aims of this study.

Figure 1. PRISMA flow diagram. MEDLINE=Medical Literature Analysis and Retrieval System Online, EMBASE=Excerpta Medica database, CINAHL=Cumulative Index to Nursing and Allied Health Literature.
<table>
<thead>
<tr>
<th>References</th>
<th>Health research area</th>
<th>Unit and period of analysis</th>
<th>Type of study</th>
<th>Social media interventions</th>
<th>Metrics reported</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allen, 2013 [48]</td>
<td>Clinical pain sciences</td>
<td>16 original research articles from PLOS ONE (2006-2011)</td>
<td>Quasi-experimental (before-after)</td>
<td>Blog posts shared on Facebook, Twitter, LinkedIn, and ResearchBlogging.org</td>
<td>Citations (Scopus); HTML views and PDF downloads</td>
<td>Significant increase in HTML and PDF views; no significant effect on citations approximately 1 year after publication</td>
</tr>
<tr>
<td>Cawcutt 2019 [50]</td>
<td>Women’s health</td>
<td>8 original research articles published in 8 journals (2018)</td>
<td>Quasi-experimental (before-after)</td>
<td>Tweets chatted during a Physician’s Weekly tweet chat event (#PWChat)</td>
<td>Article downloads; AAS</td>
<td>Increased AAS; increased downloads (statistical significance not reported)</td>
</tr>
<tr>
<td>Fox, 2015 [46]</td>
<td>Cardiology</td>
<td>243 articles, 121 intervention and 122 control, available from Circulation journal (2013-2014)</td>
<td>Experimental (RCTb)</td>
<td>Twitter and Facebook posts through the official circulation of social media accounts</td>
<td>HTML views and PDF downloads</td>
<td>No significant difference in 30 days' HTML views (and downloads)</td>
</tr>
<tr>
<td>Fox, 2016 [47]</td>
<td>Cardiology</td>
<td>152 articles, 74 intervention and 78 control, available from Circulation journal (2015)</td>
<td>Experimental (RCT)</td>
<td>Twitter and Facebook posts through the official circulation of social media accounts</td>
<td>HTML views and PDF downloads</td>
<td>No statistically significant difference in 6-day or 30-day page views (and downloads)</td>
</tr>
<tr>
<td>Hoang, 2015 [52]</td>
<td>Radiology</td>
<td>2 research articles appearing on the American Journal of Neuroradiology and the American Journal of Roentgenology (2013-2014)</td>
<td>Quasi-experimental (retrospective cohort)</td>
<td>Blog posts on Radiopaedia.org; podcast shared on Twitter and Facebook</td>
<td>HTML views and PDF downloads</td>
<td>Increased page views during the intervention; no increased activity beyond the podcast</td>
</tr>
<tr>
<td>Thoma, 2018 [51]</td>
<td>Emergency medicine</td>
<td>29 articles selected for intervention and control from the Canadian Journal of Emergency Medicine (2016)</td>
<td>Experimental (RCT)</td>
<td>Podcast or infographic or standard social media promotion through Twitter and Facebook</td>
<td>HTML views</td>
<td>Using podcasts and infographics was associated with increased Altmetric scores and abstract views but not full-text article views; they did not significantly increase full-text readership</td>
</tr>
<tr>
<td>Tonia, 2016 [49]</td>
<td>Public health</td>
<td>130 articles, 65 intervention and 65 control, from the International Journal of Public Health</td>
<td>Experimental (RCT)</td>
<td>International Journal of Public Health blog, Twitter, and Facebook accounts dissemination</td>
<td>Article abstract, PDF views, and downloads; citations; AAS</td>
<td>Number of downloads and the number of citations significantly correlated for all papers, with the correlation being stronger in the intervention group</td>
</tr>
</tbody>
</table>

aAAS: Altmetrics attention score.
bRCT: randomized controlled trial.
<table>
<thead>
<tr>
<th>Study ID and reference</th>
<th>Health research area/unit and period of analysis</th>
<th>Metrics reported</th>
<th>Results</th>
<th>Methodological quality indicators(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costas, 2015 [61]</td>
<td>Biomedical and health sciences; 217,115 articles in health sciences available from Wos(^b) (2011-2013)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (WoS(^b))</td>
<td>Positive relationship between number of Altmetrics and the average citation impact and citation scores</td>
<td>1 2 3 4</td>
</tr>
<tr>
<td>Delli, 2017 [64]</td>
<td>Dental medicine; 100 articles with highest AAS(^c) from Altmetric Explorer and JCR(^d) (2015)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (Scopus)</td>
<td>No significant correlation between Altmetrics and citations</td>
<td>1 2 3 4</td>
</tr>
<tr>
<td>Eysenbach, 2011 [17]</td>
<td>Medical informatics; 208 tweets including links to 286 JMIR(^e) articles (2008-2010)</td>
<td>Social media: Twitter-Bibliometrics: Citations (Google Scholar and Scopus)</td>
<td>Moderate correlations</td>
<td>1 2 3 4</td>
</tr>
<tr>
<td>Haustein, 2014 [16]</td>
<td>Biomedical and health sciences; 1,431,576 biomedical and health sciences articles available on PubMed (2010-2012)</td>
<td>Social media: Twitter; Altmetrics-Bibliometrics: Citations (WoS(^b))</td>
<td>Moderate correlations</td>
<td>1 2 3 4</td>
</tr>
<tr>
<td>Knight, 2014 [35,36]</td>
<td>Organ transplantation; 6979 articles with citation data available; 1346 with social media mention (2011-2012)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (Scopus)</td>
<td>Significant correlations between social media mentions and citations</td>
<td>1 2 3 4</td>
</tr>
<tr>
<td>Livas, 2018 [71]</td>
<td>Orthodontics; Top 200 articles in orthodontics available from Altmetrics Explorer (2017)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (Scopus)</td>
<td>No correlation was observed between Altmetrics score and citations</td>
<td>1 2 3 4</td>
</tr>
</tbody>
</table>

\(^a\)1: appropriately adjusting for time of the social media metric (+); 2: appropriately adjusting for confounders such as article type (+) and seasonality/time factors (++); 3: appropriately exploring correlations by including scatterplots (+); 4: appropriately reporting nonlinear correlations tests and statistics (+) as well as log-linear relationship tests (++).

\(^b\)WoS: Web of Science.

\(^c\)AAS: Altmetrics attention score.

\(^d\)JCR: Journal Citation Reports.

\(^e\)JMIR: Journal of Medical Internet Research.
Table 3. Characteristics of correlational studies of good quality (n=8).

<table>
<thead>
<tr>
<th>Study ID and reference</th>
<th>Health research area/unit and period of analysis</th>
<th>Metrics reported</th>
<th>Results</th>
<th>Methodological quality indicators&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dal-Ré, 2017 [62]</td>
<td>Medical sciences; 410 original investigations and 182 opinion articles published in the first 4 printed issues of 4 top-ranked general medicine journals and 1 top-ranked journal on 5 different medical specialties that provide Altmetric scores (2015-2016)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (Google Scholar)</td>
<td>AAS&lt;sup&gt;b&lt;/sup&gt; was strongly/moderately associated with citation count</td>
<td>++ − + +</td>
</tr>
<tr>
<td>Haustein, 2015 [66]</td>
<td>Biomedical and health sciences; 1,339,297 articles, of which 595,254 in biomedical and health sciences, available from WoS&lt;sup&gt;c&lt;/sup&gt; (2012)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (WoS&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>No significant correlation between Altmetrics and citations</td>
<td>− + + +</td>
</tr>
<tr>
<td>Jabaley, 2018 [67]</td>
<td>Sepsis research; Top 50 articles available on PubMed (via query; 2012-2017)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (Scopus and WoS&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>Weak to moderate correlations between Altmetrics and citations</td>
<td>+ + + −</td>
</tr>
<tr>
<td>O’Connor, 2017 [39,40]</td>
<td>Urology; Top 5 articles of top 10 journals in urology (2014-2015)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (Scopus)</td>
<td>Weak positive correlation between Altmetric score and citations</td>
<td>− + + +</td>
</tr>
<tr>
<td>Rosenkranz, 2017 [76]</td>
<td>Radiology; 892 articles from selected radiology journals (2013)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (WoS&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>Significant but weak correlation between the citation count and both the AAS&lt;sup&gt;b&lt;/sup&gt; and the number of Twitter mentions</td>
<td>− + + +</td>
</tr>
<tr>
<td>Scotti, 2017 [78]</td>
<td>Not specified; hospital; 268 articles with Altmetric score out of 646 articles published in 2013 in indexed journals (with a 2012 IF&lt;sup&gt;d&lt;/sup&gt; score) by researchers affiliated to the authors’ hospital (2013)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (WoS&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>Altmetrics significantly associated with IF&lt;sup&gt;d&lt;/sup&gt; as well as Facebook, Twitter, and Mendeley</td>
<td>− + + +</td>
</tr>
<tr>
<td>Thelwall, 2013 [81]</td>
<td>Not specified; 171-135,331 articles with nonzero Altmetric score and a valid PubMed ID (2011)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (WoS&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>Significant correlations between most Altmetrics and citations</td>
<td>+ + − +</td>
</tr>
</tbody>
</table>

<sup>a</sup>1: appropriately adjusting for time of the social media metric (+); 2: appropriately adjusting for confounders such as article type (+) and seasonality/time factors (++); 3: appropriately exploring correlations by including scatterplots (+); 4: appropriately reporting nonlinear correlations tests and statistics (+) as well as log-linear relationship tests (++).

<sup>b</sup>AAS: Altmetrics attention score.

<sup>c</sup>WoS: Web of Science.

<sup>d</sup>IF: impact factor.
### Table 4. Characteristics of correlational studies of fair quality (n=10).

<table>
<thead>
<tr>
<th>Study ID and reference</th>
<th>Health research area/unit and period of analysis</th>
<th>Metrics reported</th>
<th>Results</th>
<th>Methodological quality indicators(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Araujo, 2018 [54]</td>
<td>Physiotherapy; 200 randomly selected articles from physiotherapy evidence database (PEDro; 2013-2016)</td>
<td>Social media: Altmetrics mentioned/reader-Bibliometrics: Citations (WoS(^b))</td>
<td>Significant correlation with citations</td>
<td>+ + – –</td>
</tr>
<tr>
<td>Chang, 2019 [59]</td>
<td>Pediatric surgery; 140 articles appearing on 14 core journals on pediatric surgery (2012-2015)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (Scopus); IF(^c) (JCR(^d))</td>
<td>Strong correlations between Altmetric scores and citations, but not IF(^c)</td>
<td>+ – + –</td>
</tr>
<tr>
<td>Dardas, 2019 [63]</td>
<td>Nursing; 100 articles in nursing with highest AAS(^e) from WoS(^b) (2012-2018)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (WoS(^b) and Scopus)</td>
<td>Significant moderate correlation between Altmetrics and citation counts</td>
<td>– + + –</td>
</tr>
<tr>
<td>Hassona, 2019 [65]</td>
<td>Dental medicine; 100 articles with highest AAS(^e) from Altmetric Explorer (2018)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (Google Scholar and Scopus)</td>
<td>No significant correlation between Altmetrics and citations</td>
<td>– + – +</td>
</tr>
<tr>
<td>Nolte, 2019 [37,38]</td>
<td>Urology; 44 articles tweeted about the 2015 American Urological Association meeting (2015)</td>
<td>Social media: Twitter-Bibliometrics: IF(^c)</td>
<td>Positive significant correlation with subsequent publication IF(^c) within 18 months of presentation</td>
<td>– + + –</td>
</tr>
<tr>
<td>Punia, 2019 [73]</td>
<td>Neurological research; Top 100 articles from top 5 neurology journals (2016)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations</td>
<td>Weak positive correlation between Altmetric score and citations</td>
<td>– – + +</td>
</tr>
<tr>
<td>Ruano, 2018 [25]</td>
<td>Psoriasis research; 164 systematic reviews or meta-analyses available from MEDLINE(^f), EMBASE(^g), and Cochrane databases (2016)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (Google Scholar)</td>
<td>No significant correlation between Altmetrics and citations; The number of Mendeley readers was significantly associated with citations</td>
<td>– + + –</td>
</tr>
</tbody>
</table>

\(^a\)1: appropriately adjusting for time of the social media metric (+); 2: appropriately adjusting for confounders such as article type (+) and seasonality/time factors (++); 3: appropriately exploring correlations by including scatterplots (+); 4: appropriately reporting nonlinear correlations tests and statistics (+) as well as log-linear relationship tests (++).

\(^b\)WoS: Web of Science.

\(^c\)IF: impact factor.

\(^d\)JCR: Journal Citation Reports.

\(^e\)AAS: Altmetrics attention score.

\(^f\)MEDLINE: Medical Literature Analysis and Retrieval System Online.

\(^g\)EMBASE: Excerpta Medica database.
Table 5. Characteristics of correlational studies of poor quality (n=12).

<table>
<thead>
<tr>
<th>Study ID and reference</th>
<th>Health research area/unit and period of analysis</th>
<th>Metrics reported</th>
<th>Results</th>
<th>Methodological quality indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amath, 2017 [32,33]</td>
<td>Medical education: 482 articles appearing on Medical Education Journal (2012-2013)</td>
<td>Social media: Twitter, Mendeley; Altmetrics-Bibliometrics: Citations (Scopus)</td>
<td>Very strong correlation between Tweet counts and Altmetrics score; Citations were strongly correlated with access counts and Mendeley downloads, and weakly and moderately correlated respectively with Twitter mentions and Altmetric scores</td>
<td>- - + -</td>
</tr>
<tr>
<td>Azer, 2019 [55]</td>
<td>Medical professionalism; 50 most-cited articles in medical professionalism identified by searching WoSb (1994-2011)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (WoSb)</td>
<td>No significant correlation between Altmetrics and citations</td>
<td>- + - -</td>
</tr>
<tr>
<td>Baan, 2017 [56]</td>
<td>Transplantation; All articles published on transplantation in 2015 (volume 99)</td>
<td>Social media: Twitter-Bibliometrics: number of views and downloads</td>
<td>Significant correlation between downloads and Twitter activity</td>
<td>- - - +</td>
</tr>
<tr>
<td>Batooli, 2016 [57]</td>
<td>Medical sciences; 533 articles published by faculty at Kashan University of Medical Sciences (1997-2014)</td>
<td>Social media: ResearchGate, Mendeley-Bibliometrics: Citations (Scopus)</td>
<td>Positive correlation between the number of views of articles in ResearchGate and citations; positive correlation between reading frequency in Mendeley and citations; number of views of articles in ResearchGate correlated with higher reading frequency in Mendeley and citations</td>
<td>- - - +</td>
</tr>
<tr>
<td>Chen, 2019 [41]</td>
<td>Rheumatology: 1460 articles appearing in Rheumatology journal (2010-2015)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations and downloads</td>
<td>Strong correlations between Altmetric and downloads, but not citations</td>
<td>- + - -</td>
</tr>
<tr>
<td>Chiang, 2016 [42]</td>
<td>Gastroenterology; 1671 articles appearing on 5 core gastroenterology journals, 482 being tweeted (2012)</td>
<td>Social media: Twitter-Bibliometrics: Citations (Google Scholar)</td>
<td>No significant correlation between Twitter and citations</td>
<td>- + - -</td>
</tr>
<tr>
<td>Cho, 2017 [60]</td>
<td>Medical sciences: 98 articles from medical sciences from Korean researchers in Scopus (2010-2014)</td>
<td>Social media: ImpactStory; Altmetrics-Bibliometrics: Citations (Scopus)</td>
<td>The more the papers are cited in the journal, the more papers saved on Mendeley</td>
<td>- + - -</td>
</tr>
<tr>
<td>Hayon, 2019 [34]</td>
<td>Urology; 213 articles from 7 prominent urology journals (2014-2015)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (Google Scholar and Scopus)</td>
<td>Positive relationship between Twitter activity and Scopus citations</td>
<td>+ - - -</td>
</tr>
<tr>
<td>JadHAV, 2019 [68]</td>
<td>Neurointerventional surgery; 451 articles first published on the web on the Journal of Neurointerventional Surgery (2015-2016)</td>
<td>Social media: Twitter-Bibliometrics: Citations (WoSb)</td>
<td>The level of evidence of the publication and the topic of research strongly predicts future citations. The number of clicks also appears to be a strong predictor of future citations, and the number of clicks increases as the number of Twitter users also grows</td>
<td>- - + -</td>
</tr>
<tr>
<td>Jeong, 2019 [69]</td>
<td>Coloproctology; 404 articles published on 3 journals with Twitter profiles (2015-2016)</td>
<td>Social media: Twitter-Bibliometrics: Citations (WoSb)</td>
<td>Significant correlations between citations and Twitter activity</td>
<td>- + - -</td>
</tr>
<tr>
<td>Konstantinuk, 2015 [44]</td>
<td>Sepsis research; 12 articles on sepsis compared with 8 articles on ICUS (period not indicated)</td>
<td>Social media: Twitter; Altmetrics; ResearchGate-Bibliometrics: Citations (Google Scholar and WoSb)</td>
<td>The Altmetric score neither correlated with Google Citations nor publishing date</td>
<td>- + - -</td>
</tr>
<tr>
<td>Shirazi, 2018 [79]</td>
<td>Health literacy; 615 articles with a digital object identifier and indexed in WoSb (2015)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (WoSb)</td>
<td>Significant correlations between Altmetrics and citations</td>
<td>- - - +</td>
</tr>
</tbody>
</table>
Is There Evidence of the Impact of Social Media?

In this section we elaborated on the findings related to the different areas of research, study type, social media intervention characteristics, metrics assessed, and reported results, as summarized in Table 1.

Areas of Health Research

Impact studies have reported the use of social media interventions to promote original research articles published in academic journals in the subject areas of clinical pain sciences (ie, *PLOS ONE*) [48], cardiology (ie, *Circulation*) [46,47], radiology [52], emergency health [51] public health (ie, *International Journal of Public Health*) [49], and women’s health (various journals) [50].

**Study Types**

We identified 4 randomized controlled experiments, further referred to as *RCTs* [46,47,49,51], and 3 quasi-experimental trials [48,50,52].

**Social Media Intervention Characteristics**

Articles in the intervention conditions were shared on Twitter or Facebook social media profiles of the targeted journals using automated or manually made posts leveraging the organic (ie, unpaid) reach of each social networking site. One study used

<table>
<thead>
<tr>
<th>Study ID and reference</th>
<th>Health research area/unit and period of analysis</th>
<th>Metrics reported</th>
<th>Results</th>
<th>Methodological quality indicators(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Araujo, 2017 [53]</td>
<td>Parkinson disease research; top 20 articles with highest AAS(^b) appearing on the <em>Journal of Parkinson’s Disease</em> (2013-2016)</td>
<td>Social media: Twitter, Facebook, Altmetrics-Bibliometrics: Citations (Scopus)</td>
<td>Qualitative summary in support of correlation</td>
<td>– – – –</td>
</tr>
<tr>
<td>Heydarpour, 2017 [43]</td>
<td>Multiple sclerosis research; 4693 articles on multiple sclerosis retrieved from Altmetric Explorer and PubMed (2016)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (WoS(^c))</td>
<td><em>Moderate</em> correlations between AAS(^b) and citations</td>
<td>– – – –</td>
</tr>
<tr>
<td>Matava, 2017 [45]</td>
<td>Pediatric anesthesiology; top 100 articles on pediatric anesthesiology available from Altmetrics Explorer (2016)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (Scopus)</td>
<td>No significant correlation between Altmetrics or Twitter mentions and Citations; The number of Mendeley mentions was significantly associated with citations</td>
<td>– – – –</td>
</tr>
<tr>
<td>Ramezanipakpour-Langeroori, 2018 [75]</td>
<td>Clinical medicine; 55 highly cited articles on Thomson Reuters’ Essential Science Indicator (2015)</td>
<td>Social media: ResearchGate, Mendeley, Academia, LinkedIn-Bibliometrics: Citations (Scopus)</td>
<td>A positive direct relationship was observed between visibility at social networking sites with citation and h-index rate</td>
<td>– – – –</td>
</tr>
<tr>
<td>Ruan, 2018 [77]</td>
<td>Plastic and reconstructive surgery; 55 most-cited articles published in <em>Plastic and Reconstructive Surgery</em> (2014-2015)</td>
<td>Social media: Altmetrics, Mendeley-Bibliometrics: Citations (Scopus)</td>
<td>No significant correlation between Altmetrics and citations; The number of Mendeley mentions was significantly associated with citations</td>
<td>– – – –</td>
</tr>
<tr>
<td>Smith, 2019 [80]</td>
<td>Gastrointestinal endoscopy; 2361 original research articles published in <em>Gastrointestinal Endoscopy</em> of which 2050 were cited at least once (2010-2016)</td>
<td>Social media: Altmetrics-Bibliometrics: Citations (Scopus)</td>
<td>Significant correlations between tweets and citations</td>
<td>– – – –</td>
</tr>
<tr>
<td>Wiehn, 2017 [83]</td>
<td>Medical sciences; 36 Shire-sponsored articles (2016)</td>
<td>Social media: Altmetrics-Bibliometrics: Article downloads and IF(^d)</td>
<td>No correlation was observed between Altmetrics score and IF(^d) downloads</td>
<td>– – – –</td>
</tr>
</tbody>
</table>

\(^a\) 1: appropriately adjusting for time of the social media metric (+); 2: appropriately adjusting for confounders such as article type (+) and seasonality/time factors (++) 3: appropriately exploring correlations by including scatterplots (+) 4: appropriately reporting nonlinear correlations tests and statistics (+) as well as log-linear relationship tests (++)

\(^b\) WoS: Web of Science.

\(^c\) ICU: Intensive Care Unit.

\(^d\) IF: impact factor.
advertising to increase the views of Facebook posts (i.e., boosted content) to increase reach, which is the number of viewers of the post [47]. Intervention duration ranged from 12 [49], 18 [48], 34 [47], to 52 weeks [46]. The intensity varied considerably: only once the content was blogged [48], 1 post every 2 weeks and 12 weeks [49], 1 or 2 posts per week [46], or several posts per day [47]. Three studies used blogs to diffuse the studies further [48,49,52]. Thoma et al [51] tested the use of a podcast and infographics as complementary information in addition to Facebook and Twitter content sharing. The interventions varied in nature of the message posted, the profile of the social media owner(s), the duration of the posting, its intensity, and whether an incentive or paid promotion was used. For example, in one of the quasi-experimental trials [48], the authors advertised the posts related to 16 original research articles about clinical pain sciences, published on PLOS ONE, through a systematic intervention targeting Facebook, Twitter, LinkedIn, and ResearchBlogging.org. The authors used a systematic protocol (i.e., timing the frequency of release of the messages) to direct social media users to read a web-based version of the original research article.

**Metrics Assessed**

These studies investigated the effect of social media interventions on subsequent access to web-based journal content and article downloads. Two studies (1 experimental [49] and 1 quasi-experimental [48]) reported the effect on the number of citations.

**Reported Results**

Although the quasi-experimental trials reported an increase in HTML and PDF views during the intervention [48,50,52], the RCTs reported no significant changes in the same metrics [46,47,49,51]. There were no significant effects on the number of citations in both the quasi-experiment [48] and the RCT [49].

**What Is the Association Between Altmetrics and Bibliometrics in Health Research?**

In this section we present the results related to the correlational studies identified.

**Areas of Health Research**

The 44 correlational studies evaluated the relationship between Altmetrics and bibliometrics in a variety of health research fields and disciplines, covering generic medical or biomedical research disciplines [16,57-60,62,66,70,78,81-83], or more specific disease-related research fields, such as multiple sclerosis [43], neurological research [73], Parkinson disease [53], psoriasis [25], and sepsis [44,67]. Some articles covered clinical or dental medicine [64,65,75] and different kinds of surgery [59,68,77]; others focused on specialized branches of medicine, such as urology [34,38,39,58], radiology [76], and coloproctology [69].

**Study Types**

Almost all correlational studies were quantitative cross-sectional studies (43/44, 97%) examining the relationship between bibliometrics and various social media metrics or monitored citation trends over time [52,83]. The association between social media use and citations was also discussed in a qualitative study [53].

**Metrics Assessed**

Correlational studies encompassed a wide variety of Altmetrics and bibliometrics. Some correlational studies have investigated the association between Altmetrics scores and citations in Web of Science, Scopus, or Google Scholar [36,39,53,61,62,66,70,74,76,81-83]. One study investigated the correlation between ImpactStory indices and Scopus citations [60]. Other studies focused on the usage metrics of specific social media platforms, such as Twitter [17,42,56,74], blogs, web-based posts [52,58], ResearchGate, or Mendeley [57]. A total of 4 studies reported data on the association between the Altmetric of articles and the IF of journals in which they were published [38,59,60,83]; 3 studies investigated the relationship between sharing articles on academic social media platforms, such as ResearchGate and reference management software Mendeley [44,57,75].

**Methodological Quality**

As shown in the last 4 columns of Tables 2 to 6, the methodological quality of the papers varied according to the type of article and amount of detail included in the publication. The 5 conference abstracts included in the list of correlational studies [41-45] did not provide sufficient information to meet most of the methodological quality indicators. Only 3 of these [41,42,44] provided different correlation results according to the type of disease area, topic, or article type; hence, they were deemed to have adjusted for confounders. Of the remaining 39 studies with full-text, 16 adjusted the social media metric for time (16/39, 41%); 22 studies adjusted for confounders such as article type or topic (22/39, 56%), but none included the seasonality and timeframe of the article publication. Some 21 studies included scatterplots to explore the type of correlation (21/39, 54%), and 18 studies reported the use of Spearman rho or other nonparametric tests when comparing social media citation counts (18/39, 46%). However, only 2 studies [74,81] reported analyses for tests based on ranking similar to log-linear correlations included in a study by Eysenbach [17]. The method used in a study by Quintana and Doan [74], but described in the paper by Thelwall et al [81], “compares a given publication against the publications that appeared immediately before and after it. A successful test occurs when the number of Twitter mentions and citations for a given publication are both higher (or both lower) than the average of Twitter mentions and citations of the two adjacent articles” [81].

A total of 6 of 39 studies (15%) [16,36,61,64,71,72] met the minimum standard in all 4 criteria mentioned above, but none followed exemplar paper by Eysenbach [17] when reporting correlations between social media metrics and citations. In all, 7 studies scored at least three criteria (7/39, 18%). Of these studies, 4 scored criteria 2-3-4 [40,66,76,78], 2 studies scored 1-2-4 [62,82], and 1 study 1-2-3 [67]. The remaining 18 studies scored less than 2 of any quality criteria (18/39, 46%).

**Reported Results**

Twitter was the most popular social media platform discussed in correlational studies (21 of 44 studies)
Is There Evidence of the Impact of Social Media?

The primary aim of this review was to evaluate the effect of social media on the dissemination of health research output. Of the 51 identified studies, only 7 were experimental studies aimed at establishing a causal link between social media use and subsequent citations. The identified impact studies provide suggestive yet inconclusive evidence on the effect of using social media to increase the number of citations, thus contributing to the dissemination of health research according to traditional bibliometric indicators. This result is consistent with findings reported in a systematic review, which was aimed at describing the interactions between bibliometric factors and social media activity on the impact of reviews in the field of psoriasis [25]. The findings suggest that although Google Scholar citations were predicted by the number of readers on Mendeley and year of publication (ie, 2015 and 2016), the number of tweets and the IF of a journal were not. Moreover, a journal’s IF was the sole significant predictor of the number of tweets [25]. Careful considerations should be made, as the limited number of studies we identified does not allow us to generate strong conclusions or recommendations.

In our review, we identified four impact studies [46,47,49,51], which used randomized controlled experiments. However, unlike in the TrendMD dissemination study [19], these RCTs did not show consistent effects of the social media dissemination strategies on citations over time. This finding might be due to several limitations. First, the experiments used social media intervention, which had very different intensities (eg, once vs several posts per day) and duration (ie, 12-52 weeks). This fact does not allow us to determine whether the effect was due to a dose-response or to mere exposure to the intervention. Consequently, the long-term effects of social media interventions are still unclear as the only long-term study (52 weeks) [46] reported no difference in median 30-day page views between the intervention and control conditions. However, a larger, longitudinal RCT on TrendMD distribution showed higher citation counts in health and medical science articles after 6 and 12 months than in a control group [19]. Second, the reported social media impact outcomes differed in terms of content and type of social media channel used, frequency and intensity of social media use, type of exposure, and unit of analysis. It is important to note that careful consideration should be made when comparing social media interventions across the spectrum of platforms and types of social networking sites. A journal’s or author’s Facebook page or Twitter handle that originally has 100,000 followers would very likely increase the reach of an article shared, compared with a page that has only 1000 followers. This finding could have implications on the effect of increased citations in journals that already have a high IF compared with journals that have a low IF (as the accounts of the former would have a higher number of followers). In other words, the social media interventions were too heterogeneous to compare among each another and to perform meta-analyses.

Future impact studies should maintain a rigorous study design; consistently report social media outcomes using standard Altimetric scores; provide better and more detailed explanations about the specific timeframes, exposure, frequency, and intensity of interventions for comparability. In other words, future studies should answer research questions such as to what extent does the frequency of social media posting influence short-term indicators (eg, number of PDF downloads) and long-term indicators (eg, Almetric score and citations)? To what extent does posting on Mendeley and Twitter, as opposed to Twitter, have an impact on the Almetric score and citations?

This information could help researchers specialized in systematic reviews to develop accurate evidence, including meta-analyses; the information could also be helpful for researchers aimed at testing different social media intervention strategies or at comparing similar methodologies in different domains or disciplines. Other factors that can explain the lack of findings are in the topics of the information shared on social media. Some very specific health disciplines have limited readership, as they require specific knowledge to understand the content that is shared.

What Is the Association Between Altmetrics and Bibliometrics in Health Research?

Another finding of this review is that most of the available evidence focuses on describing correlations between traditional and social media metrics in health research. The included 44 correlational studies provide further support that, in general, the higher the AAS, the higher the subsequent citations will be. However, the studies reported wide variability in the magnitude of correlation coefficients and provided a variety of interpretations for the strength of these correlations, which warns some caution. Most reports did not provide in-depth evaluations...
of the correlations, including, for example, confidence intervals of the correlation coefficients; an analysis of the distribution of citation counts and social media metrics, which tend to violate the assumptions of normality; and the use of visual representations such as scatterplots, as recommended by some researchers [84,85]. We identified only 6 correlational studies [16,36,61,64,71,72] meeting the minimum methodological quality criteria (1–4) described in the methodology, in addition to the seminal paper by Eysenbach, 2011 [17]. Most notably and quite surprisingly, none of the identified 44 studies followed the recommendations and metrics suggested by Eysenbach. No paper included the Twindex or the Twimpact factor or correctly adjusted the social media metrics for the time since publication or seasonality in publication and for the skewed distribution of the metric, for example, by dichotomizing result or testing for log-linear correlations.

Twitter and Mendeley seem to be the indicators that contribute the most to the Altmetric score. Mendeley and ResearchGate were positively associated with subsequent citations [25,45,77,79]. Although Twitter can be used to disseminate research output among a broader, general public, the use of Mendeley and ResearchGate seems to be restricted to specific target audience of researchers or media professionals. Unsurprisingly, the more an article is shared on ResearchGate or Mendeley, the more it will be cited. This finding might indicate that researchers use reference management software (Mendeley) to organize their libraries for research purposes and then share their research on a specialized social networking site (ResearchGate). This software allows users to discover new related research because the platform itself suggests new evidence based on the users’ previous reads and mentions. Although this does not imply that research has been disseminated among the wider public, ResearchGate and Mendeley appear fundamental for the research community.

Our findings are consistent with some existing review evidence investigating the domain of medical research output [24], as well as other multidisciplinary research fields [21,22], or marketing [20]. Another review that focused on orthopedic research journals [86] reported that web-based mentions were weakly yet positively related to various bibliometric indices, such as the number of citations, journal IF, Eigenfactors, and h-index values for the first and last authors. In addition, a systematic review of reviews published in scientific journals related to skin psoriasis [25] found an association between Altmetrics and bibliometric indicators. The association between traditional bibliometrics (eg, number of citations) and social media metrics (eg, number of mentions) could be an indicator of a positive effect of using social media on research dissemination. However, not all correlational articles identified showed strong positive correlations. The association could be confounded by several factors, such as the value of the research paper or the popularity of the topic, as we have previously discussed. In other words, a high-value research paper could lead to both high exposure on social media and a high number of citations, depending on the intrinsic subject. An article discussing skin psoriasis, or another more common disease, might attract the attention of the wider general public, compared with colorectal surgery and neuro-interventional surgery, which attract audiences of specialized health care professionals. Moreover, researchers can discover articles to cite from other traditional sources, such as electronic databases and libraries. Once an article is published and cited, other researchers might want to share the discovery on their social networking sites. Hence, using social media to diffuse health research may generate a virtuous circle that can be beneficial for both individual researchers and journals, as this will result in an increased IF. We need more evidence of good quality experimental, impact studies rather than correlational studies to establish a causal link between social media use and impact on citations. We also need better reporting of correlational studies; following the suggestions included in the seminal paper by Eysenbach [17], researchers should strive to provide more insight (and data) on the actual distribution of bibliometrics and social media metrics analyzed so that more meaningful interpretations of the relationship between these variables could be drawn.

Recommendations

Scientific impact is a multidimensional concept that cannot be adequately measured by a single indicator [87]. As the AAS suggests, social media impact is even more multidimensional, as it is linked to various web-based tools that a particular researcher can use. This researcher is also embedded in a unit within an institution [88]; the researcher’s work is then published in a journal, which has a specific and independent impact (IF, citations, and Altmetrics). The evaluation of the researcher’s scientific impact on social media should then take into account various dimensions and indicators and be aligned with more qualitative evaluation on other domains of the RIF [4], which includes policy, service, and societal impacts.

In conclusion, is social media dissemination worth the effort? On the basis of the findings of this review, we recommend researchers in health sciences to continue using social media to disseminate their research, as there is some data suggesting its long-term impact on citations following dissemination on the internet using paid services (eg, TrendMD study) [19]. Researchers should use popular social networking platforms, such as Twitter or Facebook, first to engage with the general public and the media, to design more citizen-oriented research and democratize their findings. Researchers should also use popular social networking sites to interact with peers and discuss their research as well as disseminate their findings. Researchers should also diffuse their work on specialized social networking sites for academics, such as Mendeley, ResearchGate, and Academia. The content shared on these networks is very likely to be cited, as researchers who are on Mendeley may use it as a reference management software. Mendeley and ResearchGate databases may be used in combination with traditional electronic databases for literature reviews and similar activities. Storing copies of articles on these platforms could increase the chances of a paper being cited in the future.

Although more rigorous longitudinal research needs to establish whether social media activity can be linked to increased citations, it is important to consider social media as useful tools to reach a wider public, not just specialized audiences. Researchers should put effort into translating knowledge for
different target audiences, bearing in mind the users of each social media channel. The AAS can be a useful instrument that allows researchers and institutions to evaluate social media impact by distinguishing among the attention generated by specialized applications (Mendeley and ResearchGate) or by the wider public and traditional media (Facebook, Twitter, and blogs).

Strengths and Limitations
This review sheds light on the use of social media to disseminate health research output. The main strength of this review is the use of standard methods of a systematic review, including a comprehensive search strategy, a duplicate approach to study selection and data abstraction, and detailed data abstraction. The main limitation is that we were not able to conduct a meta-analysis because of the substantial variability in the included studies. For example, the impact studies varied in terms of the interventions evaluated (eg, type of social media used, the message posted, and its duration and intensity) and the outcomes assessed.

Conclusions
Our findings have implications for research in the field of health-related metrics. There is a need for more and better designed experimental studies testing the use of social media to increase the dissemination of health research. These studies should be of a randomized design, evaluate the appropriate use of social media, and assess a variety of outcomes (both Altmetrics dimensions and traditional bibliometrics) over a meaningfully long period. For example, experimental trials could test different strategies to diffuse research articles on social media, by comparing paid (or boosted) content with nonpaid, organic posts. Other trials could include the diffusion of research article links on numerous social networking sites versus a limited number of sites. Once there is evidence of the effectiveness of using social media (as opposed to not using them), different approaches should be investigated.

Our findings also have implications for the practice of using social media for research dissemination. Researchers should not use social media for the sole purpose of increasing their research productivity (ie, number of publications), as there is currently no evidence to support such an effect. They can use it for other purposes, such as disseminating their findings to social media users. When using social media, they have to be attentive to details such as the content of the message, its frequency, and the use of incentives or paid promotions, as this could affect the reach of the posts.
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Abstract

Background: Data standards for race and ethnicity have significant implications for health equity research.

Objective: We aim to describe a challenge encountered when working with a multiple–race and ethnicity assessment in the Eastern Caribbean Health Outcomes Research Network (ECHORN), a research collaborative of Barbados, Puerto Rico, Trinidad and Tobago, and the US Virgin Islands.

Methods: We examined the data standards guiding harmonization of race and ethnicity data for multiracial and multiethnic populations, using the Office of Management and Budget (OMB) Statistical Policy Directive No. 15.

Results: Of 1211 participants in the ECHORN cohort study, 901 (74.40%) selected 1 racial category. Of those that selected 1 category, 13.0% (117/901) selected Caribbean; 6.4% (58/901), Puerto Rican or Boricua; and 13.5% (122/901), the mixed or multiracial category. A total of 17.84% (216/1211) of participants selected 2 or more categories, with 15.19% (184/1211) selecting 2 categories and 2.64% (32/1211) selecting 3 or more categories. With aggregation of ECHORN data into OMB categories, 27.91% (338/1211) of the participants can be placed in the “more than one race” category.

Conclusions: This analysis exposes the fundamental informatics challenges that current race and ethnicity data standards present to meaningful collection, organization, and dissemination of granular data about subgroup populations in diverse and marginalized communities. Current standards should reflect the science of measuring race and ethnicity and the need for multidisciplinary teams to improve evolving standards throughout the data life cycle.

(J Med Internet Res 2020;22(7):e14591) doi:10.2196/14591
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Introduction

The cutting edge of precision medicine, such as the integration of contextual data about the social determinants of health with individual health data and the leveraging of data from across different studies, is seen as a mechanism to innovate and solve health problems for all populations [1,2]. These solutions can only be realized by grounding them in the concept of health
equity [3,4]. According to the Robert Wood Johnson Foundation [5].

*Health equity means that everyone has a fair and just opportunity to be healthier. This requires removing obstacles to health such as poverty, discrimination, and their consequences, including powerlessness and lack of access to good jobs with fair pay, quality education and housing, safe environments, and health care.*

To attain health equity, the research community must identify where health disparities exist but may inadvertently exacerbate health disparities by failing to identify invisible or at-risk populations. Without this information, we may reinforce inequities rather than identify policies, laws, systems, environments, and practices that can improve opportunities for health in these communities [6-9].

There is a significant body of literature about the collection of and proposed definitions for more granular data for race, ethnicity, and other demographic data in the health sciences that would better identify at-risk populations. In some areas, more granular data collection is used to be more inclusive of the ways that individuals self-identify and to examine how racism and discrimination affect health in these populations [10-13]. However, the research community has not sufficiently considered how to meaningfully organize granular data about subgroup populations in diverse communities so that these data can be used across multiple studies to address the challenges in these communities [5,14]. In this paper, we used our experience with a cohort study in the eastern Caribbean to illustrate the need for an updated and comprehensive data standard to enable future data integration and sharing of data sources for diverse multiracial populations.

**Methods**

The Eastern Caribbean Health Outcomes Research Network (ECHORN) cohort study follows community-dwelling adults older than 40 years residing in Barbados, Trinidad, Tobago, and the United States’ territories of the US Virgin Islands and Puerto Rico [15]. Baseline participants were enrolled between 2013 and 2016 and completed a questionnaire to capture self-reported sociodemographics and health-related information. In the questionnaire, participants had the option to self-identify race and ethnicity by selecting any of the items listed: mixed or multiracial, white, black or African, Caribbean, Asian, East Indian, Hispanic or Latino, Puerto Rican or Boricua, other, or prefer not to answer. This list was developed with stakeholder input to reflect the current scientific literature on the ways that individuals self-identify and to examine how racism and discrimination affect health in these populations [5,14]. In this paper, we used our experience with a cohort study in the eastern Caribbean to illustrate the need for an updated and comprehensive data standard to enable future data integration and sharing of data sources for diverse multiracial populations.

**Results**

In an analysis of ECHORN data from 1211 participants, 901 (74.40%) selected 1 racial category. Of those that selected only 1 category, 13.0% (117/901) selected Caribbean; 6.4% (58/901), Puerto Rican or Boricua; and 13.5% (122/901), mixed or multiracial. A total of 17.84% (216/1211) of participants selected 2 or more categories, with 15.19% (184/1211) selecting 2 categories and 2.64% (32/1211) selecting 3 or more categories. The participants who selected more than one category included but were not limited to white Hispanic, black Hispanic, black Asian, black East Indian, and Caribbean Hispanic individuals. Based on OMB data standards, by collapsing those who selected multiple groups and those who selected only the multiracial and mixed category, 27.91% (338/1211) of the ECHORN participants are placed in the “more than one race” category. The nuanced race and ethnicity data become simply “more than one race, black or African American, white, Hispanic or Latino, Asian, or not reported/unknown.”

**Discussion**

**Principal Findings**

Data standards for race and ethnicity need to reflect and evolve with the scientific advances across the measurement and mechanisms by which race and ethnicity can affect health [17,18]. The stated goals of the OMB standards are to harmonize the collection and presentation of population race and ethnicity information across federal databases and to facilitate comparisons and analyses [16]. To achieve the objectives of precision medicine, ECHORN data on those who selected multiple categories, such as the white Hispanic, black Hispanic, black Asian, black East Indian, or Caribbean Hispanic individuals, could be aggregated with other data sources with defined granular race and ethnicity data on this population. For example, the US Census Bureau has developed granular data collection standards on race and ethnicity, quantifying the growth of these multiracial and multiethnic populations. The State of Massachusetts, along with other states, has for several decades mandated the collection of more granular race and ethnicity information, with over 30 categories on many data collection forms, including birth certificates and clinical data [19-21]. However, it is not specified how multiracial and multiethnic populations’ granular data can be harmonized to facilitate comparisons and analyses across any datasets collected using different standards. Current research collaborations, such
as Observational Health Data Sciences and Informatics, that are focused on facilitating harmonization and sharing data by using standard ontologies such as Systematized Nomenclature of Medicine - Clinical Terms and Logical Observation Identifiers Names and Codes, have no agreed-upon standard for granular race and ethnicity data or a mechanism to map across data standards [22]. Standards have not been refined or expanded adequately to accommodate studies collecting granular race and ethnicity data on mixed or multiracial individuals [23,24], and these imprecise standards have unmeasured effects on health. Current standards may contribute to health disparities by providing insights on persons privileged by these data structures and by further marginalizing persons whose racial and ethnic identity is obscured in suboptimal data standards for classification and harmonization. While the OMB standards clearly state that “the racial and ethnic categories set forth in the standards should not be interpreted as being primarily biological or genetic in reference,” [16] current standards used in health sciences continue to support the conflation of the social categories of race and ethnicity with the biologic and genetic categories in day-to-day practice. This conflation has powerful implications for population-level biomedical discoveries and clinical care and treatment [25]. For example, inherent inequities in data standards are reflected in the continued use of monoracial guidelines as the standard of care in clinical practice, in spite of knowledge that suggests the fallacies of this framework [26,27]. It also has implications for population genetics and the translation of discoveries. These social constructs are used to develop standards for genetic population norms, wherein outlier data are discarded and study findings are associated with a singular racial group, influencing the development of biologic treatments directed at mutations that are predominantly in a particular racial group [28,29]. However, there is no biological origin for much of what we define as health inequities [30]. At the individual level, understanding how contextual factors, such as racism and discrimination, affect how a multiracial and multiethnic person understands and addresses their own health risks is significantly limited because of the lack of data and data standards that organize and share granular data in a viable way [31]. Importantly, multiracial and multiethnic populations are only one example of diverse subgroups affected by this lack of evolved standards; we risk the loss of rich information on the individuals who select more than one category for their race and ethnicity.

Several incremental changes can be instituted to improve these data standards on race and ethnicity. In addition to standardizing the definitions and collection of more granular race and ethnicity data across research studies, as advocated by numerous prior researchers [10-13], the standards need to be developed and adopted by funding agencies, such as the NIH, so that researchers from different groups who are collecting granular data can share and aggregate data [32,33]. These comprehensive data standards need to specify how to systematically categorize self-identified granular race and ethnicity data for those who have selected 2 or more categories. The standards can provide mechanisms to map race and ethnicity data collection standards to other standards over time, such as the Centers for Disease Control and Prevention Race and Ethnicity Code Set, Version 1.0, or the United States Census Bureau [32-34]. As data are collected and shared between regional and national entities, this mapping between standards will enable the aggregation of smaller data about underrepresented populations across studies and global contexts [32,35,36] and will provide a systematic method for individuals who have collected granular data to organize and map their data to less-evolved data collection standards.

Conclusion

Comprehensive data standards for race and ethnicity throughout the life course of health science research studies are critical to identifying and achieving health equity for populations differentially affected by discrimination [23,24,37]. Partnerships with relevant stakeholders in the development and mapping of standards are essential and will likely increase availability of meaningful and usable data [38]. Multidisciplinary research teams that focus on health equity (eg, informaticists, data scientists, information scientists, geneticists, sociologists, and public health researchers) need to adapt standards and advance the theory and systems for organizing, storing, and analyzing complex data. These standards are urgently needed to ensure the sustained value of data collected about diverse populations and their health. With the status quo, we will continue to privilege one group’s data over another’s, lack meaningful and usable information of diverse racial and ethnic population groups, and likely further perpetuate health inequities.
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Abstract

Background: An increasing number of studies suggest that web-based interventions for patients with depression can reduce their symptoms and are expected to fill currently existing treatment gaps. However, evidence for their efficacy has mainly been derived from comparisons with wait-list or treatment as usual controls. In particular, designs using wait-list controls are unlikely to induce hope and may even have nocebo effects, making it difficult to draw conclusions about the intervention’s efficacy. Studies using active controls are rare and have not yielded conclusive results.

Objective: The main objective of this study is to assess the acute and long-term antidepressant efficacy of a 6-week, guided, web-based self-management intervention building on the principles of cognitive behavioral therapy (iFightDepression tool) for patients with depression compared with web-based progressive muscle relaxation as an active control condition.

Methods: A total of 348 patients with mild-to-moderate depressive symptoms or dysthymia (according to the Mini International Neuropsychiatric Interview) were recruited online and randomly assigned to 1 of the 2 intervention arms. Acute antidepressant effects after 6 weeks and long-term effects at 3-, 6-, and 12-month follow-up were studied using the Inventory of Depressive Symptomatology–self-rating as a primary outcome parameter and change in quality of life (Short Form 12) and user satisfaction (client satisfaction questionnaire) as secondary outcome parameters. Treatment effects were assessed using mixed model analyses.

Results: Over the entire observation period, a greater reduction in symptoms of depression (P=.01) and a greater improvement of life quality (P<.001) was found in the intervention group compared with the active control group. Separate tests for each time point revealed significant effects on depressive symptoms at the 3-month follow-up (d=0.281; 95% CI 0.069 to 0.493), but not after 6 weeks (main outcome:d=0.192; 95% CI −0.020 to 0.404) and 6 and 12 months. The intervention was significantly superior to the control condition with respect to user satisfaction (25.31 vs 21.97; t²59=5.804; P<.01).

Conclusions: The fact that antidepressant effects have been found for a guided self-management tool in comparison with an active control strengthens the evidence base for the efficacy of web-based interventions. The antidepressant effect became most prominent at the 3-month follow-up. After 6 weeks of intervention, significant positive effects were observed on life quality but not on depressive symptoms. Although the effect size of such web-based interventions on symptoms of depression might be smaller than that suggested by earlier studies using wait-list control conditions, they can be a cost-effective addition to antidepressants and face-to-face psychotherapy.

Trial Registration: International Clinical Trials Registry Platform ICTRP080-15-09032015; https://apps.who.int/trialsearch/Trial2.aspx?TrialID=DRKS00009323
depression; dysthymic disorder; randomized controlled trial; cognitive behavioral therapy; internet-based intervention; active control; iCBT; self-management; iFightDepression; web-based intervention

Introduction

Web-Based Interventions in the Treatment of Depression

Web-based interventions for people with depression have been evaluated positively in numerous randomized controlled trials (RCTs). They raise the hope of offering a cost-effective and easily disseminated intervention via the internet [1] for one of the most common disorders worldwide [2]. Cognitive behavioral therapy (CBT) is an evidence-based treatment for depression recommended in national and international treatment guidelines, but access to this treatment is limited [3]. Especially in primary care, where the majority of patients with diagnosed depression are treated [4], access to psychotherapy is problematic. Web-based interventions are promising for closing this treatment gap.

The majority of web-based interventions for depression are based on techniques derived from CBT, consist of 5 to 15 modules, and incorporate psychoeducational material as well as interactive elements or tasks [5]. Their efficacy seems to have been confirmed by several reviews and meta-analyses finding statistically significant, moderate effect sizes ($d=0.56$ [6] and $d=0.59$ [7]; Hedges $g=0.50$ [8]; $d=0.67$ [9]) when comparing internet-based interventions with treatment as usual (TAU) or with wait-list controls. A consistent finding is that interventions that incorporate some kind of guidance (through personal contact or via email support) turn out to have better retention rates and antidepressant effects than self-guided interventions [8,10]. Web-based interventions across several disorders also have been found to produce stable effects for up to 3 years in a review incorporating 14 trials with 902 participants, 3 of which dealt with depression and found positive effects after 2-3.5 years [11].

Although these studies and meta-analyses appear to provide consistent evidence for the efficacy of web-based interventions, an important limitation sheds doubts on this area of research: Effect sizes observed in trials investigating web-based interventions are dependent on the control condition used [12]. Studies with wait-list controls produce larger effect sizes (Hedges $g=0.9$) than those using care as usual or other control conditions (Hedges $g=0.38$) [10]. One possible explanation for this phenomenon is the influence of patients’ expectations regarding the success of the intervention. Especially for patients with depression (a condition in which hopelessness and a negative view of the future are part of the symptomatology), becoming aware of only being in the control condition does not induce hope but might instead produce nocebo effects [12].

A Critical Review of the Evidence

So far, most trials on web-based interventions have relied on wait-list and care as usual controls [13], with comparisons to wait-list control likely overestimating the real efficacy. To date, only a few studies have compared web-based interventions for depression with active or placebo control interventions and even fewer report on follow-up data.

Mackinnon et al [14] tested 2 active treatments (a web-based intervention and an information website) against an attention control condition, in which participants discussed certain aspects of their lifestyle with the study team. Although varying in content (depression-specific content vs aspects about lifestyle), all 3 groups received the same amount of telephone contact with the study team [15]. The observed effect sizes for the web-based intervention ($d=0.38$) and the information website ($d=0.29$) were statistically significant but smaller than those in wait-list–controlled studies.

Johannson et al [16] tested a tailored and standardized version of the same web-based intervention against an active control condition (an online discussion forum) and found moderate to large effects with regard to symptoms of depression ($d=0.84$ and $d=0.57$). However, patients randomized into the control arm first received the invitation to join an online discussion forum and, after the intervention period, received the standardized treatment. In this design, patients knew when they were randomized into a control and wait-list condition and might have been disappointed or felt set back by this, potentially leading to less hope induction or even nocebo effects.

Grozier et al [17] conducted a double-blind study on an internet-based cognitive behavioral therapy (iCBT) program. The iCBT intervention was compared with an internet-delivered health intervention for depression in patients with cardiovascular disease and both, participants and study assistants assessing the outcome measure, were unaware of which condition was the active intervention. The iCBT program led to a significantly greater reduction in symptoms of depression, but the effect size in this well-controlled design was small (Cohen $d=0.16$).

Taken together, when using more valid control conditions, the evidence for the antidepressant efficacy of web-based interventions relies on a limited number of studies, and reported effect sizes appear to be small. The best available evidence for antidepressant efficacy thus far stems from a meta-analysis comparing internet-based interventions for depression with face-to-face psychotherapy. Andersson et al [18] combined 5 studies that directly compared guided internet-based interventions with face-to-face psychotherapy (often in a group setting) and found a small effect size in favor of web-based intervention (Hedges $g=0.12$), which was not significantly different from zero.

However, not only the direct intervention effects should be subjected to critical examination. The existing results on long-term efficacy might also be influenced by the choice of controls. Psychotherapeutic interventions are claiming long-term positive effects resulting from the learning of new behavioral and cognitive patterns. Although the first results thus far seem positive, the number of studies incorporating longer follow-up...
periods is limited and often stems from wait-list–controlled trials. From the 40 high-quality RCTs that were included in a recent meta-analysis for web-based interventions targeting depression [8], only 3 studies contained data on a follow-up of at least 12 months. All 3 studies used within-group comparisons of symptom severity following the intervention to later time points and reported stable effects over the respective follow-up periods [19-21]. This statistical comparison is mainly used in wait-list–controlled trials, which have the disadvantage of not enabling between-group comparisons at follow-up. As symptoms of depression usually fluctuate spontaneously and episodes of depression are usually remitting after several months even when untreated, it is unclear if the results found at follow-up are due to a successful treatment, an initial placebo effect plus spontaneous remission, further treatment options participants took, or other external factors. So far, only a few studies with smaller samples have reported between-group comparisons at follow-up. For example, in one study on 69 participants, using a face-to-face intervention as a comparator, data from a long-term follow-up confirmed that after 3.5 years both groups still did not differ in a statistically significant way [20]. Through the design of this study, it will be possible to expand our understanding of the long-term effects of web-based interventions for depression.

This Study

The general objective of this study is to strengthen the evidence base for web-based interventions and to close the described gaps in the previous results. To this end, we implemented a web-based active control condition. This control condition was designed to be as similar as possible to the intervention concerning credibility, hope induction, and contact with the study assistants. Furthermore, a 12-month follow-up was implemented. The main objective was to compare changes in self-rated symptom severity occurring during the trial period up to 12 months for patients with mild-to-moderate depression, who either used a CBT-based, web-based self-management tool (iFightDepression [iFD]) or took part in an active control condition (progressive muscle relaxation [PMR]). We expected the iFD tool to be superior to an active control in terms of symptom reduction. Our main outcome of intervention effects after the 6-week intervention period (as predefined in the study protocol) was supplemented by long-term data to extend the relevance of our conclusions.

Further objectives focused on a more in-depth analysis of the effects of both interventions by doing the following:

- Considering possible covariates such as age, gender, or amount of guidance that might influence the intervention effect.
- Examining the differences between both interventions with respect to changes in self-rated quality of life.
- Examining possible differences between the 2 conditions concerning user experience as well as the amount of usage and the duration and content of guidance in a descriptive and explorative manner.

Methods

Trial Design

This study is an RCT assessing the efficacy and usability of a guided web-based self-management intervention (iFD) compared with an active control condition (PMR) after 3 and 6 weeks of intervention as well as after 3, 6, and 12 months postintervention. The trial was conducted in accordance with the Declaration of Helsinki. The complete study protocol was published elsewhere [22] and is in line with the Consolidated Standards of Reporting Trials statement [23].

Recruitment and Selection of Participants

The study participants were recruited throughout Germany via the website, social media channels, appearances in other media, and newsletters of the German Depression Foundation (DF). Furthermore, newsletters of associated organizations were used for distribution. Interventions were offered free of charge, and no reimbursement was offered to participants.

Individuals interested in taking part in the study were directed to a website providing general information on the study procedures and a web-based questionnaire assessing several inclusion and exclusion criteria. In the study information provided to the participants, both interventions were described as equivalent offers to not induce a bias in expectations. After successfully passing the screening questionnaire, contact details could be left for the main screening that took place via telephone. This procedure led to the preselection of individuals with sufficient internet literacy to meet the minimal study requirements. All screening procedures and guidance during the trial were carried out by psychologists or psychotherapists. If the screening was successful, participants were asked to provide written informed consent for participating in the study and to provide the telephone number of a confidant, whom the study team could contact in case of a suspected crisis (for further details on the screening and inclusion procedures see Oehler et al [22]).

Inclusion criteria were outpatient status, a diagnosis of depressive disorder with presently mild or moderate severity (F32.0, F32.1, F33.0, and F33.1) or dysthymia (F34.1) according to the Mini International Neuropsychiatric Interview (MINI) and patient health questionnaire-9 (PHQ-9; score 5–14, indicating mild-to-moderate symptoms), aged 18 years and above, sufficient language skills to meet the study requirements, and internet access. Outpatient status was taken as one of the inclusion criteria, so that patients could be referred to their local care provider in case of a crisis. Exclusion criteria were dementia, drug or alcohol abuse within the last 6 months, drug or alcohol addiction, schizophrenia, manic episodes or bipolar disorder, obsessive-compulsive disorder (all according to the MINI), known personality disorders (F60.2 and F60.31), acute suicidal tendencies, severe somatic disorders requiring immediate treatment, pregnancy, and participation in another clinical trial within the past 4 weeks.

All participants who provided written informed consent and matched the inclusion and exclusion criteria were randomized using the minimization algorithm by Pocock [24] and stratified...
for gender (male/female), depression severity (mild/moderate according to PHQ-9), and CBT experience (present/absent) with an 80% chance of using the algorithm’s recommendation.

To the best of our knowledge, no comparable studies were available for power calculation at the time. Therefore, power calculation was based on the results of a study [25], which compared face-to-face CBT with an active control condition (guided self-help group) in depressed primary care patients and found a difference of 5.3 points on the Inventory of Depressive Symptomatology–clinician rated after 10 weeks. For this study, the difference was estimated to be 4.0 points on the Inventory of Depressive Symptomatology–self-rating (IDS-SR), as we expected the difference to be slightly smaller in a web-based trial compared with face-to-face interventions. On the basis of this estimation, 122 patients per group are needed to detect a difference with a power of 80% (α=0.05). It was planned to include 360 participants to obtain at least 250 complete data sets after an expected dropout of approximately 30%.

Ethics and Trial Registration

The protocol for this study was reviewed and approved by the Ethics Committee at the Faculty of Medicine, University of Leipzig, on February 11, 2015.

The trial was registered under the identification code DRKS00009323 at the German Register for Clinical Trials, with the title Efficacy of an Internet-Based Self-Management Intervention for Adult Primary Care Patients With Mild and Moderate Depression or Dysthymia. The international registration of the study was carried out via the International Clinical Trials Registry Platform with the secondary ID 080-15-09032015.

Assessments

There were 3 main assessment points during the intervention period (before the intervention and after 3 and 6 weeks of intervention) and 3 follow-up assessments (3, 6, and 12 months after the end of the intervention period). During this period, the primary and secondary outcome measures were collected.

Measures

Primary Outcome

The IDS-SR was used as the primary outcome measure in this study (range 0-84) to assess changes in depression severity. The scale has been shown to be useful in detecting symptom change as well as residual symptoms in patients with depression [26]. The concordant validity with the Beck Depression Inventory and the Hamilton Rating Scale for Depression has been shown to be appropriate (r≥.88) [27], and the internal consistency at baseline was acceptable (Cronbach α=.78).

Secondary Outcomes

To assess changes in the perceived health-related quality of life, Short-Form 12 (SF-12) was used. It was developed as a practical short form of the Short-Form-36. A mental and a physical component score (both ranging from 0 to 100) can be calculated from the questionnaire answers for which moderate to high convergent validity has been shown in several studies [28,29].

The German version (Fragebogen zur Messung der Patientenzufriedenheit) of the client satisfaction questionnaire-8 (CSQ-8) was used to assess acceptance and feasibility of the interventions. As the questionnaire was originally developed for the evaluation of hospital stays, the wording was slightly adapted to fit web-based interventions. A similar adaptation yielded good internal consistency (omega=.95) [30].

The usage of the intervention was assessed each week during the intervention period using a self-report measure with 2 items. Participants were asked how often they had worked with the intervention during the last week and how much time they had spent on it.

Tracking the objective usage was possible only for the iFD group through the log files of the iFD tool website. Offline use in the form of printed worksheets cannot be tracked. For the PMR group, it was registered if participants downloaded the weekly changing intervention audios. The actual use could not be tracked. Owing to these limitations, both objective measures only served as an approximation and validation of the subjective measures.

Monitoring Instrument

To monitor changes and detect possible deteriorations in depressive symptoms over the course of the intervention, the 9-item (PHQ-9; range 0-27) was used. The PHQ-9 is a short, well-validated, and widely used measure [31,32]. The internal consistency at baseline was below the values usually reported for this scale (Cronbach α=.66). During the intervention, patients reporting symptoms indicating severe depression for 3 weeks in a row or acute suicidality were contacted by the study assistants via telephone or email and, if necessary, advised to seek appropriate clinical support. This was necessary in 12 cases. A protocol for managing acute suicidality was established. If patients reported severe symptoms of depression but wanted to continue using the intervention, their cases were discussed with the supervising physician.

Adverse Events

At the beginning of the study (T0), after 3 weeks (T1), and after 6 weeks (T2), adverse events were recorded. Every new event that led to the inability to work or that needed medical treatment was recorded, and a possible connection to the intervention was assessed. Events that led to unplanned inpatient treatment or were life-threatening or lethal were classified as serious adverse events. Serious adverse events were passed on to the supervising physician for review.

Documentation of Guidance

The duration of all planned calls made by the study assistants during the intervention period was recorded and added to provide a sum score for the overall guidance received by each patient. Additionally, the content and perceived quality were rated by the study assistants. Adverse events were recorded and topics relevant to the study, for example, date of next appointment, were discussed. Additional calls to ensure patient safety after they reported suicidal thoughts or severe symptoms of depression in the questionnaires as well as the follow-up calls at T3 to T5 were not counted as guidance.
Interventions

**The iFightDepression Tool**

The iFD tool is a guided web-based self-management tool based on the principles of CBT. It includes 6 core workshops, each comprising written information, worksheets, exercises, and a mood rating. For this study, participants were asked to use the tool for 6 weeks and to complete 1 workshop per week. Each week’s workshop covered a different topic (eg, an activity diary, monitoring and adapting one’s sleep, or challenging automated negative thoughts). The content and development are described in more detail elsewhere [22,33]. iFD offers the opportunity to complete worksheets on the web or to use a printed version. Patients were asked to try out each workshop and, if helpful, continue using the learned techniques. The iFD tool did not change during the study period, except for a news box on the landing page that was updated approximately once a month.

**Progressive Muscle Relaxation**

In this study, PMR was used as the control condition. During the 6 weeks of intervention, participants were encouraged to practice PMR and to learn how to deliberately induce physical relaxation to reduce stress and mental tension. Lessons range from 13 to 33 min and build on one another, adding more muscle groups every week. At the beginning of each week, participants received a link to download the next lesson. They were instructed to practice on a daily basis, if possible, but at least two or 3 times a week and to integrate the practice into their daily routine.

PMR was chosen as a credible control intervention and is widely used in therapeutic settings, for example, as part of CBT or in the treatment of sleep disorders. The method is also highly accepted by the public as a form of self-help for depression [34,35] and is rated to be helpful for clinically depressed patients (n=736; 38.6%) very or moderately effective and (n=749; 39.2%) slightly effective [36]).

In a systematic review of several relaxation techniques (PMR or similar methods), relaxation was recommended as the first-line treatment in a stepped care approach. Antidepressant effects were visible shortly after relaxation interventions, superior to wait-list and no treatment but inferior to psychotherapy [37], making PMR a suitable choice as a control condition.

**Guidance**

Guidance was provided during 5 telephone calls by the study assistants (psychologists and psychotherapists) from the Research Center of the DF, supervised by a senior psychiatrist who was involved in the development of the iFD tool. Comparable with iFD guides outside of the study setting, all study assistants were qualified using the standard web-based seminar and used a guideline for the calls based on the webinar content. The focus of the guidance calls was to motivate the participants rather than discuss the intervention content.

To keep contact with the study staff comparable across both intervention groups, the same guideline was used in the guidance calls for both the iFD and PMR groups, and calls were carried out by the same study assistants.

Statistical Analysis

To pursue the main objective, changes over time in the primary outcome measure were investigated using a mixed model analysis, which included a random intercept and random slope for each participant. The variance-covariance structure was set to unstructured to avoid any constraints. This approach was adopted to make the best use of incomplete data while minimizing the bias to the parameter estimations [38,39]. All analyses were performed on the intent-to-treat sample using data from all randomized participants. As a sensitivity check, the analysis of the main outcome was repeated for a per-protocol sample (only participants having finished at least four workshops in the iFD tool or downloaded 4 sessions of PMR) and using an imputed data set. The parameter of interest for each model was the time x group interaction, specifying the differential change of symptoms over time attributable to the group assignment. A quadratic term and its interaction with the group variable was added (time x time x group) to allow for parabolic trends over time. Within- and between-group effect sizes (Cohen \( d \)) were calculated using the difference in means between intervention groups at posttreatment and follow-up for imputed data (with 50 imputations) taking into account the dependence of data collected within participants to avoid the loss of power due to incomplete cases [40] and employing the pooled standard deviation as the standardizer. Confidence intervals of the between-group effect sizes were examined to check for intervention effects at each time point.

Several studies have shown that certain covariates at the participant level, such as adherence to the intervention, participant age, or gender [41-43], can influence dropout rates and intervention success. It is also of interest whether the use of the intervention or the amount of contact with the study team influenced the changes in the outcome measures. Therefore, to meet our second objective, possible covariates (chosen based on the literature on covariates influencing the outcome of interventions for depressed patients) were added stepwise to the mixed model (base model), which contained fixed effects for time, time x time, and a dichotomous variable for the intervention group and their interactions, and were kept in the model if they improved the model fit as measured by the restricted maximum likelihood (REML) criterion at convergence. The following covariates were tested: the amount of guidance received (sum of minutes spent on guidance call per participant), sex (female vs male), age, self-reported amount of time spent working with the intervention (sum score of hours spent on intervention), and self-reported frequency of use (sum of self-reported times worked with the intervention). To control for possible effects of other treatments, a dichotomous variable for taking antidepressants or receiving psychotherapy at screening vs not taking antidepressants or receiving psychotherapy at screening was added as a possible covariate. Covariates and interactions that did not improve the model fit were excluded from the model.

For the third objective, an equivalent analysis was repeated for quality of life using the SF-12 data.

For all models described, model assumptions were checked using graphical inspections of the plotted residuals and the
normal Q-Q plot. The assumptions of normality and homoscedasticity were not violated in any of the models. The inspection of Cook distance estimates yielded several influential data points, but the model results remained unchanged after excluding these. Therefore, in this paper, mixed models using the full sample are reported.

To assess our final objective, descriptive analyses were performed on key features of intervention use and the results of the expectation questionnaire. Group differences in the contents of the guidance calls were tested for significance using a two-sample $Z$ test for proportions to compare the frequency of each topic. A two tailed $t$ test was performed on the CSQ-8 sum scores (user satisfaction) to assess the group difference statistically.

All analyses were performed using R [44]. For the mixed model calculations, the packages lme4 and lmerTest were used to estimate the model coefficients and corresponding $P$ values. Results were calculated using REML estimation and the Kenward-Roger approximation to calculate the denominator degrees of freedom for the performed $t$ statistics, as this has been reported to be the most robust way to determine the statistical significance of parameters in mixed models [45].

## Results

### Enrollment and Baseline Characteristics

Recruitment for the trial commenced in June 2016 and was completed in August 2018. Follow-up data were collected until August 2019.

The participant flow chart (Figure 1) provides an overview of the screening and enrollment numbers of the patients (n=347) who were included in the study and randomized into 1 of the 2 treatment arms. The current sample can be described as treatment experienced and, in most cases, with recurrent depression. The levels of both education and internet literacy were high (Table 1).
Figure 1. Participant flow chart; a participant was counted as having completed 1 measurement point when either the telephone interview had taken place or the questionnaire had been filled out. Single measures might be reported with slightly differing sample sizes. PHQ: patient health questionnaire; PMR: progressive muscle relaxation; iFD: iFightDepression.
Table 1. Baseline characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention group (n=173)</th>
<th>Control group (n=174)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>42.9 (12.4)</td>
<td>41.7 (12.4)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>137 (79.2)</td>
<td>136 (78.3)</td>
</tr>
<tr>
<td>Acquired a university degree, n (%)</td>
<td>64 (37.0)</td>
<td>68 (39.1)</td>
</tr>
<tr>
<td>Internet usage &lt;10 years, n (%)</td>
<td>157 (90.8)</td>
<td>155 (89.1)</td>
</tr>
<tr>
<td>Using the internet daily, n (%)</td>
<td>164 (94.8)</td>
<td>166 (95.4)</td>
</tr>
<tr>
<td><strong>Inclusion diagnosis</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major depression, n (%)</td>
<td>2 (1.2)</td>
<td>4 (2.3)</td>
</tr>
<tr>
<td>Recurrent major depression, n (%)</td>
<td>164 (94.8)</td>
<td>157 (90.2)</td>
</tr>
<tr>
<td>Dysthymia, n (%)</td>
<td>42 (24.3)</td>
<td>41 (23.6)</td>
</tr>
<tr>
<td>Currently under antidepressants, n (%)</td>
<td>115 (66.5)</td>
<td>108 (62.1)</td>
</tr>
<tr>
<td>Currently receiving psychotherapy, n (%)</td>
<td>97 (56.1)</td>
<td>93 (53.1)</td>
</tr>
<tr>
<td>Received psychotherapy in the past, n (%)</td>
<td>169 (97.7)</td>
<td>161 (92.6)</td>
</tr>
<tr>
<td>Psychiatric admission in the past, n (%)</td>
<td>120 (69.4)</td>
<td>117 (67.2)</td>
</tr>
<tr>
<td>Median number of self-reported episodes in the past, n (range)</td>
<td>6 (1-120)</td>
<td>5 (1-150)</td>
</tr>
<tr>
<td><strong>Comorbidities</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social phobia, n (%)</td>
<td>25 (14.5)</td>
<td>23 (13.2)</td>
</tr>
<tr>
<td>Agoraphobia or panic disorder, n (%)</td>
<td>33 (19.1)</td>
<td>27 (15.5)</td>
</tr>
<tr>
<td>Generalized anxiety disorder, n (%)</td>
<td>8 (4.6)</td>
<td>6 (3.4)</td>
</tr>
</tbody>
</table>

**Adherence**

Of the 347 patients included, 288 filled out the T1 measure (after 3 weeks) and 262 completed T2 (after 6 weeks). The follow-up measures were completed by 251 participants 3 months after the treatment ended, 235 participants after 6 months, and 229 participants after 12 months. Some of the measures reported have deviating sample sizes (n) due to a small number of participants omitting one or more of the measures.

According to self-report, participants in the intervention group used the iFD tool 23.6 (SD 12.6) times on average and participants in the PMR group practiced 22.4 (SD 9.5) times over the course of the 6-week intervention period. They reported to have spent an average of 6.2 (SD 4.7) hours using the iFD program and an average of 6.5 (SD 5.4) hours using PMR. Neither of these differences reached significance ($t_{303.26} = 0.606, P=.55$ and $t_{334.91} = 0.620, P=.54$, respectively).

Objective data, taken from the back end of the iFD tool and the download page of the PMR website, confirmed regular use and downloads of both interventions. The iFD users completed an average of 5.5 (SD 2.1) workshops and spent a mean of 3.8 (SD 3.0) hours using the tool on the web over the course of 18.7 sessions (the end of a session was defined by >30 min of idle time after the last click; time after the last click has not been included in average usage time). PMR users downloaded an average of 4.2 (SD 1.86) of the 6 relaxation lessons (n=165; for 10 participants, downloads had to be enabled differently due to technical problems and were not trackable).

**Main Objective**

Considering intervention effects on the IDS-SR as the primary outcome measure over the entire observation period (6 weeks of intervention + 12 months of follow-up), a significant difference in the symptom change over time was found, favoring the iFD group (an overview of the main and secondary outcomes over time is shown in Table 2). In the base model specified without covariates, the estimated fixed effect of interest (group x time interaction) differed statistically significant from zero ($t_{1157.2} = -2.519; P=.01$). A significant main effect of time ($t_{1196.2} = -3.934; P<.001$) was also observed, indicating a significant symptom reduction over time in both groups, as well as a significant interaction of time² x group caused by the greater curvature of the trajectory in the iFD group ($t_{1099.0} = 2.686; P=.007$). Figure 2 depicts the changes in the main outcome variable as well as the values predicted by the base model.
## Table 2. Mean values for symptoms of depression and quality of life over the course of the intervention, within-group effect sizes.

<table>
<thead>
<tr>
<th>Intervention</th>
<th>T0 (baseline)</th>
<th>T1 (approximately after 3 weeks)</th>
<th>T2 (approximately after 6 weeks)</th>
<th>T3 (approximately after 3 months)</th>
<th>T4 (approximately after 6 months)</th>
<th>T5 (approximately after 12 months)</th>
<th>Within-group ES&lt;sup&gt;a&lt;/sup&gt; (T0-T2)</th>
<th>Within-group ES&lt;sup&gt;a&lt;/sup&gt; (T2-T5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>n</td>
<td>Mean (SD)</td>
<td>n</td>
<td>Mean (SD)</td>
<td>n</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td><strong>IDS-SR</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iFD&lt;sup&gt;c&lt;/sup&gt;</td>
<td>27.5 (8.9)</td>
<td>173</td>
<td>24.3 (9.1)</td>
<td>148</td>
<td>20.8 (9.4)</td>
<td>135</td>
<td>19.3 (11.4)</td>
<td>126</td>
</tr>
<tr>
<td>PMR&lt;sup&gt;d&lt;/sup&gt;</td>
<td>27.9 (8.8)</td>
<td>174</td>
<td>24.8 (10.4)</td>
<td>144</td>
<td>23.1 (10.3)</td>
<td>129</td>
<td>22.0 (11.7)</td>
<td>125</td>
</tr>
<tr>
<td><strong>SF-12 MCS</strong>&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iFD</td>
<td>33.6 (8.3)</td>
<td>173</td>
<td>35.6 (9.0)</td>
<td>146</td>
<td>38.9 (9.7)</td>
<td>133</td>
<td>40.3 (10.8)</td>
<td>126</td>
</tr>
<tr>
<td>PMR</td>
<td>33.3 (8.1)</td>
<td>174</td>
<td>34.8 (9.7)</td>
<td>142</td>
<td>36.1 (10.2)</td>
<td>129</td>
<td>37.6 (10.1)</td>
<td>125</td>
</tr>
<tr>
<td><strong>SF-12 PCS</strong>&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iFD</td>
<td>46.9 (9.0)</td>
<td>173</td>
<td>48.1 (9.1)</td>
<td>146</td>
<td>47.3 (9.9)</td>
<td>133</td>
<td>48.8 (9.7)</td>
<td>125</td>
</tr>
<tr>
<td>PMR</td>
<td>47.2 (9.9)</td>
<td>173</td>
<td>46.8 (9.8)</td>
<td>142</td>
<td>47.3 (9.7)</td>
<td>129</td>
<td>47.9 (8.9)</td>
<td>126</td>
</tr>
<tr>
<td><strong>PHQ-9</strong>&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iFD</td>
<td>9.1 (3.6)</td>
<td>173</td>
<td>7.9 (3.7)</td>
<td>146</td>
<td>6.9 (3.7)</td>
<td>133</td>
<td>7.0 (4.4)</td>
<td>126</td>
</tr>
<tr>
<td>PMR</td>
<td>9.7 (3.3)</td>
<td>173</td>
<td>8.2 (3.8)</td>
<td>142</td>
<td>7.4 (3.7)</td>
<td>129</td>
<td>7.9 (4.4)</td>
<td>125</td>
</tr>
</tbody>
</table>

<sup>a</sup>ES: effect size, calculated based on imputed data sets.

<sup>b</sup>IDS-SR: Inventory of Depressive Symptomatology–self rating.

<sup>c</sup>iFD: iFightDepression.

<sup>d</sup>PMR: progressive muscle relaxation.

<sup>e</sup>SF-12 MCS: Short-Form 12 mental component score.

<sup>f</sup>SF-12 PCS: Short-Form 12 physical component score.

<sup>g</sup>PHQ-9: patient health questionnaire 9.
As a measure of the model’s ability to describe the data, $R^2$ was calculated. The base model yielded a conditional $R^2$ of 0.59 and a marginal $R^2$ of 0.08, indicating that 59% of the variance in the dependent variable was described by the model and 8% of variance can be explained by the fixed effects alone. The results did not change when using a per-protocol sample or the imputed data set and are therefore not reported separately (results for all models can be found in the Multimedia Appendix 1).

The between-group effect sizes and their confidence intervals, calculated from imputed data sets, are shown in Table 3 and provide an estimate of significance for the group differences at every assessment point. Group differences in the IDS-SR were not statistically significant following the 6-week intervention period (T2) but were so at the 3-month follow-up (T3). Within-group effect sizes comparing T0 and T2 measures (Table 2) can be described as medium according to the rough categorization proposed by Cohen [46] (iFD: $d=-0.718$; PMR: $d=-0.619$). After the intervention period, the IDS-SR scores remained stable in the iFD group and decreased further in the PMR group.
The fixed effect for frequency of use did not reach statistical significance (model parameter for the fixed effect: 0.20 [SD 0.06]). In addition, the significant interaction of the group and amount of guidance (t
\[216.4 \text{; } P=0.04\]) mirrors the fact that this was especially the case in the PMR condition.

The fixed effect for frequency of use did not reach statistical significance (t
\[216.2 \text{; } P=0.72\]) but improved the model fit and was therefore kept in the model. The fixed effects of sex, age, taking antidepressants or receiving psychotherapy at screening, and self-reported amount of time spent working with the intervention were not significantly different from zero and did not improve the overall model fit; thus, they were not added to the final model.

None of the other interactions between the covariates and the time or the group variable was significantly different from zero; therefore, the model was specified without additional interactions. This implies that, in this study, the intervention effect was not affected by the covariates named above in a way that was detectable with the current design. The final model yielded a conditional \( R^2 \) of 0.60 and a marginal \( R^2 \) of 0.10.

**Quality of Life**

In the mixed model describing the changes in quality of life (mental component score), the significant interaction of group \( \times \) time (t
\[198.4 \text{; } P=0.049\]) reflects an intervention effect in favor of the iFD tool, indicating a greater improvement in the quality of life for iFD users compared with participants in the PMR group. A statistically significant time\( ^2 \) \( \times \) group interaction indicates greater curvature in the iFD group (t
\[904.8 \text{; } P<0.001\]). The mental component score was significantly associated with the group variable (t
\[69.9 \text{; } P=0.02\]; Figure 3), indicating an overall lower score on the SF-12 PCS in the iFD group. The base model yielded a conditional \( R^2 \) of 0.55 and a marginal \( R^2 \) of 0.06.

The between-group effect sizes after the intervention (T2) and at the 3-month follow-up (T3) showed statistically significant intervention effects (Table 3).
In an extended mixed model containing self-reported frequency of use and the amount of guidance, the covariates themselves did not have a significant effect on the SF-12 scores, but improved the model fit. In addition, the group variable was no longer assigned a significant fixed effect, meaning the model did not yield a significant main effect of intervention group. The final model yielded a conditional $R^2$ of 0.64 and a marginal $R^2$ of 0.06.

In the mixed model using the physical component score as a dependent variable, none of the relevant fixed effects significantly differed from zero. As expected, the physical component score was not affected by the intervention and remained unchanged over time (full model results are shown in the Multimedia Appendix 1).

**Guidance**

The mean time spent on the 5 guidance and study calls was 38.5 (SD 9.9) min per participant for the iFD group and 28.9 (SD 15.0) min per participant for the PMR group, with the difference being statistically significant ($t_{314.41} = 5.078; P < .001$). The subjective quality as rated by the guiding study assistants was positive or mostly positive for 96.7% (736/761) of the calls in the iFD group and for 96.5% (691/716) in the PMR group. The relative occurrence of specific topics during the guidance calls, as recorded by the guides, are reported in Table 4.

---

**Figure 3.** Changes over time in mean SF-12. Points of measurement: T0: before the intervention; T1: after 3 weeks of intervention; T2: after intervention period; T3 to T5: follow-up measurements after 3, 6, and 12 months; error bars: standard errors of the mean; and SF-12: Short-Form 12 (mental component score). Model results refer to the estimates of the base model including fixed effects for time x group and time x time + group.
Table 4. Frequency of specific topics that occurred in the telephone calls, rated by guide, raw values, and percentage (calculated with number of observations/interviews as 100%).

<table>
<thead>
<tr>
<th>Topic</th>
<th>iFD(^b) (n=761 observations), n (%)</th>
<th>PMR(^c) (n=716 observations), n (%)</th>
<th>Chi-square value (df)</th>
<th>(P) value(^d)</th>
<th>Holm-corrected (P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comprehension problems</td>
<td>54 (7.0)</td>
<td>4 (0.6)</td>
<td>40.1 (1)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Current state of health</td>
<td>658 (86.5)</td>
<td>626 (87.4)</td>
<td>0.2 (1)</td>
<td>.64</td>
<td>.76</td>
</tr>
<tr>
<td>Content support</td>
<td>247 (32.5)</td>
<td>126 (17.6)</td>
<td>42.4 (1)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Motivation of participant</td>
<td>121 (15.9)</td>
<td>137 (19.1)</td>
<td>2.5 (1)</td>
<td>12</td>
<td>.59</td>
</tr>
<tr>
<td>Dissatisfaction with intervention</td>
<td>83 (10.9)</td>
<td>159 (22.2)</td>
<td>33.6 (1)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Positive feedback on the intervention</td>
<td>301 (39.6)</td>
<td>206 (28.8)</td>
<td>1.4 (1)</td>
<td>.23</td>
<td>.76</td>
</tr>
<tr>
<td>Questions about released content</td>
<td>27 (3.5)</td>
<td>N/A(^e)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Study organizational topics</td>
<td>639 (84.0)</td>
<td>596 (83.2)</td>
<td>0.1 (1)</td>
<td>.76</td>
<td>.76</td>
</tr>
<tr>
<td>Irregular participation in intervention</td>
<td>78 (10.3)</td>
<td>61 (8.5)</td>
<td>1.1 (1)</td>
<td>.29</td>
<td>.76</td>
</tr>
</tbody>
</table>

\(^a\)Multiple topics could be the subject of each call; therefore, percentages do not add up to 100.

\(^b\)iFD: iFightDepression.

\(^c\)PMR: progressive muscle relaxation.

\(^d\)\(P\) values corrected for multiple testing using Hochberg correction.

\(^e\)Not applicable.

User Satisfaction

The mean sum score of the CSQ-8, a measure of user satisfaction, was 25.31 in the iFD group and 21.97 in the PMR group out of a possible 32, the difference being statistically significant (\(t\)\(_{259}\)=5.8044; \(P\)<.01). Satisfaction with the iFD tool seems to be in the expected range, with a sum score similar to those of other studies on internet interventions (26.26 major depression [MD] prevention [30], 26.05 stress management, 24.51 MD treatment in routine psychiatric care [47], 24.96 guided internet-based intervention for depression [48], 22.88 unguided internet-based intervention for depression, and 22.4 happiness training [49]).

Adverse Events

During the course of the intervention, 159 adverse events and 4 serious adverse events were recorded. Three adverse events were rated as possibly related to the intervention, 2 in the iFD group, and 1 in the PMR group. The possibly related adverse events were all deteriorations of the patient’s mood. One patient in each group described the feeling of trying one more intervention that did not help as a contributing factor to the deterioration, and 1 participant in the iFD group reported worse symptoms of depression after reducing her antidepressants without consulting her physician, as she expected to get better by using iFD. Of the serious adverse events, 2 occurred in each intervention group and none were rated as related or possibly related to the intervention. None of the adverse or serious adverse events recorded during the follow-up period were related or possibly related to the intervention.

Discussion

Principal Findings

This study is one of the first studies on the antidepressant effects of iCBT using a control condition that is both credible and comparable with the iCBT group in the form of delivery, terms of duration, and contact with the study team. To this end, we assessed between-group differences concerning changes in symptom severity over time as the main objective and possible covariates influencing the intervention effect as well as differences in health-related quality of life as a further objective. The results concerning our main objective (decrease in symptoms of depression as measured with the IDS-SR) differed significantly between the intervention and control groups according to the mixed model results, favoring the iFD group. This effect was especially apparent at the 3-month follow-up (\(d=0.281\), reduction on the IDS-SR was 8.2 points for iFD and 4.8 for PMR), whereas the group difference was only approaching significance after 6 weeks (following the intervention, the main outcome as predefined in the study protocol, \(d=0.192\)). These effect sizes are considerably smaller than those reported in a meta-analysis for trials using wait-lists as controls (\(d=0.56\)) but more similar to studies using TAU controls (\(d=0.23\)) [10]. Finding smaller effects or even no effect, when using an active control condition instead of a wait-list control, is to be expected as placebo effects should affect both groups in a similar manner and nocebo effects should be reduced to a minimum, thereby (mostly) ruling out expectation effects and greater hope induction driving the effect. As studies on depressed patients have been shown to be very susceptible to placebo [50], our finding of significant effects compared with a possible active control that is known to be helpful for depressed patients is noteworthy. The effect sizes are in accordance with the studies by Mackinnon et al [14] and
Johansson et al [15], who observed small but significant effects when comparing internet-based interventions to active and attention control conditions.

For further interpretation of the current results, the composition of the sample should be considered. The current sample was a self-selected community sample with a high rate of very educated, internet-affine patients who had experienced several episodes of depression in the past (iFD: median 6; PMR: median 5), who had already gained experience with psychotherapy (past: 330/347, 95.1%; present: 190/347, 54.8%), and who were receiving some kind of treatment at the beginning of the study. The mean age at the onset of depression was 21.8 (SD 12.1) years, indicating that, on average, participants had been experiencing episodes of depression for about 20 years before participating in this study.

This implies that the participants in this study could have already gained a lot of experience in therapeutic techniques and in managing their symptoms, which might have attenuated the treatment effects in comparison to studies treating patients with a first episode of depression or less treatment experience. This might indicate that even experienced patient groups can benefit from this type of intervention. On the other hand, some patients might assume that PMR is less likely to be effective than iCBT and will perceive less hope induction. iFD might be perceived as a new and promising treatment option. This can result in overestimation of the true antidepressant effect.

Patient characteristics such as gender and age as well as the amount of use and guidance did not significantly influence the intervention effect in this study. This is in line with the results on sociodemographic data having no predictive value in an individual patient data meta-analysis by Karyotaki et al [51]. However, Karyotaki et al [51] and Donkin et al [42] reported a positive association between the intervention effect and the amount of intervention received, which could not be replicated in this study. A possible explanation for the lack of this association is that patients might regulate uptake according to their needs, that is, one person might feel that they have received sufficient help after 2 modules, whereas a different person might feel that they need all 6 modules. If this holds true, the total amount of intervention received might not predict the outcome, as it did not in this study. In contrast to previous findings [8,15], the amount of guidance provided in this study did not predict treatment success in the mixed model analysis, possibly due to the fact that the mean amount of guidance (33.7 min) was at the lower end of the 30 to 180 min, which Baumeister et al [52] had previously proposed as an optimal amount of guidance in a review of 14 studies on the impact of guidance in web-based interventions. Larger variation in the amount of guidance, for example, in meta-analysis incorporating several studies with differing designs, might reestablish this effect.

In this study, the 1-year follow-up allowed the analysis of the long-term effects of the interventions. The current results show that although the improvement in the intervention group remained stable, the control condition caught up after 6 months and was not significantly different after 12 months. Our sample had a high proportion of patients with recurrent depressive disorders; therefore, spontaneous remission over the course of the 1-year follow-up is plausible.

For our third objective, assessing changes in quality of life, a statistically significant effect for intervention was found. Although both groups reported improved quality of life concerning their mental health, this increase was significantly more pronounced in the group assigned to the iFD tool with a small but statistically significant between-group effect size after 6 weeks of intervention (d=−0.343) and 3 months (d=−0.359) postintervention. In their overview of several studies on internet-based interventions for depression, Andrews and Williams [53] reported several trials showing positive effects on both quality of life and disability with moderate to large effect sizes. Our results are in line with this, the smaller magnitude of the effect possibly being caused by the stronger control condition.

To address our fourth objective, this study explored key features of the provision of a web-based intervention with guidance according to a practice-oriented guideline. The average time spent on guidance was 9.6 min longer in the iFD group, and content-related support and comprehension problems were significantly more often part of the guidance calls in the iFD group than in the PMR group. These differences in the amount and content of the guidance calls might reflect a differential need within the groups. Although the PMR training was extended a bit each week, the iFD tool offered new topics and new tasks each week and might have been intellectually more challenging. However, it was also perceived as more positive by the participants, leading to significantly fewer complaints about the intervention during the telephone calls and to a higher score on the satisfaction rating.

In addition to improving treatment outcomes, guidance and contact with the study team are often referred to in the literature as important factors to improve adherence to the intervention. In this study, dropout was acceptable and subjective, and objective measures indicated that usage was high in both groups, with most participants completing the majority of weekly assignments. This implies that this rather small amount of guidance was sufficient, raising hopes that iFD might also prove effective in routine care where guidance will be offered by therapists and physicians. However, the highly structured study environment with an extensive screening interview (not counted as guidance time in this study) and regular questionnaires might have further improved adherence. This should be kept in mind when implementing iFD in routine care.

Limitations
Several limitations must be considered. First, the active control condition cannot be considered a placebo because there are studies pointing toward an antidepressant effect of PMR [37]. This can lead to an underestimation of the true antidepressant effect of the iCBT intervention. As Hart et al [54] argued, it is almost impossible to construct a psychosocial or behavioral intervention that is a true placebo, that is, an intervention that is harmless, completely inactive or inert, and comparable with the intervention tested. Therefore, we decided to choose an active control that might have affected the outcome measures, but that is thought to be less effective in treating depression.
while still resembling the web-based intervention in its form and the amount of time patients spend on it. However, this design has the disadvantage of not disentangling spontaneous remission from the effects produced by the control condition.

Second, the amount of guidance was significantly longer in the iFD group despite our best efforts to keep it parallel. Although the amount of guidance was not related to outcome, it cannot be ruled out that this difference had a certain impact on our results.

Third, the generalizability of the results is limited by the fact that the results were obtained within the context of an RCT, which differs from implementation in routine practice. Johansson and Andersson [15] showed that even adding a structured screening interview to otherwise unguided web-based interventions led to increased effects of the intervention, so it is plausible that for the current trial, the study procedures had an impact on the effects reported here. Furthermore, our sample was self-selected and is not representative of all patients with depression. This might have led to more motivated participants, who were more interested in web-based interventions than the average patient. In addition, the trial was conducted by the institution implementing iFD in Germany; thus, the presence of allegiance bias cannot be excluded.

Finally, we did not collect data on additional treatment options that patients might have utilized during the follow-up period. Therefore, we cannot control for possible treatment differences between the iFD and PMR groups during follow-up.

Conclusions
This study is one of the few studies that used a valid control condition (PMR) as well as a 12-month follow-up. The results confirm that with active controls, the effect sizes are smaller than those in wait-list-controlled designs. Nevertheless, the results strengthen the evidence base for the efficacy of web-based CBT interventions in patients with depressive disorders. Over the entire observation period, the iFD tool was superior to an active control in the reduction of symptoms of depression ($P=.01$) and in the improvement of quality of life ($P<.001$). Although the predefined primary outcome (reduction of symptoms of depression on the IDS-SR after 6 weeks) was not statistically significant, the secondary outcome (quality of life, measured through the mental component score on the SF-12 after 6 weeks) was. Patients in the intervention group reported an accelerated symptom improvement most prominent 3 months after the intervention and, on average, transitioned from moderate to mild symptoms of depression (according to the cutoff values of the IDS-SR [55]). The intervention effects remained stable for up to 12 months, with the control participants continuing to improve and catch up with the intervention group from month 6 onward. A total guidance time of 38.5 min with an acceptable adherence indicates that iFD has the potential to be an efficient complement to treatment and to help reduce treatment gaps in psychosocial interventions. The fact that iFD is free of charge and available in 12 languages makes it an option in many countries worldwide.
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Abstract

Background: Data coordination across multiple health care facilities has become increasingly important for many emerging health care applications. Distrust has been recognized as a key barrier to the success of such applications. Leveraging blockchain technology could provide potential solutions to build trust between data providers and receivers by taking advantage of blockchain properties such as security, immutability, anonymity, decentralization, and smart contracts. Many health technologies have empirically proven that blockchain designs fit well with the needs of health care applications with certain degrees of success. However, there is a lack of robust architecture to provide a practical framework for developers to implement applications and test the performance of stability, efficiency, and scalability using standard blockchain designs. A generalized blockchain model is needed for the health care community to adopt blockchain technology and develop applications in a timely fashion.

Objective: This study aimed at building a generalized blockchain architecture that provides data coordination functions, including data requests, permission granting, data exchange, and usage tracking, for a wide spectrum of health care application developments.

Methods: An augmented, 3-layered blockchain architecture was built on a private blockchain network. The 3 layers, from bottom to top, are as follows: (1) incorporation of fundamental blockchain settings and smart contract design for data collection; (2) interactions between the blockchain and health care application development environment using Node.js and web3.js; and (3) a flexible development platform that supports web technologies such as HTML, https, and various programming languages. Two example applications, health information exchange (HIE) and clinical trial recruitment, were developed in our design to demonstrate the feasibility of the layered architecture. Case studies were conducted to test the performance in terms of stability, efficiency, and scalability using standard blockchain designs. A generalized blockchain model is needed for the health care community to adopt blockchain technology and develop applications in a timely fashion.

Results: A total of 331,142 simulated HIE requests from accounts of 40,000 patients were successfully validated through this layered blockchain architecture with an average exchange time of 11.271 (SD 2.208) seconds. We also simulated a clinical trial recruitment scenario with the same set of patients and various recruitment criteria to match potential subjects using the same architecture. Potential subjects successfully received the clinical trial recruitment information and granted permission to the trial sponsors to access their health records with an average time of 3.07 seconds.

Conclusions: This study proposes a generalized layered blockchain architecture that offers health technology community blockchain features for application development without requiring developers to have extensive experience with blockchain technology. The case studies tested the performance of our design and empirically proved the feasibility of the architecture in 2 relevant health application domains.

(J Med Internet Res 2020;22(7):e19029) doi:10.2196/19029
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**Introduction**

**Background**

The health care industry generates abundant health data from various sources [1]. The meaningful use of health data can improve the decisions of health care providers and patient outcomes [2]. The increasing adoption of digitized health care records such as electronic health records (EHRs) provides the opportunity for health care data analytics and the coordination of results with care of patients [3,4]. Many health care applications are designed to maximize the potential benefits of EHR usage, such as analyzing epidemiological disease patterns to improve public health across the nation or timely health information exchange (HIE) to provide patients with coordinated and efficient care across health care facilities. Data sharing is needed when required data are distributed and stored in different sources [5,6]. However, multiple barriers to data coordination exist: (1) data privacy and security concerns during HIE [7,8], (2) the limitations of institutional privacy rules [3,9], and (3) the time-consuming process of generating agreements on data exchange between institutions [10,11]. There are security and privacy concerns about the exchange of sensitive health data [8]. Due to the Health Insurance Portability and Accountability Act, legislation limits EHR access without patient authorization [3,12]. Therefore, there needs to be a sustainable and secure data collection mechanism by which each data owner can maintain control of their data and only if the owner of the data allows it to occur [13].

**Blockchain Approaches**

Facing the challenges of data coordination, blockchain is considered to be a disruptive technology that fits the needs of many health care applications [14,15]. Blockchain is a distributed ledger technology that was first applied in the financial sector [16]. Bitcoin is one of the most popular applications of blockchain that shows its security, durability, and robustness. All the users in the blockchain are anonymous and represented by unique pairs of randomly generated 256-bit public and private keys [16]. This feature of protecting user privacy is one of the reasons for the success of Bitcoin and is also why blockchain is considered for potential health care applications without concerns for patient privacy issues [17]. Similar to the public blockchain used for Bitcoin, blockchain can be implemented privately, also known as a **permissioned chain** for different applications [18]. Users need to gain permission to join the private chain, which limits the data access of the blockchain to only authorized users. Blockchain is a chain of blocks that contain current and former block numbers and validated transactions occurring in a short period [19]. Generation of blocks follows a certain consensus protocol, such as Proof of Work (PoW), which requires miners to provide computing power to validate the legitimacy of the transactions and generate new blocks. Data owners can use blocks to track the timestamps and requesters of their data. All transactions are publicly auditable. Any malicious transaction is expected to be detected by the users in the blockchain and will be discarded thereafter [20]. Once a transaction is made, all the users will validate the identity of the sender and the legitimacy of the transaction. There is no trusted third party to perform the validation process. Rather, the legitimacy of the transaction data accuracy and data provenance is ensured by all the users in a transparent manner [21]. Verified transactions will be written into the subsequent block, and the contents of the transaction can never be erased or changed [16]. The Ethereum blockchain keeps all the original blockchain features and adds a function of programmable self-executing computer protocols to the blockchain system with agreements between the requester and receiver called **smart contracts** [19]. Smart contracts are coded in Turing-complete languages such as Solidity in the Ethereum blockchain that can solve any computational problems [22]. For example, using smart contracts can regulate transactions such as enforcing the interoperability standard of exchanged data [23]. As the features of decentralized transaction validation—ensured data provenance, data sharing, data integration, and flexibility of smart contracts—fit well with the needs of many health care applications, there have been many efforts to apply blockchain to areas of health care, such as HIE, pharmaceutical supply chains, and clinical trial management [24,25]. However, most blockchain applications in the health care area are still in the early stages of implementation [15].

**Objectives**

This was an extended study of previous blockchain application designs and an exploration of a new generalized layered architecture, as shown in Figure 1. We built a private blockchain environment, implemented the layered architecture, and built 2 prototype applications based on this architecture: HIE and subject recruitment for clinical trials.

Compared with traditional blockchain architecture, this study proposed a generalized blockchain system that fits a wide spectrum of health care applications for cross-site data coordination. The layered architecture provides a blockchain platform with predefined functions for data collection for developers to implement health care applications without an extensive experience of blockchain. We explained the blockchain environment setup and the new layered architecture in the Methods section, followed by case studies and simulation results in the Results section to demonstrate the feasibility, scalability, and compatibility of the architecture for health care application development.
Methods

Augmented Three-Layered Blockchain Architecture

The blockchain network offers advantages in managing digital assets [26,27]. A well-known digital asset managed by blockchain is Bitcoin or, in general, cryptocurrency [25]. In health care applications, EHR access is a digital asset in management. The health data for patients who opt to participate in the blockchain are encrypted and stored in secured off-blockchain databases located in health care facilities protected by their own firewalls. The foundation private blockchain is used to store all transactions referring to EHR requests and exchanges and the metadata that contain pertinent health care data with the identifications of patients and health care facilities. In addition, the following components are captured in the metadata: time of creation, data set location, access permission and control, data decryption, and data authenticity.

As blockchain is a fully distributed system, we have built 3 layers on the top of the private blockchain network: transaction layer, interfacing layer, and application layer. As shown in Figure 1, the transaction layer consists of 2 types of smart contracts coded in Solidity, namely, EHR manager smart contracts and user manager smart contracts, to manage the storage of and access to metadata that are encrypted with decentralized validity and authenticity checks using blockchain security [28]. These 2 smart contracts are fixed in the system and are not permitted to change.

Data requests from one health facility to another trigger certain functions of smart contracts through the interfacing layer. Only through the information in the trustable metadata can original data be retrieved and verified for authenticity by the interfacing layer. Applications such as subject recruitment for clinical trials, EHR management, and artificial intelligence (AI)–based data analytics tools can be built on the application layer. This layered architecture has the following benefits compared with the previous blockchain systems used for health care applications: (1) compatibility of most health care applications that require data exchange, (2) semipublicity to fix the blockchain settings and smart contract functions but retain most blockchain features, (3) security settings of each layer to protect the identities and data of patients during an exchange, and (4) traceability of who have accessed the data and how they used the data.

Environment Setup

To build the blockchain system, each health care facility is required to provide at least one blockchain node, which is an electronic device that can install the blockchain system. In our setting, each node runs the official Go implementation of the Ethereum protocol on an Ubuntu Linux server. To connect the blockchain with EHR systems, we have developed a blockchain adapter, which is a blockchain node designed to abide by the
To ensure the security of health care data and meet the needs of current EHR operations, our blockchain system does not store patient data. There are two main reasons for this. First, it is not practical to store a large chunk of health care data in a blockchain because of the health care facilities’ policies of sharing health information and blockchain storage constraints [25]. Second, the health care industry is still unreactive to allowing patient data to move across the blockchain network [12]. A metadata set containing pertinent information of the original EHR data is created and submitted to the blockchain platform. The creation and updating of metadata are recorded into a chain of data blocks in the blockchain. These transactions executed via smart contracts are immutable and traceable, thus creating a trustable metadata transaction. As there are different interoperability standards, such as Fast Healthcare Interoperability Resources and Health Level 7 version 3, there will be different metadata points of different data stores for the receiver to choose from. The receiver can choose the compatible interoperability standard of their home department’s standard during the HIE process [30,31]. The metadata owner, who is the same as the data set owner, can grant, reject, or revoke access permission automatically via smart contract or interactively by means of electronic notification and confirmation. For example, smart contracts can be programmed to grant or reject access permission based on time or data type or to delegate access permission to a specific user. In all cases, because a third-party intervention is not necessary for granting or rejecting permissions, the time efficiency of data sharing can be greatly improved. This is the decentralized feature of the blockchain network that enables peer-to-peer HIE.

Each blockchain user, including the blockchain adapter, is represented by a hash value (account address) derived from the public key generated by the blockchain [32]. The private key is kept private by the user, and the public key is used for internal and external transactions and communications. Any transaction related to the account address must be signed by the signature, which is the private key. All transactions need to ensure the public key and the private key matched before transactions are recorded in the blockchain. The patients need to go to the health care facilities to opt into the system so that they can claim ownership of their data. A user can create a username and password or use biometric information that is mapped to the public and private key instead of memorizing the real key’s value. The metadata permission control carried out by smart contract is anonymous, which ensures privacy. The metadata used for locating encrypted data are communicated with the secured data stores via the https protocol, and the result is communicated back to the user via the same protocol; thus, it is considered to be a secure data transfer.

**Foundation Private Blockchain Network**

The foundation of our layered architecture is a private Ethereum blockchain, which involves an immutable chain of data blocks consisting of committed ledgers and multiple blockchain nodes synchronously maintaining the same chain of data blocks. In the overall architecture, this layer ensures data immutability, decentralized consensus, data transparency, and traceability. The private blockchain is initiated from a starting node with special settings to make the blockchain unique. The smart contracts are deployed through the starting node when the private blockchain is built. All the participating nodes from health care facilities must obtain permission from the starting node to join the system. This procedure will disallow unauthorized parties from joining the system. As the participating nodes joined into the system, the blockchain will automatically generate accounts for their blockchain adapters. All other users, such as patients and health care providers, need to opt into the system through health care facilities. The blockchain accounts will be generated for the users from each health care facility as soon as the applicants’ identities are proven.

The private blockchain stores all the transactions for (1) patients and health care facilities granting, revoking, and denying access to their EHR data; (2) authentication of patients and health care providers to retrieve the EHR data; and (3) health care facilities to store metadata for patient visits. The transactions will record the receiver, sender, contained data, and the timestamp into the blocks through blockchain adapters. Users can also make transactions in the backend blockchain console through the blockchain node. These transactions still need to pass smart contract regulations to become effective. Most users will interact with the graphical user interfaces (GUIs) built on the application layer to execute functions in the blockchain system.

**Transaction Layer**

The transaction layer consists of 2 smart contracts that specify a metadata model for health care records and methods that regulate data access rights, permission policies, and data encryption. Two smart contracts, the **EHR manager** smart contract and the **user manager** smart contract, are deployed to the blockchain to securely accomplish the basic EHR management tasks. The **EHR manager** smart contract can only be used by health care facilities to submit the EHR metadata to the blockchain. The **user manager** smart contract is used by patients or facilities to manage access to their data. Once a patient has opted into the system from a health care facility, the health care facility’s blockchain adapter will automatically encrypt his or her patient ID and public key using the patient’s private key and input to the **user manager** smart contract. Health care facilities will have adapter IDs stored in the **user manager** smart contract. The following scenarios demonstrate the use of smart contracts for the EHR metadata input and HIE.

**Electronic Health Record Manager Smart Contract for Submitting Metadata to the Blockchain**

The **EHR manager** smart contract (as shown in Figure 2) defines several structures to record patient information: EHRDataID and EHRData define the metadata components, PatientID stores the patient ID and health care facility ID for the registered patients, and patientData maps the different health care facility visit records of patients with the patients’ IDs. Once the blockchain adapter receives a record from the EHR system, the blockchain adapter automatically performs the following steps to submit the metadata to the blockchain through an addEHR function:

```
addEHR
```
Figure 2. Main part of the electronic health record manager smart contract code that defines the metadata structure. Blockchain adapters must extract the information and calculate the encrypt keys and then store them into the smart contract. The record will automatically associate with the adapter’s blockchain ID.

1. Extract the patient ID from the EHR data set.
2. Find a public key associated with the patient from the user manager smart contract.
3. Generate a random data key for encrypting the EHR data set.
4. Encrypt the EHR data set using data key and store the encrypted data to an off-chain secured data store.
5. Use the patient’s public key to encrypt the data key. Call the encrypted data key “key cipher.”
6. Submit the following metadata to the blockchain:
   - Patient ID.
   - Encrypted data set location as a URL.
   - Key cipher.
   - Associated blockchain adapter ID.

The blockchain adapters will generate public and private key pairs following the Diffie-Hellman protocol using Node.js. The data encryption and decryption settings ensure that the data belonging to the patient is only decrypted by the health care facility that produced the data. The key cipher makes the data key more secure and can only be computed when the data owner is known. Figure 3 shows one patient’s decoded metadata retrieved through blockchain using the Remix integrated development environment, which is an open-source visualization tool used for interacting with blockchain nodes and smart contract development and deployment.
**User Manager Smart Contract for the Health Information Exchange Process**

A scenario is described in this section to show the process of health care provider X retrieving patient A’s EHR. Through a mobile application or web browser with biometric authentication, Patient A can grant access privileges to health care provider X using the application program interface (API) to set data permission on the interface layer. In some cases, more than one clinician is involved in the patient’s care. The health care facility needs to create a shared blockchain account for the provider’s department so that all involved clinicians can access the patient’s data with one-time authentication [33]. Blockchain adapters will record who has accessed the data and submit it to the blockchain. The blockchain adapters from the receiver’s home health care facility will perform the following steps for the data retrieval process:

1. Verify health care provider X’s permission to access patient A’s records through the EHR manager smart contracts.
2. Retrieve patient A’s metadata from the EHR manager smart contract.
3. Request the encrypted EHR data set from the remote health care facility via an https service provided by blockchain adapter.
4. Retrieve the encrypted data using encrypted data set location information in EHR metadata.
5. Decrypt the EHR data set. This step involves decrypting the key cipher using the patient’s private key to obtain the data key that decrypts the EHR data set.

Similar processes will be used for sharing data between health care facilities and for patients retrieving their own EHR records. The entire process will be performed automatically through the blockchain adapter.

**Interfacing Layer**

The interfacing layer provides 4 high-level methods: get the health care data from different facilities, store the encrypted data securely, post metadata or data request to the blockchain via smart contracts in the transaction layer, and send the encrypted data to the receiver who has gained permission from the data owner. Using the functions in this layer, application developers can implement distributed data applications (DApps) without the knowledge of smart contracts and the underlying blockchain network. This layer consists of APIs and https web services to define a set of primitive coordinate functions: (1) submit data, (2) set data permission, and (3) retrieve data. The data submission API will extract metadata from the original data and call the transaction layer’s smart contracts to record it to the blockchain. It will also encrypt the original data and store the encrypted version to a secure off-blockchain data store. The data retrieval API will call smart contracts to retrieve metadata from blockchain, verify encrypted data authenticity with metadata, and decrypt the encrypted data in the off-blockchain data store to obtain the original data. The data
permission setting API will call the transaction layer’s smart contracts to set access policies and methods for a piece of metadata. Information contained in metadata is used to retrieve and decrypt data. The https web services provide secure data transport when data are to be transported through a channel and can potentially be eavesdropped. Using the blockchain adapter to serve as a gateway to the EHR system minimizes the concerns of data exchange security.

We implemented blockchain adapters as a Node.js application and used the web3.js package for interfacing with a blockchain node and https.js package for https secure web services. web3.js is also available in the Python library as web3.py. The https-based web services are mainly used for communication among blockchain adapters. The blockchain adapter is embedded as software that will install the missing component automatically, such as node.js and web3.js. Figure 4 shows a high-level block diagram of a blockchain adapter. The metadata extractor extracts metadata such as patient ID and data set ID from the EHR data set for data identification purposes in the blockchain. The data and patient ID manager maps the patient ID to the data set ID and records the information in both the user manager smart contract as well as the EHR manager smart contract. The data set encryption block in Figure 4 encrypts the EHR data set and stores away in the secure data store with a URL or a data object hash for future access.

**Figure 4.** Blockchain adapter components and functions. Blockchain adapter extracts the metadata from the electronic health record, encrypts the electronic health record, stores the encrypted electronic health record into the secured data store, and maps the patient ID and data ID to the blockchain account. Blockchain adapters use https to interact with other adapters and communicate with the foundation private blockchain network through a blockchain interface. API: application program interface; EHR: electronic health record.

From the security and reliability point of view, the following design guidelines are strictly followed for the blockchain adapter:

1. Blockchain adapter is modeled as a nonhuman blockchain user and has its own private and public key pair when the blockchain account or address is established. The public key is made public via the user manager smart contract. The private key is kept in a blockchain adapter.
2. The https service uses a separate key and certificate file.
3. The Diffie-Hellman key agreement protocol is used for data set encryption.
4. When one blockchain adapter fails, transactions (data set exchange) with the associated organization will be interrupted, but transactions among all other organizations will not be affected.

**Application Layer**

With the above interfacing layer architecture and smart contract setup, many health care applications involving data exchange can be developed in the application layer. This layer will rely on the interfacing layer to securely collect the data and then perform data analytics. Applications will not change the existing blockchain settings. These applications can allow researchers or data owners to have better use of the EHR data. For example, personal health records management can be developed on the application layer. A patient’s identity will be verified through smart contracts in the blockchain. All patient records can be retrieved through the interfacing layer. In addition to the HIE application, subject recruitment for clinical trials could also be developed in this layer. Clinical trial sponsors need to obtain permission from the patients through blockchain adapters from clinical trial sites before the matching process [34]. After the patients grant the sponsors permission to gather their data, clinical trial sponsors can use the data analytics tools developed in the application layer to match the patients with their recruitment criteria automatically. We implemented these 2 sample applications on our private blockchain system.
Results section shows the interactions of the application layer and the blockchain system and the simulation results.

**Results**

**Case Studies**

To test the feasibility of our layered architecture, we built a blockchain environment that contains 1 starting node and 4 health care facility nodes. All the nodes have installed an Ubuntu 18.04.2 operating system and Go Ethereum with the default PoW setting. A blockchain adapter has been installed to each node to communicate with the blockchain and its own secured data store, which was implemented using MongoDB. We created 100 accounts for health care providers and 10,000 patient accounts on each health care facility node of patients’ records from the Surveillance, Epidemiology, and End Results database [35]. A total of 2431, 2587, and 2505 patients have multiple records distributivity stored in 2, 3, and 4 health care facility nodes, respectively. The remaining patients’ records were stored in a single facility node. Selected records were stored in each secured data store using an automated script following the same procedure described in the EHR manager smart contract. The ownerships have been claimed when the metadata were pushed into the blockchain using the smart contract in the transaction layer.

After setting up the environment, we implemented 2 applications to interact with our blockchain system. The applications are built off-chain but can communicate with the blockchain system using node.js. These 2 applications are examples of the potential use of the layered blockchain architecture. We tested the accuracy, scalability, and speed of our system. We made the following assumptions to simulate the 2 processes: (1) each clinical site has provided at least one node to the system, (2) each clinical site agrees to connect the blockchain adapter to the secured data store, and (3) patients have authorized the blockchain system as well as the 2 applications to access their health records.

**Health Information Exchange**

This application provides an interface for users to manage access to personal health care records through the transaction layer. Patients can use this application to grant and revoke access to their records. Patients can also track how many times their records have been accessed through this application. To test the accuracy, speed, and scalability of our system, we simulated the process of patients granting permission to health care providers of their EHR. We developed 5 scripts to automate the simulation process by (1) randomly selecting 1 patient to grant 1 health care provider permission to their EHR per second for an hour and recording the timestamp, (2) recording the timestamp when the health care providers received the permission, (3) recording the timestamp when the health care providers received the data, and (5) adding 1 patient per second to script 1 then repeating scripts 1 to 4 until reaching the system limitation because of the known scalability constraints of Ethereum [36].

The simulation only contains the period of interactions with the blockchain. Retrieving data is an off-chain process through the https portal and varies with different health care facilities. From our simulation results, the system breaks at a certain point when the scale reaches 14 transactions per second (TPS). We simulated 331,142 access-granting transactions. All the transactions have successfully retrieved the records except the last second’s 14 transactions due to reaching the Ethereum scalability limitation. The average time of writing a transaction to a block is 11.271 (SD 2.208) seconds. We did not find a correlation between TPS and validation time. All health care providers received the metadata in an average of 1.73 seconds.

In this study, the scalability of the blockchain using various transaction frequencies from 1 to 14 TPS through blockchain adapters was tested. Figure 5 shows the time spent granting permission from different scales (the 14 TPS group was excluded because of incomplete results). Once the permission is granted by writing the transactions into blocks, the receiver can retrieve the metadata from the smart contract through the blockchain adapter without making another transaction for users to validate the legitimacy. This means that the average time of receiving metadata is much shorter than the grant permission. The script of the 9 TPS group runs slowly compared with the former groups. All the blockchain nodes were restarted separately, and the script was restarted with the 10 TPS group. The speed is affected by the processing speed of the blockchain nodes and Ethereum performance. The starting node’s blockchain adapter was used to control the overall frequency. All transactions from the blockchain adapters of health care facility nodes will queue in the starting node’s adapter until the earlier batches of transactions have been executed by each blockchain adapter. We controlled the overall frequency as 13 TPS, which avoids the Ethereum’s scalability constraints by spacing the transactions.
Subject Recruitment for Clinical Trials

To prove the compatibility of our layered blockchain system, another application was implemented as subject recruitment for clinical trials. This application involves posting criteria, granting permission, and data exchange. To use this application, each clinical trial sponsor needs to provide at least one blockchain node with a blockchain adapter installed. All patients who want to participate in clinical research are required to opt into the application so that they can receive the recruitment criteria. This application involves the following procedures:

- Clinical research recruiters will send recruitment criteria to the opted-in patients in the interfacing layer. The criteria also contain the recruiters’ blockchain address used for patient authentication.
- Patients who received the criteria can check whether they are matched. If they are interested in clinical research, they can authenticate the clinical research recruiter to access their EHR.
- Recruiters will be notified by the blockchain of whether any patients have granted their permissions to access their data. Then, they will retrieve patient data for precise matching.
- The recruiters will notify the patients if they are matched and send further instructions.

We have implemented a GUI to demonstrate the usage of this application. Patients need to opt for this application to receive the current clinical trial recruitment information. We randomly selected 4 sponsors to post their recruitment criteria using their blockchain adapters through the blockchain interfacing layer. Only patients who opted will receive recruiting clinical trial information. Figure 6 shows the GUI for a simulated patient with ID 1721653. It will provide basic information for the patient, such as blockchain address and registered health care facility ID. The recruiting criteria include the sponsor ID, basic inclusion criteria such as age and gender, and study disease (in this case, we used the primary site for the study disease in our simulation). Patients can use the GUI to grant the sponsors access to receive their data to have a precise match with their clinical trial criteria. This action will automatically send a transaction to the user manager smart contract to add the sponsor’s blockchain address to their access list. Through our simulation, 2 sponsors successfully received permission in an average of 3.07 seconds.

Figure 5. Box plot of simulation results for 1 to 13 transactions per second groups. The boxes show the different quantiles of time cost related to different scales of transactions per second.
Figure 6. Graphical user interface for patients to permit clinical trial sponsors to access their data. The graphical user interface shows the patient’s blockchain address, opt-in status, current recruiting trials’ basic recruitment criteria, and permission options. When the patients select the recruiting trial and click submit, the sponsor will be added to their access list in the USER manager smart contract through the blockchain adapter.

**Discussion**

**Conclusions and Future Work**

This paper described an augmented layered blockchain system in development for most health care applications involving data coordination across multiple health care facilities. The design of this layered architecture provides generic functions and methods for application developers to securely collect data from different sources without requiring extensive experience of the blockchain technology. The layered architecture allows users the ability to audit the legitimacy of previously occurring transactions but prevents users from modifying any components in the blockchain. The features of blockchain provide a solution to current data coordination challenges. The blockchain-based approach extends the ownership of the EHR data set to each patient. On the basis of decentralized features of blockchain technology for peer-to-peer transactions, this approach can greatly reduce the health care data set sign-off and release. Data security and authenticity are also guaranteed by the immutability of the blockchain and smart contract–regulated data exchange.

Through our simulation process, our system empirically proved the feasibility of the architecture for health care applications. We also tested the scalability of our blockchain system and provided an optimal solution to avoid blockchain scalability constraints. Our future work will continue to evaluate the validation mechanism to improve the blockchain performance and add an AI component on the application layer for data analytics to maximize the use of EHRs based on the layered blockchain system.

**Limitation**

The main limitation of our approach is the setup requirement from each participating site. Each health care facility is required to provide at least one blockchain node to the system and keep an encrypted EHR outside of the operation EHR for registered patients into the secured data stores that can communicate with blockchain adapters. Patients will potentially also need to provide blockchain nodes such as mobile devices to exchange and store their personal health records generated by their personal medical devices. The performance of the model can be affected by the properties of the blockchain node. If a single node creates a mass of transactions at the same time through the blockchain adapter, this action will use up all the memory and break the node before it is sent to the blockchain.
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Related Article:
Correction of: https://www.jmir.org/2020/4/e17734/
doi:10.2196/21027

The authors of “Optimizing Text Messages to Promote Engagement With Internet Smoking Cessation Treatment: Results From a Factorial Screening Experiment” (J Med Internet Res 2020;22(4):e17734) noticed several errors in their published manuscript which had been introduced after proofreading. The following corrections have been implemented:

The symbols $\mu$ and $\phi$ were presented as $m$ and $f$, respectively, in the following sentence of the Methods section; additionally, in this section, the negative sign was incorrectly subscripted:

SMDs for frequency counts were calculated as $(m_1-m_2)/[\sqrt{(m_1+m_2)}]^{1/2}$, where $m_1$ and $m_2$ were the sample means of each comparison group.

This has been revised to:

SMDs for frequency counts were calculated as $(\mu_1-\mu_2)/[\sqrt{\phi(\mu_1+\mu_2)}]^{1/2}$, where $\mu_1$ and $\mu_2$ were the sample means of each comparison group.

In the same paragraph, the negative sign was again incorrectly subscripted in the following sentence:

SMDs for binary outcomes were calculated as $(p_1-p_2)/[p_1\times q_1+p_2\times q_2]^{1/2}$, where $p_1=1-q_1$ and $p_2=1-q_2$ were the sample outcome prevalence of each comparison group.

This has been revised to:

SMDs for binary outcomes were calculated as $(p_1-p_2)/[p_1\times q_1+p_2\times q_2]^{1/2}$, where $p_1=1-q_1$ and $p_2=1-q_2$ were the sample outcome prevalence of each comparison group.

Additionally, due to a technical error the following sentence was published in the Results section of the Abstract:

As no SMD $>0.30$ was observed for main effects on any outcome, results suggest that for some outcomes, the combined intervention was stronger than individual factors alone.

This has been revised to:

As no SMD $>0.30$ was observed for main effects on any outcome, results suggest that for some outcomes,
the combined intervention was stronger than individual factors alone.

The correction will appear in the online version of the paper on the JMIR website on July 28, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
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In “A Facilitated Web-Based Self-Management Tool for People With Type 1 Diabetes Using an Insulin Pump: Intervention Development Using the Behavior Change Wheel and Theoretical Domains Framework” (J Med Internet Res 2020;22(5):e13980) the authors noted several errors.

In the Results section of the Abstract, the text was revised from:

“(4) professional responsibility and associated risks and dangers, whereas HCPs are fearful of the consequences of promoting non-NHSSM support, and they question whether SM support fits into their role.”

to

“(4) professional responsibility and associated risks and dangers, whereas HCPs are fearful of the consequences of promoting non-NHS SM support, and they question whether SM support fits into their role.”

In the Discussion section, one sentence has been updated to correct reference citations. The text was revised from:

“In addition, there has been a recent drive for the integration of psychosocial support into routine diabetes care [19,22], and this study provides an initial engagement with the factors that would impact how psychosocial support is taken up with HCPs and the priorities for patients.”

Multimedia Appendices 1 and 2 contained tracked changes comments. These files have now been replaced and no longer contain the comments.

The corrections will appear in the online version of the paper on the JMIR Publications website on July 30, 2020, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
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(J Med Internet Res 2020;22(7):e19961) doi:10.2196/19961

In the paper “The Association Between Pain Relief Using Video Games and an Increase in Vagal Tone in Children With Cancer: Analytic Observational Study With a Quasi-Experimental Pre/Posttest Methodology” (J Med Internet Res 2020;22(3):e16013) the authors noticed that one of the authors was not listed on the original published manuscript. The missing author was Mario Alonso Puig; they are first author on the corrected manuscript.

Mario Alonso Puig’s affiliation will be listed as “Juegaterapia Foundation, Madrid, Spain” and will appear as affiliation 1 in the corrected manuscript. Author affiliations 1-4 in the original published manuscript will be renumbered to affiliations 2-5 in the corrected manuscript.

The correction will appear in the online version of the paper on the JMIR website on July 7, 2020, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
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In “Development of an Online Health Care Assessment for Preventive Medicine: A Machine Learning Approach” (J Med Internet Res 2020;22(6):e18585) the authors noticed an error in the Institutional Review Board (IRB) approval number. Under the Ethics heading in the Methods section, the IRB approval number was listed as “N201906023” (TMUH TMU-JIRB number N201906023). The correct number is “N202003088” (TMUH TMU-JIRB number N202003088). The correction will appear in the online version of the paper on the JMIR Publications website on July 27, 2020, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
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In “Effectiveness of a Web-Based Tailored Intervention With Virtual Assistants Promoting the Acceptability of HPV Vaccination Among Mothers of Invited Girls: Randomized Controlled Trial” J Med Internet Res 2017;19(9):e312 the authors noted several errors.

In the Methods section, under the subheading “Statistical Analyses, the phrase:

Effect sizes of the linear regressions were calculated in R (R Development Core Team) [45] using Cohen \( f^2 \) \( (R^2 \text{including the outcome at baseline and condition} / (1 - R^2 \text{only including the outcome at baseline})). \)

Has been revised to:

Effect sizes for the linear regressions were calculated in R (R Development Core Team) [45] using Cohen \( f^2 \) statistic, \( (R^2_{AB} - R^2_A)/(1 - R^2_{AB}) \), in which B is the variable of interest (ie, condition), A is the set of all other variables (ie, the outcome at baseline), \( R^2_{AB} \) is the proportion of variance accounting for A and B together, and \( R^2_A \) is the proportion of variance accounted for by A.

This change has not affected the results of the paper.

Additionally, the following degree changes have been made: Mirjam Pot’s degree has been changed from MSc to PhD, Maxine ME Spoelstra’s degree has been changed from BSc to MSc, and Robert AC Ruiter’s degree has been changed from PhD to Prof Dr.

Finally the Corresponding Author section has been revised. Mirjam Pot’s email address has been updated from mirjam.pot@tno.nl to mirjampot90@gmail.com. The phone number has been updated from "31 888662213" to "31 643234293", and the fax number (31 888660613) has been removed.
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Abstract

Background: Coronavirus disease (COVID-19) is a type of pneumonia caused by a novel coronavirus that was discovered in 2019. As of May 6, 2020, 84,407 cases and 4643 deaths have been confirmed in China. The Chinese population has expressed great concern since the COVID-19 outbreak. Meanwhile, an average of 1 billion people per day are using the Baidu search engine to find COVID-19–related health information.

Objective: The aim of this paper is to analyze web search data volumes related to COVID-19 in China.

Methods: We conducted an infodemiological study to analyze web search data volumes related to COVID-19. Using Baidu Index data, we assessed the search frequencies of specific search terms in Baidu to describe the impact of COVID-19 on public health, psychology, behaviors, lifestyles, and social policies (from February 11, 2020, to March 17, 2020).

Results: The search frequency related to COVID-19 has increased significantly since February 11th. Our heat maps demonstrate that citizens in Wuhan, Hubei Province, express more concern about COVID-19 than citizens from other cities since the outbreak first occurred in Wuhan. Wuhan citizens frequently searched for content related to “medical help,” “protective materials,” and “pandemic progress.” Web searches for “return to work” and “go back to school” have increased eight-fold compared to the previous month. Searches for content related to “closed community and remote office” have continued to rise, and searches for “remote office demand” have risen by 663% from the previous quarter. Employees who have returned to work have mainly engaged in the following web searches: “return to work and prevention measures,” “return to work guarantee policy,” and “time to return to work.” Provinces with large, educated populations (e.g., Henan, Hebei, and Shandong) have been focusing on “online education” whereas medium-sized cities have been paying more attention to “online medical care.”

Conclusions: Our findings suggest that web search data may reflect changes in health literacy, social panic, and prevention and control policies in response to COVID-19.

(J Med Internet Res 2020;22(7):e18831) doi:10.2196/18831

KEYWORDS
COVID-19; China; Baidu; infodemiology; web search; internet; public health; emergency; outbreak; infectious disease; pandemic; health literacy

Introduction

In December 2019, a severe public health emergency was induced by the outbreak of a novel coronavirus, which has since been named coronavirus disease (COVID-19) by the World Health Organization (WHO) [1]. Since the first-level response by government officials to COVID-19 across China’s provinces and cities, governmentally imposed social isolation has provided...
the Chinese population with ample time to search online for the latest COVID-19–related news [2]. Baidu, as the most widely used Chinese search engine, accounts for two-thirds of China’s search engine market share [3]. At the time of the COVID-19 outbreak, we found that the number of searches for COVID-19 had increased exponentially, despite the fact that its incidence and mortality rates were much lower than those of some noncommunicable diseases, such as cancer. Hence, this phenomenon is worthy of further attention and discussion.

**Methods**

We obtained web search data from the Baidu Index [4]. As of May 2020, Baidu accounts for 71.23% of the search engine market share in China [5] and is the most widely used search engine in the country. It is a well-known and extensive platform for information/resource sharing that Chinese internet users rely on.

Search data, dating to as early as 2004, were derived from search frequencies on Baidu. Frequencies were calculated based on the search volumes of specific search terms entered by internet users, and data on a daily, monthly, and yearly basis were obtained for the search terms we chose from the Baidu Index.

We entered the formal Chinese names for “lung cancer,” “liver cancer,” “esophageal cancer,” “colon and rectum cancer,” and “breast cancer,” respectively, and acquired their search data history from January 1, 2020, to March 17, 2020. The Baidu Index provides search term analysis; it also uses a process to scientifically determine related search terms based on the mode through which the searchers initiate a search request. This means that other relevant search terms will be provided automatically once the internet users enter a search term. Thus, we entered “COVID-19” into the Baidu Index and obtained its related search terms from February 11, 2020, to March 17, 2020 (search volumes for “COVID-19” can only be obtained from February 11, 2020 onward). The search terms mainly included health literacy, social panic, and prevention and control measures relating to COVID-19. All search data were downloaded free of charge on March 17, 2020.

We performed descriptive analyses to describe and compare the overall search situation under the context of the pandemic from different aspects. Statistical analysis was conducted using Excel 2016 (Microsoft Corporation) and IBM SPSS (version 22.0, IBM Corporation). We used Tableau (version 2018.3, Tableau Software) and Excel 2016 (Microsoft Corporation) to create heat maps.

**Results**

**Mapping of Health Literacy and Social Panic Via Web Search Data During a Public Health Emergency**

The COVID-19 pandemic necessitates requirements for public health literacy. Despite China’s active response in combating this outbreak, a proportion of the Chinese population has remained afraid, which may seriously affect progress in controlling and preventing future outbreaks. This phenomenon is particularly striking on the internet and within social media, and investigating COVID-19–related health literacy and social panic via these platforms may yield important insights.

Taking the COVID-19 outbreak as an example, spurious information disseminated via social media by nonexpert individuals has included false claims on how to kill the COVID-19 virus (severe acute respiratory syndrome coronavirus 2 [SARS-CoV-2]), for example, by drinking alcohol, smoking, aromatherapy, essential balms, use of a hair dryer, or taking a hot bath [2]. The internet has figuratively become a double-edged sword in the context of the COVID-19 outbreak.

**Concerns of Internet Users During the COVID-19 Outbreak**

By summarizing web searches for COVID-19, the most searched content has focused on the progression of the pandemic and tips on how to protect oneself from infection [6]. Web searches on COVID-19 have mainly included the following: the latest news on the pandemic; relevant knowledge about COVID-19 infection prevention and control; basic, as well as more comprehensive, information describing SARS-CoV-2; and rumors and suggested policies from unqualified sources [6].

Citizens in Wuhan, Hubei Province, have been more concerned about COVID-19 compared to citizens from other cities during the same period since the outbreak first occurred in Wuhan (Figure 1). Wuhan citizens searched for content related to “medical help” 22% of the time, followed by searches for “protective materials” and “pandemic progress.” Medical help refers to special assistance and support provided to the citizens of Wuhan during the pandemic, which included the deployment of 42,000 trained medical workers from across the country to Wuhan and other cities in Hubei Province, and donations of medical supplies (medical masks, medical protective clothing, ventilators, etc).
Figure 1. The cumulative number of confirmed cases of coronavirus disease (COVID-19) (top row) and the change in COVID-19's search index (bottom row) in China.

Since the COVID-19 outbreak, web searches for wild animals have reached a historical peak—the Baidu topic “refuse to eat wild animals” has reached nearly 100 million views [7]. Content related to “harm to wild animals” has received considerable attention. At the early stage of the pandemic, there were some speculation that wild animals may have spread the coronavirus to people in Wuhan, although there is no scientific conclusion regarding the origin of COVID-19 [8-10]. In this context, on February 24, 2020, on the basis of the Law of the People’s Republic of China on the Protection of Wildlife, China established a comprehensive system to prohibit the consumption of wild animals [11].

With the pandemic now gradually under control in China, public concerns have changed accordingly [12]. Web searches for “when to return to work and start school” have increased eight-fold from those during the previous month based on the web search data in the Baidu Index. Searches for content related to “closed community and remote office” have continued to rise, and searches for “remote office demand” have risen by 663% from the previous quarter. Individuals from first-tier cities such as Beijing, Shanghai, Shenzhen, Guangzhou, and Chengdu have paid more attention to telecommuting. Employees who have returned to work have mainly engaged in web searches on “return to work and prevention measures,” “return to work guarantee policy,” and “time to return to work.” Men have been half as attentive as women regarding protective measures related to returning to work.

Previously, the four major industries most discussed by Chinese netizens have been online education, online medical care, online entertainment, and fresh electronic commerce (e-commerce) (Table 1) [6]. During the pandemic, provinces with large populations of educated individuals (eg, Henan, Hebei, and Shandong) have been focusing on “online education.” In contrast, fourth-tier cities have been paying more attention to “online medical care” (in China, cities are usually graded according to various levels such as city development, comprehensive economic strength, talent attractiveness, information exchange capability, international competitiveness, technological innovation capability, and transportation accessibility. First-tier cities refer to metropolises that are important for social, political, and economic activities [eg, Shanghai, Beijing]. Most fourth-tier cities are medium-sized cities.). Additionally, young and middle-aged groups exhibited greater search volumes for “online medical care” [10].
Table 1. Growth rate of search volumes of the four major industries discussed by netizens [6].

<table>
<thead>
<tr>
<th>Industry</th>
<th>Search growth rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online education</td>
<td>248</td>
</tr>
<tr>
<td>Online medical care</td>
<td>200</td>
</tr>
<tr>
<td>Online entertainment</td>
<td>170</td>
</tr>
<tr>
<td>Fresh electronic commerce</td>
<td>120</td>
</tr>
</tbody>
</table>

Impact of a Lack of Health Literacy on the COVID-19 Outbreak

COVID-19 is a novel and highly infectious disease [13,14], but in the early days of the outbreak, people had limited knowledge of it and did not know how to prevent it, which concomitantly caused panic. Despite the COVID-19 pandemic becoming gradually controlled in China, most people still remain under high alert. Some misinterpretations of discussions on the resumption of work on the internet have caused another wave of panic among some groups and cities since returning to work. This phenomenon can be observed on Weibo, a social media platform based on information sharing, dissemination, and acquisition in real time (similar to Facebook). Many people are worried about whether a large number of people returning to work will reinitiate the spread of COVID-19. However, individuals in areas with no outbreaks of the disease or low incidence of infections have also expressed this concern. However, if cities continue to stagnate, such stagnation may lead to a higher mortality rate than that attributed to COVID-19. Zhang Wenhong, head of a Shanghai medical treatment expert group, stated the following in an interview [15]:

"If the hospital does not return to work, cancer patients cannot receive chemotherapy and surgery, and other infected people cannot be treated. Patients with trauma cannot get a good treatment. Under such circumstances, the number of patients dying from other diseases will far exceed the number of people dying from the new coronavirus."

Why Are Public Health Emergencies of Greater Concern Than Highly Fatal Chronic Diseases Like Cancer?

Cancer-related deaths in China account for approximately 27% of all global cancer-related deaths [16,17]. As presented in Table 2, except for esophageal cancer, the search frequencies of all other cancers have decreased since the COVID-19 outbreak. Meanwhile, the search frequency of COVID-19 has increased significantly [4]. Dr Tedros Adhanom Ghebreyesus, Director-General of the WHO, reported that the global mortality rate of COVID-19 is approximately about 3.4% [18]. According to the latest data from the National Health Commission of the People’s Republic of China on February 3, 2020, the mortality rate of COVID-19 in Hubei Province is 3.1%, while the national COVID-19 mortality rate is even lower at 0.2% [19].

Table 2. Changes in the search index of the top five cancers and coronavirus disease (COVID-19) in China from January 27, 2020, to March 17, 2020.

<table>
<thead>
<tr>
<th>Disease</th>
<th>Incidence rate (per 100,000 persons)a</th>
<th>Mortality rate (per 100,000 persons)a</th>
<th>Daily mean value</th>
<th>Overall search indexb</th>
<th>Mobile search indexb</th>
<th>Year-on-year change (%)</th>
<th>Month-on-month change (%)</th>
<th>Year-on-year change (%)</th>
<th>Month-on-month change (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lung cancer</td>
<td>58</td>
<td>49</td>
<td>3849</td>
<td>3538</td>
<td>—</td>
<td>–23</td>
<td>–1</td>
<td>–19</td>
<td>–19</td>
</tr>
<tr>
<td>Liver cancer</td>
<td>37</td>
<td>30</td>
<td>1301</td>
<td>1128</td>
<td>1108</td>
<td>–63</td>
<td>–22</td>
<td>–65</td>
<td>–65</td>
</tr>
<tr>
<td>Esophageal cancer</td>
<td>17</td>
<td>15</td>
<td>1108</td>
<td>957</td>
<td>11</td>
<td>3</td>
<td>14</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Colon and rectum cancer</td>
<td>31</td>
<td>13</td>
<td>215</td>
<td>120</td>
<td>215</td>
<td>–12</td>
<td>–9</td>
<td>–21</td>
<td>–21</td>
</tr>
<tr>
<td>Breast cancer</td>
<td>26</td>
<td>6</td>
<td>2235</td>
<td>2034</td>
<td>25,256</td>
<td>–50</td>
<td>–15</td>
<td>–50</td>
<td>–50</td>
</tr>
<tr>
<td>COVID-19</td>
<td>—</td>
<td>—</td>
<td>25,256</td>
<td>19,614</td>
<td>4263</td>
<td>—</td>
<td>—</td>
<td>3784</td>
<td>—</td>
</tr>
</tbody>
</table>

a Incidence and mortality rates for the five cancers were obtained from the Global Burden of Diseases Database [20].
b Negative values represent decline.
c Not available.

The death rate associated with cancer is much higher than that of COVID-19. If we use the national data (excluding Hubei Province), the mortality rate of COVID-19 is comparable to that of the general influenza, and the total incidence rate is far lower than that of influenza [21,22]. There are several reasons that may explain the relatively high mortality rates of COVID-19 in Wuhan and in Hubei Province in general, including the stronger virulence of SARS-CoV-2 in Wuhan, more cross-infection, and the prevalence of patients with mild symptoms who did not see a doctor [23].
**Discussion**

**Principal Findings**

Health literacy includes two aspects: (1) knowledge, which comprises basic health knowledge and skills; and (2) ability, which refers to one’s ability to acquire, understand, screen, and apply health information [24,25]. Health information literacy represents the core of health literacy—it can greatly improve the public’s capacity for self-protection in order to improve the overall response to public health emergencies.

The health literacy rate of Chinese residents in 2018 was 17.06% [26]. It mainly covers basic health knowledge and concept literacy, healthy lifestyle and behavior literacy, and basic health skills literacy. Although the health literacy rate of residents has improved, the uneven distribution of health literacy levels between urban and rural areas, and across regions and populations, still exists. The health literacy levels of rural residents, residents in the Midwest, and the elderly are relatively low. As mentioned above, with the rapid development of internet technology, people can easily use the internet to search for health information. However, the new coronavirus that caused the recent pandemic was previously unknown. Since the COVID-19 outbreak, the related transmission characteristics, symptoms, transmission channels, and methods for protection have been gradually communicated to the public via recent publications on COVID-19-related research. Public health emergencies have the characteristics of urgency and paroxysm since they require the public to respond quickly. At such times, the ability to acquire, understand, and use health data will enable individuals to more quickly facilitate disease control and prevention in the face of a public health emergency.

People use the internet for almost everything they do nowadays. By uploading and downloading information, everyone can be a publisher and conveyor of the immense quantity of information available on the internet. Search engines facilitate the acquisition and learning of health information from a variety of sources, which provides the public with more diversified content, autonomy, and greater control over choices. However, search engines also lead to many problems. For example, they may disseminate data from unreliable sources, making it difficult for the public to distinguish between high-quality and low-quality health information [27-29]. In these unprecedented times, people are more vulnerable and credulous to the impact of new information related to COVID-19. Hence, the vast amount of information available on the internet undoubtedly has a considerable impact on public health literacy and may influence the control and prevention of further outbreaks.

Improving health information literacy is the primary component of improving overall health literacy. First, it is necessary to raise awareness of the important role of health information literacy, and to realize how it can improve public health and promote the development of health services. Second, the state should take the lead in setting up a network containing national health information and support services from multiple sources (eg, the public, medical organizations, governmental sectors) to ensure that the public can receive assistance in obtaining health information and related skills. Because health information involves professional knowledge and also concerns the health of every citizen, the release of authoritative information from professional agencies during the pandemic is particularly important. During the COVID-19 pandemic, many users of social media often cited the words of academician Zhong Nanshan, a trusted public academic, to spread information from a credible source. This pattern demonstrates that individuals need authoritative health information. Timely and authoritative information may be one of the most effective ways to eliminate doubt and reduce panic, especially in the face of public health emergencies. Third, education should be strengthened to improve the level of public health literacy throughout schools, communities, and villages. Individual education levels and education systems are important factors affecting public health information literacy, and health information literacy education through comprehensive linkage represents the most inclusive and cost-effective precautionary measure [30,31]. As recommended by the WHO, the following response strategies are required: rapidly establishing international coordination and operational support; scaling up of national readiness and responses to operations; and accelerating priority research and innovation [32].

In addition to face-to-face communication, the online role of health care providers in public health communications is also important for mitigating medical misinformation. Examples of such online public health communications are WebMD in the United States, AskDr in Singapore, HaoDF in China, etc. Through these outlets, health care authorities can communicate with the public via the internet and provide professional and reliable health information.

While classic public health measures still play very important roles in tackling the current COVID-19 pandemic, there are also many new potentially enabling technological domains that can be applied to help monitor, survey, detect, and prevent such pandemics, including the Internet of Things, big data analytics, artificial intelligence, and blockchain technology. Therefore, we should make full use of these emerging technologies to contain the current COVID-19 outbreak, as well as future pandemics in a timely and effective manner [33-39].

**Conclusions**

Since the Chinese New Year, the COVID-19 outbreak has become the most important issue in China. Fear of an unknown virus represents the beginnings of panic, and the internet and social media networks have since become incubators and catalysts of panic. Individual cases can be shared by tens of millions of people in a single day through social media dissemination. Hundreds of millions of people are eagerly absorbing information about the novel coronavirus, but reading about new cases is undoubtedly causing concerns among citizens about their own health status.

The pandemic has diverted attention from other health issues. China accounts for 19% of the global population, and its incidence of cancer accounts for 22% of the total global prevalence of cancer. Nevertheless, these diseases have never caused panic at the level of COVID-19. The mortality rate of COVID-19 cannot be compared with that of any other major noncommunicable disease. Despite this discrepancy, the Chinese
population continues to be horrified by COVID-19 but at ease with other known diseases. We need to collectively alter our minds about COVID-19 in order to manage such public health emergencies more rationally. This change requires a more logical use of information obtained from social media and the internet during public health emergencies, as well as improvements in health literacy and the ability to cope with social panic.

Acknowledgments
This research was funded by the National Natural Science Foundation of China (#71910107004). We also want to acknowledge Baidu Corporation for its open-data support.

Authors’ Contributions
All authors critically revised the manuscript, reviewed, and contributed to the final version and approved it. YW is responsible for the study design.

Conflicts of Interest
None declared.

References
4. Baidu Index. Baidu. URL: [accessed 2020-06-06]
6. The epidemic search big data is coming. Baidu. URL: [accessed 2020-03-10]
7. Refuse to eat wild animals. Baidu. URL: [accessed 2020-03-10]
12. How to prevent and control resumption of production. Baidu. URL: [accessed 2020-03-10]
15. If people do not return to work, the death rate will be much higher than COVID-19. Tencent News. URL: [accessed 2020-06-18]
18. Global mortality rate of new coronavirus pneumonia is 3.4%. Changshu Daily. URL: http://epaper.1news.cc/ccrb/pc/paper/c/202003/06/content_1791833.html [accessed 2020-03-01]

Abbreviations
COVID-19: coronavirus disease
e-commerce: electronic commerce
SARS-CoV-2: severe acute respiratory syndrome coronavirus 2
WHO: World Health Organization
Monitoring and Management of Home-Quarantined Patients With COVID-19 Using a WeChat-Based Telemedicine System: Retrospective Cohort Study

Hui Xu1*, MD; Sufang Huang2*, MSc; Chun Qiu1, PhD; Shangkun Liu1, MSc; Juan Deng2, MSc; Bo Jiao1, MSc; Xi Tan1, MSc; Ling Ai1, MD; Yaru Xiao2, MSc; Mirko Belliato4*, MD; Li Yan2*, MD

1Department of Anesthesiology, Tongji Hospital of Tongji Medical College, Huazhong University of Science and Technology, Wuhan, China
2Department of Emergency Medicine, Tongji Hospital of Tongji Medical College, Huazhong University of Science and Technology, Wuhan, China
3Lazaridis School of Business and Economics, Wilfrid Laurier University, Waterloo, ON, Canada
4Anestesia e Rianimazione 1, Foundation IRCCS Policlinico San Matteo, Pavia, Italy

*these authors contributed equally

Corresponding Author:
Li Yan, MD
Department of Emergency Medicine
Tongji Hospital of Tongji Medical College
Huazhong University of Science and Technology
1095 Jie Fang Avenue
Qiaokou District
Wuhan, 430030
China
Phone: 86 13607124420
Email: yanli008@163.com

Abstract

Background: Most patients with coronavirus disease (COVID-19) who show mild symptoms are sent home by physicians to recover. However, the condition of some of these patients becomes severe or critical as the disease progresses.

Objective: The aim of this study was to evaluate a telemedicine model that was developed to address the challenges of treating patients with progressive COVID-19 who are home-quarantined and shortages in the medical workforce.

Methods: A telemedicine system was developed to continuously monitor the progression of home-quarantined patients with COVID-19. The system was built based on a popular social media smartphone app called WeChat; the app was used to establish two-way communication between a multidisciplinary team consisting of 7 medical workers and 188 home-quarantined individuals (including 74 confirmed patients with COVID-19). The system helped patients self-assess their conditions and update the multidisciplinary team through a telemedicine form stored on a cloud service, based on which the multidisciplinary team made treatment decisions. We evaluated this telemedicine system via a single-center retrospective study conducted at Tongji Hospital in Wuhan, China, in January 2020.

Results: Among 188 individuals using the telemedicine system, 114 (60.6%) were not infected with COVID-19 and were dismissed. Of the 74 confirmed patients with COVID-19, 26 (35%) recovered during the study period and voluntarily stopped using the system. The remaining 48/76 confirmed patients with COVID-19 (63%) used the system until the end of the study, including 6 patients whose conditions progressed to severe or critical. These 6 patients were admitted to hospital and were stabilized (one received extracorporeal membrane oxygenation support for 17 days). All 74 patients with COVID-19 eventually recovered. Through a comparison of the monitored symptoms between hospitalized and nonhospitalized patients, we found prolonged persistence and deterioration of fever, dyspnea, lack of strength, and muscle soreness to be diagnostic of need for hospitalization.

Conclusions: By continuously monitoring the changes in several key symptoms, the telemedicine system reduces the risks of delayed hospitalization due to disease progression for patients with COVID-19 quarantined at home. The system uses a set of scales for quarantine management assessment that enables patients to self-assess their conditions. The results are useful for medical staff to identify disease progression and, hence, make appropriate and timely treatment decisions. The system requires few staff.
to manage a large cohort of patients. In addition, the system can solicit help from recovered but self-quarantined medical workers to alleviate shortages in the medical workforce and free healthy medical workers to fight COVID-19 on the front line. Thus, it optimizes the usage of local medical resources and prevents cross-infections among medical workers and patients.

(J Med Internet Res 2020;22(7):e19514) doi:10.2196/19514

**KEYWORDS**
telemedicine system; home quarantine; quarantine management assessment; progressive COVID-19 patients; COVID-19

**Introduction**

Since its outbreak in December of 2019, coronavirus disease (COVID-19) has spread worldwide, causing more than 5 million infections and tens of thousands of deaths in the course of three months [1]. In cities that were severely affected by COVID-19, such as Wuhan (China), Lombardy (Italy), and New York City (United States) [1], local medical capacities were quickly depleted by large numbers of patients who hurried to hospitals for treatment. Many medical workers were infected, and medical care supplies were further exhausted [2]. To prevent collapse of the global health care system, many countries have advocated for infected patients with mild symptoms to stay home and self-quarantine [3]. However, it has been observed that the condition of some home-quarantined patients becomes severe or critical as the disease progresses. Home quarantine can delay timely treatment and hospitalization of these patients, which may lead to their death.

In this paper, we report a telemedicine model that we developed to address the challenges outlined above. This telemedicine system enabled close monitoring of 74 home-quarantined COVID-19 patients from January 6 to 31, 2020. Of the 74 patients, 6 (8%) were admitted to hospital when signs of deterioration were detected by the system. One patient received extracorporeal membrane oxygenation (ECMO) treatment for 17 days. All 74 patients recovered.

The telemedicine model was built based on WeChat, a popular smartphone app for instant messaging and social media. The WeChat app established two-way communication between the home-quarantined patients and a multidisciplinary team. The multidisciplinary team contacted the patients regularly to receive information updates. The information was subsequently analyzed to determine the latest status of the patients. Home-quarantined patients could also initiate communication to report any abnormalities in addition to receiving feedback about their medical conditions. The system we developed is the first to quantify subjective symptom descriptions with objective numerical scales. In addition, this telemedicine system helps alleviate the workload of overwhelmed medical staff [4], as we found that excessive laboratory data and physical examinations were not strictly necessary to identify the prognoses of patients with mild symptoms. Furthermore, the telemedicine model minimizes the risk of infection among caregiving staff by reducing their direct physical contact with patients. In this paper, we summarize the procedures of the telemedicine model and present clinical evidence of its success.

**Methods**

We evaluated the telemedicine system via a single-center retrospective study conducted at Tongji Hospital in Wuhan, China, between January 6 and January 31, 2020. The study was approved by the Tongji Hospital Ethics Committee before data were collected retrospectively.

**Procedure and Information Flow of the Telemedicine System**

Below, we outline the procedure of the telemedicine system. When a patient signed up for the telemedicine system, the multidisciplinary team created a patient-specific telemedicine form in the cloud. The telemedicine form was then sent to the patient through a link via the WeChat app to the patient’s mobile phone or by email. The patient began the process by filling in the telemedicine form (Figure 1).
The patient first answered a set of standardized questions, which included general demographic information (name, gender, age, occupation, and pregnancy status), medical history (comorbidities, epidemiological history within the past 14 days, and medication usage), clinical manifestations (e.g., fever, cough, chest tightness, lack of strength), various laboratory tests, computed tomography (CT) images, and nucleic acid test results for severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) detection (Figure 1).

Next, the patient underwent quarantine management assessment. This assessment was based on a set of medical observation scales developed by the multidisciplinary team based on both a literature review [5-9] and input from 34 medical experts from our medical school or its affiliated hospitals (Multimedia Appendix 1). The quarantine management assessment helped the multidisciplinary team assess the patient’s conditions. Based on the assessment, the multidisciplinary team determined whether the patient should be hospitalized immediately or placed under medical observation at home. If the patient was placed under medical observation, the patient would then begin using the electronic counseling (eCounseling) system, which facilitated close observation by and efficient communication with the multidisciplinary team. Specifically, the patient was required to update their conditions on a daily basis using the telemedicine form. Due to the convenience provided by the cloud service, the information could be instantly accessed by pertinent multidisciplinary team members. They subsequently provided feedback and guidance on the telemedicine form, which then could also be accessed by the patient immediately.

In addition, the patient was invited to join a WeChat group consisting of patients participating in the telemedicine system and multidisciplinary team members. In this way, the patient could receive health tips from the multidisciplinary team and conduct a group chat with other patients and multidisciplinary team members. The patient could also initiate a one-to-one chat or telephone call with any multidisciplinary team member using built-in functions in the WeChat app.

The multidisciplinary team adjusted their observational attention based on the progression of each patient’s condition. If a patient’s condition continued to worsen (e.g., repeated and persistent fever >38.5 degrees Celsius, cyanosis or CT image deterioration >50% within 48 hours) or their mental state scores continued to decline, the patient was flagged as “red.” The multidisciplinary team then determined that the patient should be admitted to hospital to be treated. The detailed decision-making process regarding hospitalization is presented in Figure 2. Figures 3 and 4 provide screenshots of the interfaces in which the telemedicine form is created and used, respectively.

---

**Figure 1.** Flowchart of the telemedicine system, including the steps to enroll a patient, conduct self-assessment via the quarantine management assessment, and update conditions using the eCounseling system. CRP: C-reactive protein; CT: computed tomography; eCounseling: electronic counseling; PCT: procalcitonin.
Figure 2. Decision tree of patient treatment for MDT based on patients’ condition updates via the eCounseling system. °C: degrees Celsius; BP: blood pressure; bpm: beats per minute; CT: computed tomography; mmHg: millimeters of mercury; SpO2: oxygen saturation.

Figure 3. Screenshot of the creation of the telemedicine form by the multidisciplinary team (in Chinese, with English annotations).

A telemedicine form is created by a physician for a patient quarantined at home.

The physician sends a link to this form to the patient’s mobile phone.

The physician grants access to the form to all or designated members of the multidisciplinary team for viewing or editing.
Composition of the Multidisciplinary Team
The multidisciplinary team consisted of multidisciplinary medical workers, including 2 physicians, 3 nurses, 1 rehabilitation physician, and 1 psychologist. The physicians gave treatment advice according to the patients’ condition updates through the eCounseling system. The nurses guided the methods of quarantine and disinfection, supervised the patient’s regular work, rest, nutrition, and diet, and urged the patients to update their conditions in the telemedicine form on a daily basis. The rehabilitation physician helped the patients develop practical rehabilitation plans, and the psychologist helped them maintain a positive mood.

Participating Patients
The system initially recruited 188 individuals through word of mouth and physician referrals. Of these individuals, 114/188 (60.6%) showed no symptoms of COVID-19 during the 14-day quarantine period. These individuals were dismissed from the telemedicine system. The remaining 74 patients were confirmed COVID-19 cases. Among these patients, 26/74 (35%) left the system prematurely.

The multidisciplinary team followed up with every patient who dropped out; they found that all 26 patients had recovered and felt that their continued participation in the telemedicine system was unnecessary.

The observation endpoints for the patients in the telemedicine system were set as follows: patients were clinically cured (normal CT imaging reports plus a minimum of 2 rounds of negative results for SARS-CoV-2 nucleic acid detection), patients were admitted to hospital because of progression of the disease, or patients were deceased (although this did not occur in our study).

Diagnostic Criteria, Inclusion Criteria, and Exclusion Criteria of Patients With COVID-19
The diagnostic criteria for confirmed cases were defined as the presentation of either 1 of 2 pieces of etiological evidence: testing positive for SARS-CoV-2 nucleic acid in respiratory or blood samples by reverse transcriptase–polymerase chain reaction (RT-PCR) or virus sequences detected in respiratory or blood samples sharing high homology with the known sequence of SARS-CoV-2.

The inclusion criteria of the telemedicine system were set as confirmed or suspected cases of COVID-19 and voluntary
participation in medical observation. Patients who were not diagnosed with COVID-19 with certainty, pregnant or breastfeeding women, patients younger than 18 years or older than 75 years, and patients who were unable to cooperate with the data reporting were excluded from the analysis.

**Results**

**Development of the Quarantine Management Assessment**

We designed the quarantine management assessment scales using common symptoms presented by the patients with COVID-19 we treated at the Tongji Hospital clinic. We then gradually added new symptoms to the scales as our understanding of the disease advanced. The final version of the quarantine management assessment was designed based on these scales, which consisted of 5 primary indicators, 22 secondary indicators, and 83 tertiary indicators (Multimedia Appendix 1).

To calibrate the validity of the quarantine management assessment scales, they were submitted to 34 medical experts for evaluation. Two rounds of expert consultations were conducted. In each round, 17 experts from the emergency department, respiratory department, intensive care unit (ICU), and infectious disease department were invited to evaluate the scales. Statistical analysis of the consultation results showed that the response rates of the two rounds of expert consultations were 100% and 88.24%, respectively; the mean authoritative coefficient was 0.855. The W values for the degree of coordination of the expert opinions were 0.204 and 0.293 for the two rounds, respectively. The W values were also statistically significant ($P=.003$).

**Demographics and Baseline Characteristics on Admission**

Of the 48 patients in the study, 35 (73%) were female. The median age was 37.5 years (IQR 30.00-45.00). Fever was the most common initial symptom among the 48 patients (28, 58%), followed by cough (16, 33%), lack of strength (6, 13%), muscle soreness (5, 10%), and nasal congestion (3, 6%) (Table 1). One patient had no symptoms upon their initial clinic visit. Six patients were admitted to hospital later because their conditions worsened during home quarantine; all these patients had fever. Of the hospitalized patients, 3 had coughs and 3 also showed infiltration in both lungs at the time of diagnosis. However, 2 hospitalized patients exhibited normal CT imaging at initial diagnosis (Table 2).
Table 1. Demographics, baseline characteristics, and clinical outcomes of the home-quarantined patients with COVID-19 (N=48).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All patients (N=48)</th>
<th>Nonhospitalized patients (n=42)</th>
<th>Hospitalized patients (n=6)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), median (IQR)</strong></td>
<td>37.50 (30.00-45.00)</td>
<td>35.50 (29.50-44.25)</td>
<td>55.00 (37.25-70.25)</td>
</tr>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤39</td>
<td>28 (58)</td>
<td>26 (62)</td>
<td>2 (33)</td>
</tr>
<tr>
<td>40-49</td>
<td>12 (25)</td>
<td>11 (26)</td>
<td>1 (17)</td>
</tr>
<tr>
<td>50-59</td>
<td>4 (8)</td>
<td>4 (10)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>60-69</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (17)</td>
</tr>
<tr>
<td>≥70</td>
<td>3 (6)</td>
<td>1 (2)</td>
<td>2 (33)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>13 (27)</td>
<td>10 (24)</td>
<td>3 (50)</td>
</tr>
<tr>
<td>Female</td>
<td>35 (73)</td>
<td>32 (76)</td>
<td>3 (50)</td>
</tr>
<tr>
<td><strong>Initial symptoms, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Headache</td>
<td>3 (6)</td>
<td>3 (7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Muscle soreness</td>
<td>5 (10)</td>
<td>5 (12)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Cough</td>
<td>16 (33)</td>
<td>13 (31)</td>
<td>3 (50)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>4 (8)</td>
<td>4 (10)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Sore throat</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Dizziness</td>
<td>2 (4)</td>
<td>2 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Chest tightness</td>
<td>4 (8)</td>
<td>3 (7)</td>
<td>1 (17)</td>
</tr>
<tr>
<td>Fever</td>
<td>28 (58)</td>
<td>22 (52)</td>
<td>6 (100)</td>
</tr>
<tr>
<td>Chest pain</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Nasal congestion</td>
<td>3 (6)</td>
<td>3 (7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Loss of appetite</td>
<td>2 (4)</td>
<td>2 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Lack of strength</td>
<td>6 (13)</td>
<td>5 (12)</td>
<td>1 (17)</td>
</tr>
<tr>
<td><strong>Number of initial symptoms, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No symptoms</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>1 symptom</td>
<td>27 (56)</td>
<td>25 (60)</td>
<td>2 (33)</td>
</tr>
<tr>
<td>2 symptoms</td>
<td>13 (27)</td>
<td>10 (24)</td>
<td>3 (50)</td>
</tr>
<tr>
<td>3 symptoms</td>
<td>5 (10)</td>
<td>4 (10)</td>
<td>1 (17)</td>
</tr>
<tr>
<td>4 symptoms</td>
<td>2 (4)</td>
<td>2 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>CTa manifestation at onset, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>7 (15)</td>
<td>5 (12)</td>
<td>2 (33)</td>
</tr>
<tr>
<td>Ground-glass opacity in one lung</td>
<td>13 (27)</td>
<td>11 (26)</td>
<td>2 (33)</td>
</tr>
<tr>
<td>Ground-glass opacity in both lungs</td>
<td>19 (40)</td>
<td>19 (45)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Infiltration in both lungs</td>
<td>9 (19)</td>
<td>7 (17)</td>
<td>2 (33)</td>
</tr>
<tr>
<td><strong>White blood cell count, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>25 (52)</td>
<td>22 (52)</td>
<td>3 (50)</td>
</tr>
<tr>
<td>Decreased</td>
<td>18 (38)</td>
<td>17 (41)</td>
<td>1 (17)</td>
</tr>
<tr>
<td>Elevated</td>
<td>5 (10)</td>
<td>3 (7)</td>
<td>2 (33)</td>
</tr>
<tr>
<td><strong>Lymphocyte count, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>20 (42)</td>
<td>20 (48)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Characteristic</td>
<td>All patients (N=48)</td>
<td>Nonhospitalized patients (n=42)</td>
<td>Hospitalized patients (n=6)</td>
</tr>
<tr>
<td>---------------</td>
<td>---------------------</td>
<td>-------------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Decreased</td>
<td>28 (58)</td>
<td>22 (52)</td>
<td>6 (100)</td>
</tr>
</tbody>
</table>

CT: computed tomography.

Of the 6 hospitalized patients, 2 patients (33%) progressed to critical condition. One patient (labeled as Patient No. 3 in Table 2) was directly admitted to the ICU. ECMO support was provided to this patient for 17 days. Eventually, the patient recovered (Table 2). Another hospitalized patient (labeled as Patient No. 4 in Table 2) was found to have a persistent fever on day 5 of observation. The patient’s CT results identified ground-glass opacities in both lungs (Figure 5). Emergency hospital admission was requested for the patient. Noninvasive ventilation was provided, and the patient’s condition gradually improved. This patient was discharged from hospital after 30 days of treatment (Table 2).

Based on the information collected through the eCounseling system, we found that there were differences in disease progression between patients with mild conditions and the patients who were hospitalized. The hospitalized patients had appreciably elevated body temperature at onset, which scored between 3 and 4 points (approximately 38-40 ºC) and persisted longer than that of nonhospitalized patients. The mean body temperature of the nonhospitalized patients became normal by day 4 or 5 (Figure 6A). In comparison, the body temperature of the hospitalized patients remained elevated on day 5 to 6 along with exacerbated cough (Figure 6B).

The results of the quarantine management assessment of symptom progression also provided direct insight into timely intervention for patients whose conditions deteriorated over time. The separation between the dyspnea curves was very distinct between nonhospitalized and hospitalized patients. For nonhospitalized patients with mild symptoms, dyspnea peaked on day 6 with a score of 2 to 3, which manifests as shortness of breath when hurrying on a level surface. However, these patients’ symptoms gradually improved over time. In contrast, hospitalized patients had sustained dyspnea that continued to worsen over time (Figure 6C).

Although the degree of lack of strength appeared to be unrelated to disease severity at onset, this symptom was never alleviated among hospitalized patients and continued to worsen over time. In comparison, among nonhospitalized patients, strength was nearly normal by day 4 (Figure 6D). In addition, we observed that the mental state of hospitalized patients gradually deteriorated over the course of the disease, showing a similar pattern to lack of strength (Figure 6E). Furthermore, while muscle soreness was alleviated on day 4 for all patients, the degree of muscle soreness in hospitalized patients continued to be higher than normal (Figure 6F). The progression of diarrhea was inconsistent for both groups (Figure 6G). This may be due to the side effects of certain antiviral drugs. We also found that 4 days after the onset of illness, the chest tightness of hospitalized patients gradually worsened (Figure 6H).
Table 2. Clinical characteristics of the participating patients admitted to hospital (n=6) based on the medical observation scales described in Multimedia Appendix 1.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Patient No. 1</th>
<th>Patient No. 2</th>
<th>Patient No. 3</th>
<th>Patient No. 4</th>
<th>Patient No. 5</th>
<th>Patient No. 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>38</td>
<td>67</td>
<td>43</td>
<td>35</td>
<td>71</td>
<td>70</td>
</tr>
<tr>
<td>Gender</td>
<td>Female</td>
<td>Male</td>
<td>Male</td>
<td>Male</td>
<td>Female</td>
<td>Female</td>
</tr>
<tr>
<td><strong>Presenting symptoms and signs at onset</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fever&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Moderate</td>
<td>None</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Low-grade</td>
<td>Moderate</td>
</tr>
<tr>
<td>Cough</td>
<td>Frequent and slightly interferes with daily activities</td>
<td>Occasional</td>
<td>Frequent and slightly interferes with daily activities</td>
<td>Occasional</td>
<td>Frequent and slightly interferes with daily activities</td>
<td>Frequent and slightly interferes with daily activities</td>
</tr>
<tr>
<td>Lack of strength</td>
<td>Moderate</td>
<td>Mild</td>
<td>Severe</td>
<td>Moderate</td>
<td>Mild</td>
<td>Severe</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>Moderate</td>
<td>Mild</td>
<td>Mild</td>
<td>Mild</td>
<td>Moderate</td>
<td>None</td>
</tr>
<tr>
<td>Chest tightness</td>
<td>None</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate</td>
<td>None</td>
</tr>
<tr>
<td>Dyspnea level&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Mental state</td>
<td>Poor</td>
<td>Average</td>
<td>Poor</td>
<td>Average</td>
<td>Average</td>
<td>Poor</td>
</tr>
<tr>
<td>Muscle soreness</td>
<td>Occasional</td>
<td>None</td>
<td>Occasional</td>
<td>None</td>
<td>Occasional</td>
<td>Light</td>
</tr>
<tr>
<td><strong>Laboratory results at onset</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Procalcitonin</td>
<td>Normal</td>
<td>Normal</td>
<td>Normal</td>
<td>Normal</td>
<td>Normal</td>
<td>Normal</td>
</tr>
<tr>
<td>White blood cell count</td>
<td>Normal</td>
<td>Normal</td>
<td>Elevated</td>
<td>Decreased</td>
<td>Elevated</td>
<td>Normal</td>
</tr>
<tr>
<td>Lymphocyte percentage</td>
<td>Decreased</td>
<td>Decreased</td>
<td>Decreased</td>
<td>Decreased</td>
<td>Decreased</td>
<td>Decreased</td>
</tr>
<tr>
<td>CT&lt;sup&gt;c&lt;/sup&gt; image characteristics at onset</td>
<td>Few ground-glass opacities in left lung</td>
<td>Few ground-glass opacities in right lung</td>
<td>Large infiltration shadow in both lungs</td>
<td>Normal</td>
<td>Multiple infections in both lungs</td>
<td>Normal</td>
</tr>
<tr>
<td>Number of days since onset before admission</td>
<td>5</td>
<td>7</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td><strong>Signs and symptoms at admission</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fever</td>
<td>None</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Low grade</td>
<td>Low grade</td>
<td>None</td>
</tr>
<tr>
<td>Cough</td>
<td>None</td>
<td>Frequent and slightly interferes with daily activities</td>
<td>Frequent and slightly interferes with daily activities</td>
<td>Frequent and slightly interferes with daily activities</td>
<td>Frequent and slightly interferes with daily activities</td>
<td>Occasional</td>
</tr>
<tr>
<td>Lack of strength</td>
<td>None</td>
<td>Severe</td>
<td>Severe</td>
<td>Mild</td>
<td>Mild</td>
<td>Mild</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>None</td>
<td>Mild</td>
<td>Mild</td>
<td>None</td>
<td>Moderate</td>
<td>None</td>
</tr>
<tr>
<td>Chest tightness</td>
<td>None</td>
<td>None</td>
<td>Moderate</td>
<td>Mild</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Dyspnea level</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Mental state</td>
<td>Good</td>
<td>Poor</td>
<td>Poor</td>
<td>Poor</td>
<td>Average</td>
<td>Average</td>
</tr>
<tr>
<td>Muscle soreness</td>
<td>Light</td>
<td>Light</td>
<td>Occasional</td>
<td>Light</td>
<td>Occasional</td>
<td>None</td>
</tr>
<tr>
<td><strong>Laboratory results at admission</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White blood cell count</td>
<td>Normal</td>
<td>Normal</td>
<td>Elevated</td>
<td>Normal</td>
<td>Elevated</td>
<td>Normal</td>
</tr>
<tr>
<td>Lymphocyte percentage</td>
<td>Decreased</td>
<td>Decreased</td>
<td>Decreased</td>
<td>Decreased</td>
<td>Decreased</td>
<td>Decreased</td>
</tr>
<tr>
<td>CT image characteristics at admission</td>
<td>Bilateral diffused patchy shadows</td>
<td>Bilateral diffused patchy shadows</td>
<td>Bilateral infiltration shadow</td>
<td>Bilateral multiple patches of infiltration shadows</td>
<td>Bilateral multiple infections</td>
<td>Bilateral multiple infections</td>
</tr>
<tr>
<td>Outcome</td>
<td>Discharged</td>
<td>Discharged</td>
<td>Discharged</td>
<td>Discharged</td>
<td>Discharged</td>
<td>Discharged</td>
</tr>
</tbody>
</table>

<sup>a</sup>Fever: None (37.3 degrees Celsius and below); Low grade (37.3-38 °C); Moderate (38.1-39 °C).

<sup>b</sup>Dyspnea level: 1=Not troubled by breathlessness except with strenuous exercise; 2=Troubled by shortness of breath when hurrying on a level surface or walking up a slight hill; 3=Experience breathlessness or must stop for breath when walking on a level surface at own pace; 4=Stop for breath after
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walking 100 meters or after a few minutes on a level surface.

CT: computed tomography.

**Figure 5.** Chest computed tomography (CT) images of Patient No. 4 showing small patchy shadows on the lower right lung on day 1 (A) and day 3 (B) after symptom onset. Chest CT images showing bilateral ground-glass opacities on day 6 after symptom onset (C) and bilateral large infiltrative shadows with partial consolidation on day 10 after symptom onset (D). Chest CT images showing bilateral diffuse reticular changes and fibrous stripes on day 45 after symptom onset (E).
Figure 6. Comparison of symptom trends between non-hospitalized and hospitalized patients.

Discussion

Principal Findings

World Health Organization (WHO) emergency guidelines recommend considering alternative quarantine methods, including homecare and isolation, for patients with COVID-19 who have mild symptoms in cases of insufficient hospitalization conditions or medical resources [3]. However, these guidelines do not provide details on how this home quarantine should be conducted, nor do they offer instructions on what to do when patients’ conditions become severe or critical. A notable example is the British Prime Minister Boris Johnson, who was admitted to the ICU after 11 days of home quarantine [10]. More concerningly, based on initial clinic symptoms and laboratory tests, it is difficult to distinguish patients whose conditions will later become severe or critical. For example, CT results were normal for 7/48 (15%) of the patients in our study during initial diagnosis, including 2 patients who were hospitalized. Our results were consistent with the findings of Guan et al [11], who reported that CT images were normal for 17.9% of patients with mild conditions and 2.9% patients with severe conditions, respectively. Thus, it may be a common challenge to identify patients during an initial clinic screening whose conditions are prone to become severe or critical. Constant observation of home-quarantined patients by medical staff may therefore be of lifesaving importance.

The telemedicine model presented in this paper not only fills the gap in the WHO guidelines on home quarantine but also mitigates the subsequent threats of the disease caused by a lack of initial symptoms. Specifically, through the quarantine
management assessment, the telemedicine system can complement the initial clinic screening and, hence, greatly increase the accuracy of diagnosis. Through the eCounseling system, the telemedicine system can detect any newly emerged symptoms; then, the multidisciplinary team can be promptly informed to make appropriate treatment decisions.

To demonstrate the merits of the telemedicine system, fever can be considered as an example. Current studies list fever as an indispensable or highly prevalent symptom during the initial phase of COVID-19 infection [12-16]. However, in the study by Guan et al [11], fever was only present in about half (48.7%) of the patients during initial diagnosis. The telemedicine system proposed in this paper helped patients report their elevated body temperatures later to medical staff, who then could monitor the changes in body temperature over time to detect any alarming patterns. We found that hospitalized patients had elevated body temperature that was sustained considerably longer than that of nonhospitalized patients. In contrast, the body temperature of nonhospitalized patients returned to normal by day 4 to 5. This difference can be detected only through continuous observation implemented by the telemedicine system or another similar system. Thus, the telemedicine system greatly aids medical staff in making correct treatment decisions without being misguided by the initial clinic diagnosis.

The telemedicine system also contributes to clinical practice by identifying the key roles of dynamic changes in four diagnostic symptoms: fever, dyspnea, lack of strength, and muscle soreness. Dyspnea peaked on day 6 for nonhospitalized patients but persisted in hospitalized patients and was exacerbated over time. Similarly, both lack of strength and muscle soreness returned to normal by day 4 for nonhospitalized patients but not for hospitalized patients. When a patient reported via the eCounseling system that she was still experiencing the symptoms listed above after day 4, the multidisciplinary team went on alert and paid closer attention to that patient.

Further, these symptoms have not been fully studied in the literature on COVID-19. Therefore, tracing dynamic changes in the abovementioned symptoms paves the way for future studies to investigate whether these time markers can serve as turning points of the disease. In comparison, we found that excessive laboratory data and physical examination were not strictly necessary to evaluate patients with mild symptoms. Instead, the evaluation could be performed through patients’ subjective initiative and active participation through self-monitoring of the disease.

Another contribution of this telemedicine system is the quarantine management assessment scales. This set of scales provides hands-on and easy-to-use self-diagnosis tools for home-quarantined patients. It also helps medical staff obtain more details about the clinical symptoms of the patients without the need for close physical contact in a clinic. We found that the quarantine management assessment worked well in identifying patients with disease progression.

From the resource management perspective, the telemedicine system enabled management of 188 individuals initially and 74 patients later by a team consisting of only 7 medical workers. None of the patients died, and none of the multidisciplinary team members were infected with COVID-19. Efficiency is important for regions whose medical workforce has been impacted by medical worker infection. Many infected medical workers were required to remain at home for at least two weeks after recovery. One merit of the telemedicine system is that medical staff who have recovered from COVID-19 and are self-quarantined can be enlisted to help. Thus, the shortage in the medical workforce can be alleviated, and other medical workers can be freed to fight COVID-19 on the front line. In conclusion, the implementation of such a system can optimize the usage of local medical resources and reduce cross-infection among medical workers and patients.

Limitations and Future Work

One limitation of this study is that its scope was restricted by the suddenness and complexity of the COVID-19 outbreak as well as the diversity and latency of the clinical manifestations of the disease. As a result, we were unable to obtain a larger sample size to achieve a higher level of validity of the findings. It is worth mentioning that we are currently testing the telemedicine system globally. As of April 9, 2020, 1421 patients worldwide are using this system, including 804 in Italy, 250 in the United Kingdom, 181 in France, and 168 in the United States. More than 60% of the participating patients are quarantined at home. We expect to report further findings in the future.

Conclusion

Continuous monitoring of patients with COVID-19 quarantined at home with a telemedicine system helped greatly reduce the risks of delayed hospitalization due to disease progression. Through this system, medical workers can trace changes in several key symptoms and intervene in the home quarantine in time for hospitalization. The telemedicine system proposed in this study was proven to be effective and efficient. Implementation of this system will optimize the usage of local medical resources and reduce cross-infection among medical workers and patients.

Acknowledgments

This study was supported by the Special Fund for Novel Coronavirus Pneumonia from the Science and Technology Department, Hubei Province (Grant No. 2020FCA035) and the COVID-19 Prompt Response Research Special Project from Huazhong University of Science and Technology (Grant No. 2020kyfXGYJ023). The funding organizations had no role in the study design, data collection, analysis, interpretation, or writing of the paper.
Authors' Contributions
HX and SH designed the study, had full access to all data in the study, and take responsibility for the integrity of the data and the accuracy of the data analysis. HX and SH contributed equally and share first authorship. CQ, SL, JD, HX, and LY contributed to the data analysis, data interpretation, literature search, and writing of the manuscript. BJ, LA, YX, MB, and LY had roles in patient recruitment, data collection, data acquisition, and clinical management. All authors reviewed and approved the final version of the manuscript.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Quarantine management assessment for home-quarantined patients with COVID-19.

References
Abbreviations

COVID-19: coronavirus disease  
CT: computed tomography  
ECMO: extracorporeal membrane oxygenation  
eCounseling: electronic counseling  
ICU: intensive care unit  
RT-PCR: reverse transcriptase–polymerase chain reaction  
SARS-CoV-2: severe acute respiratory syndrome coronavirus 2  
WHO: World Health Organization

©Hui Xu, Sufang Huang, Chun Qiu, Shangkun Liu, Juan Deng, Bo Jiao, Xi Tan, Ling Ai, Yaru Xiao, Mirko Belliato, Li Yan. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 02.07.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Racial and Ethnic Digital Divides in Posting COVID-19 Content on Social Media Among US Adults: Secondary Survey Analysis

Celeste Campos-Castillo, PhD; Linnea I Laestadius, PhD, MPP

1Department of Sociology, University of Wisconsin-Milwaukee, Milwaukee, WI, United States
2Zilber School of Public Health, University of Wisconsin-Milwaukee, Milwaukee, WI, United States

Corresponding Author:
Celeste Campos-Castillo, PhD
Department of Sociology
University of Wisconsin-Milwaukee
3210 N Maryland Ave
Milwaukee, WI, 53201
United States
Phone: 1 414 229 1113
Email: camposca@uwm.edu

Abstract

Background: Public health surveillance experts are leveraging user-generated content on social media to track the spread and effects of COVID-19. However, racial and ethnic digital divides, which are disparities among people who have internet access and post on social media, can bias inferences. This bias is particularly problematic in the context of the COVID-19 pandemic because due to structural inequalities, members of racial and ethnic minority groups are disproportionately vulnerable to contracting the virus and to the deleterious economic and social effects from mitigation efforts. Further, important demographic intersections with race and ethnicity, such as gender and age, are rarely investigated in work characterizing social media users; however, they reflect additional axes of inequality shaping differential exposure to COVID-19 and its effects.

Objective: The aim of this study was to characterize how the race and ethnicity of US adults are associated with their odds of posting COVID-19 content on social media and how gender and age modify these odds.

Methods: We performed a secondary analysis of a survey conducted by the Pew Research Center from March 19 to 24, 2020, using a national probability sample (N=10,510). Respondents were recruited from an online panel, where panelists without an internet-enabled device were given one to keep at no cost. The binary dependent variable was responses to an item asking whether respondents “used social media to share or post information about the coronavirus.” We used survey-weighted logistic regressions to estimate the odds of responding in the affirmative based on the race and ethnicity of respondents (white, black, Latino, other race/ethnicity), adjusted for covariates measuring sociodemographic background and COVID-19 experiences. We examined how gender (female, male) and age (18 to 30 years, 31 to 50 years, 51 to 64 years, and 65 years and older) intersected with race and ethnicity by estimating interactions.

Results: Respondents who identified as black (odds ratio [OR] 1.29, 95% CI 1.02-1.64; P=.03), Latino (OR 1.66, 95% CI 1.36-2.04; P=.001), or other races/ethnicities (OR 1.33, 95% CI 1.02-1.72; P=.03) had higher odds than respondents who identified as white of reporting that they posted COVID-19 content on social media. Women had higher odds of posting than men regardless of race and ethnicity (OR 1.58, 95% CI 1.39-1.80; P<.001). Among men, respondents who identified as black, Latino, or members of other races/ethnicities were significantly more likely to post than respondents who identified as white. Older adults (65 years or older) had significantly lower odds (OR 0.73, 95% CI 0.57-0.94; P=.01) of posting compared to younger adults (18-29 years), particularly among those identifying as other races/ethnicities. Latino respondents were the most likely to report posting across all age groups.

Conclusions: In the United States, members of racial and ethnic minority groups are most likely to contribute to COVID-19 content on social media, particularly among groups traditionally less likely to use social media (older adults and men). The next step is to ensure that data collection procedures capture this diversity by encompassing a breadth of search criteria and social media platforms.

(J Med Internet Res 2020;22(7):e20472) doi:10.2196/20472
Introduction

Background

Amid the novel coronavirus disease (COVID-19) pandemic of 2020, US adults are turning to social media to consume and share information [1]. Public health surveillance experts are already leveraging the data created by social media users to track the spread and effects of COVID-19 across populations [2-6]. Sets of social media data are also appearing in open access repositories to facilitate this work [7]. In light of COVID-19, several scientific journals are fast-tracking the peer-review process, creating an unprecedented pace of publication for new social media surveillance studies [8,9]. This in turn is accelerating the availability of analyses that can be used to inform interventions and policies aimed at combating the direct and indirect effects of COVID-19 in society.

Despite the potential benefits of social media data in providing real-time insight into COVID-19, important limitations remain. As noted in prior studies, representativeness is an ongoing challenge for social media surveillance systems [10-12]. Among the factors shaping the representativeness of social media data are racial and ethnic digital divides [13-15], in which members of racial and ethnic minority groups are less likely to access the internet and use social media [16]. In turn, the absence of social media data from racial and ethnic minority groups may bias findings from social media surveillance systems. In the context of the COVID-19 pandemic, biases due to the underrepresentation of social media data from members of racial and ethnic minority groups are particularly problematic because structural inequalities have generated an environment in which these groups are among the most vulnerable [17-23].

In this study, we analyzed a nationally representative survey of US adults conducted in late March 2020 to determine how race and ethnicity, and their intersections with gender and age, are associated with posting content related to COVID-19 on social media. Demographic intersections of age and gender with race and ethnicity are rarely inspected in studies characterizing social media users to understand potential biases in data sets [10-12]. However, it is particularly critical to examine these intersections during the COVID-19 pandemic because age and gender are additional fault lines shaping both social media use and the risk of experiencing direct and indirect effects of COVID-19. This analysis of digital divides can potentially offer guidance to researchers conducting public health surveillance studies who are concerned about biases in the social media data they are analyzing.

Inequalities in Social Media Use and Effects of COVID-19

At present, little is known about how social media posting about COVID-19 varies across racial and ethnic groups. This is particularly problematic given the context of the COVID-19 pandemic. Within the United States, members of racial and ethnic minority groups experience heightened susceptibility to serious complications from COVID-19 because of underlying health and health care inequalities predating the pandemic [17-19]. Racial and ethnic minority groups are also overrepresented among essential workers, which elevates their risk of exposure to COVID-19 [21]. Further, they are more susceptible to indirect effects of the pandemic, such as job loss or pay cuts [20].

Digital divides raise questions about whether members of racial and ethnic minority groups are posting COVID-19 content on social media. Racial and ethnic minority groups in the United States have only recently made gains in internet access, narrowing the advantage held by white people [14,24]. Among people with internet access, members of racial and ethnic minority groups use social media at approximately the same rate as white people or more, depending on the platform [13,15,25]. Further, it has been suggested that the COVID-19 pandemic will exacerbate existing digital divides, due in part to the economic impacts of the pandemic and reduced access to public, workplace, and school internet connections [26]. The findings of public health surveillance tools leveraging social media data to track the COVID-19 pandemic may thus be biased toward underrepresenting the experiences of racial and ethnic minority groups.

Alternatively, members of racial and ethnic minority groups may be most likely to post COVID-19 content on social media. Given their higher risk of contracting COVID-19 and experiencing its deleterious effects, members of these groups are also more likely to struggle with mental health during the pandemic [23,27]. In response, they may turn to social media as a coping mechanism or to seek social support [28,29]. Social media data would then offer an opportunity for public health surveillance systems to understand racial and ethnic inequities during the pandemic.

Age is another axis of inequality for both social media use and complications arising directly and indirectly from COVID-19. Older adults (65 years and older) are less likely to access the internet and use it to share content on social media [30,31]. However, this demographic group was identified early in the pandemic as being at high risk for complications from COVID-19 [32] as well as for experiencing social isolation from mitigation efforts such as stay-at-home restrictions [33,34]. The intersection between race/ethnicity and age is also important because the older adult population is currently majority white but will become increasingly diverse in the next few years [35]. Public health surveillance tools relying on social media data must consider the impacts of these shifting demographics on digital divides.

Lastly, gender inequalities are also critical for identifying potential biases present in social media data. Women in the United States have outpaced men in internet access [14,36]. Among internet users, women are generally more likely than men to use social media [13,15]; thus, it is probable that they are overrepresented in social media data. This digital divide in which women make greater use of social media may be
problematic given that men appear to be at increased risk from COVID-19 complications [37]. Regarding the indirect effects of COVID-19, there are compelling reasons to expect distinct experiences for men and women. For example, men are more likely than women to rely on the workplace for confidants [38,39]. As a result, men who are working remotely during the pandemic, lose their job, or experience a reduction in work hours may have mental wellness impacts caused by diminished access to their usual sources of social support. By contrast, women are more likely to work as frontline nursing staff and to suffer indirect effects due to changing work patterns, increased exposure to intimate partner violence, and increased childcare obligations [40,41]. Race and ethnicity likely further modify these gender differences in experiences during the pandemic [42]; thus, an intersectional approach is required when analyzing which people are likely to post content on social media.

To date, no studies have considered how social media posting about COVID-19 differs by race and ethnicity, how these differences intersect with gender and age, or the implications of these patterns for public health surveillance efforts. Accordingly, the current study reports findings from a secondary analysis of a nationally representative survey fielded late March 2020.

**Methods**

**Data Source**

The data we analyzed were obtained from the Pew Research Center, a nonpartisan think tank that conducts regular surveys to track demographic trends. We analyzed the Wave 64 survey of their American Trends Panel, which is a probability-based online panel of US adults (people aged 18 years or older) [43]. Of the 15,433 invited panelists, 11,537 responded (74.8% response rate) in either English or Spanish from March 19 to 24, 2020. Among these panelists, 164/11,537 (1.4%) did not have an internet-enabled device but received an internet-enabled tablet to keep at no cost. The results shown are from analyzing 10,510 respondents, with complete responses on all measures used. Missing values for any measure were <1%, except for income, for which 3% of values were missing. An analysis using a multiple imputed data set (10 iterations) to fill in missing income values afforded results that are comparable to those shown here.

**Posting COVID-19–Related Content**

The dependent measures were responses to an item asking whether they “used social media to share or post information about the coronavirus” (1=yes, 0=no).

**Race/Ethnicity, Gender, and Age**

We measured these three demographics using the original groupings provided in the data set. Race and ethnicity were based on the respondent’s identification with one of four mutually exclusive categories (White, Black, Latino, Other). Gender was measured as a sex binary (Female, Male). Age was measured using four categories (18 to 29 years, 30 to 49 years, 50 to 64 years, 65 years or older).

**Covariates**

Other measures associated with social media use and differential exposure to the direct and indirect effects of COVID-19 served as covariates in the multivariable analysis. The set of covariates directly measures experiences with economic hardship and struggles with mental health during the pandemic along with sociodemographic factors shaping differential exposure to these and other stressors, such as additional household labor and misinformation [13,15,29,30,44,45]. Covariates were respondents’ marital status (never married; currently married/cohabitating; divorced, widowed, or separated), annual family income (less than US $30,000, US $30,000-$74,999, greater than US $75,000), educational attainment (high school or less, some college, college graduate), political leaning (very liberal, liberal, moderate, conservative, very conservative), and mental health, which is an average of five items modified from the Center for Epidemiologic Studies Depression Scale [46] and General Anxiety Disorder Scale [47] asking how frequently (less than 1 day, 1 to 2 days, 3 to 4 days, 5 to 7 days) they experienced the following during the seven days preceding the survey (α=.73): nervous, anxious, or on edge; depressed; lonely; hopeful about the future; trouble sleeping. Higher values indicate poorer mental health. Household characteristics were census division, metropolitan area (yes, no), presence of a child less than 12 years of age (yes, no), presence of a household member who was laid off (yes, no), and presence of a household member who received a pay cut (yes, no). All groupings are original to the data set.

**Statistical Analysis**

After describing the analytical sample, we present results from three multivariable logistic regressions estimating the odds that respondents would report that they used social media to post COVID-19 content. The first estimated the association of respondents’ race and ethnicity on the odds of posting content, adjusted for gender, age, and the covariates. The second examines how the intersection of race/ethnicity with gender shapes the odds of posting by estimating interactions between the racial and ethnic categories with gender. The estimated odds were adjusted for age and the covariates. The estimates were then used to compare the presence and severity of the gender divide by racial and ethnic group. The third regression followed a parallel procedure, enabling an assessment of the presence and severity of the age divide by racial and ethnic group. Specifically, we examined the intersection of race/ethnicity with age by estimating interactions between the racial and ethnic categories and the age groups. In these last two regressions, we corrected for making multiple comparisons.

All results shown (except for frequencies when describing the analytic sample) are based on weighting the data using the set of svy commands available in the statistical program Stata 16. The survey weights used in this process were provided by the Pew Research Center to reflect known US population counts on the following characteristics: age, race and ethnicity, gender, education, census region, metropolitan status, internet access, political party identification, volunteerism, registered voter, and years living in the United States.
Results

Descriptive data for the analytical sample appear in Table 1. Means and percentages are survey-weighted, but frequencies reflect the unweighted sample. Of the respondents in the weighted sample, 4383/10,510 (39.4%) reported posting COVID-19 content on social media. The majority of the 10,510 respondents (7012, 65%) were white, and most (6700, 63.7%) were between 30 and 64 years of age. A slight majority of respondents were women (5724/10,510, 51%).

Table 2 shows the associations between respondents’ race and ethnicity and the odds of posting COVID-19 content on social media based on a multivariable logistic regression that adjusts for all covariates. Compared to the odds of posting for white respondents, black respondents had 29% higher odds (P=.03), Latino respondents had 66% higher odds (P<.001), and respondents identifying with other races or ethnicities had 33% higher odds (P=.03).

Table 2 also shows the independent associations of respondents’ gender and age with their odds of posting. Estimates depict a gender divide favoring women and an age divide favoring respondents aged 18 to 29 years. Women had 58% higher odds than men to report that they posted COVID-19 content (P<.001). Compared to respondents aged 18 to 29 years, respondents who are 65 and older were significantly less likely to report posting (P=.01).

The next two steps in the analysis examined the intersections between race/ethnicity and gender and age by estimating statistical interactions. Full estimation results are available in Multimedia Appendix 1. Here, we summarize key findings using figures plotting predicted probabilities and discrete changes in predicted probabilities, showing 95% confidence intervals around estimates.

The first two figures summarize how the intersections of race and gender are associated with reports of posting COVID-19 content on social media. Figure 1 plots the predicted probabilities of posting COVID-19 content on social media for each cross-section. Among men, who were less likely to post (Table 2), respondents who identified as black (P=.009), Latino (P<.001), or other races/ethnicities (P=.003) were more likely to post than respondents who identified as white. Among women, only Latino respondents were significantly more likely to post than white respondents (P=.001). Figure 2 summarizes how the severity of the gender divide in posting COVID-19 content among respondents who identified as black, Latino, or other races/ethnicities compares to that of respondents who identified as white. Values crossing zero indicate comparable severity, while negative values indicate an attenuation of the divide. The figure shows a tendency for the gender divide to be slightly narrower among respondents identifying as either black (P=.06) or other races (P=.03); these findings did not hold when adjusting for multiple comparisons.
Table 1. Characteristics of sample respondents (N=10,510).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posted COVID-19(^a) content on social media, n (%)</td>
<td>4383 (39.4)</td>
</tr>
<tr>
<td>Race/ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>7012 (65.4)</td>
</tr>
<tr>
<td>Black</td>
<td>771 (10.3)</td>
</tr>
<tr>
<td>Latino</td>
<td>2145 (15.6)</td>
</tr>
<tr>
<td>Other</td>
<td>582 (8.7)</td>
</tr>
<tr>
<td>Female gender, n (%)</td>
<td>5724 (51.3)</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>1219 (20.9)</td>
</tr>
<tr>
<td>30-49</td>
<td>3569 (35.4)</td>
</tr>
<tr>
<td>50-64</td>
<td>3131 (24.6)</td>
</tr>
<tr>
<td>≥65</td>
<td>2591 (19.1)</td>
</tr>
<tr>
<td>Annual family income (US $), n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;30,000</td>
<td>1897 (27.7)</td>
</tr>
<tr>
<td>30,000-74,999</td>
<td>3618 (36.8)</td>
</tr>
<tr>
<td>≥75,000</td>
<td>4995 (35.4)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>1397 (33.8)</td>
</tr>
<tr>
<td>Some college</td>
<td>3141 (32.5)</td>
</tr>
<tr>
<td>College graduate</td>
<td>5972 (33.7)</td>
</tr>
<tr>
<td>Household member was laid off, n (%)</td>
<td>1833 (19.5)</td>
</tr>
<tr>
<td>Household member received pay cut, n (%)</td>
<td>2776 (27.4)</td>
</tr>
<tr>
<td>Mental health(^b), mean (SD)</td>
<td>2.07 (0.72)</td>
</tr>
<tr>
<td>US citizen, n (%)</td>
<td>9999 (93.4)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>1823 (17.4)</td>
</tr>
<tr>
<td>Currently married or cohabitating</td>
<td>6787 (58.2)</td>
</tr>
<tr>
<td>Divorced, widowed, or separated</td>
<td>1900 (17.3)</td>
</tr>
<tr>
<td>Young child (&lt;12 years) in household</td>
<td>2370 (24.9)</td>
</tr>
<tr>
<td>Political leaning, n (%)</td>
<td></td>
</tr>
<tr>
<td>Very liberal</td>
<td>1030 (8.1)</td>
</tr>
<tr>
<td>Liberal</td>
<td>2275 (17.7)</td>
</tr>
<tr>
<td>Moderate</td>
<td>4074 (41.4)</td>
</tr>
<tr>
<td>Conservative</td>
<td>2347 (24.4)</td>
</tr>
<tr>
<td>Very conservative</td>
<td>784 (8.5)</td>
</tr>
<tr>
<td>In metropolitan area</td>
<td>9435 (87.2)</td>
</tr>
<tr>
<td>Census division, n (%)</td>
<td></td>
</tr>
<tr>
<td>Pacific</td>
<td>1491 (14.5)</td>
</tr>
<tr>
<td>Middle Atlantic</td>
<td>1158 (12.6)</td>
</tr>
<tr>
<td>East North Central</td>
<td>1467 (14.7)</td>
</tr>
<tr>
<td>West North Central</td>
<td>689 (6.5)</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Value</td>
</tr>
<tr>
<td>---------------------</td>
<td>----------</td>
</tr>
<tr>
<td>South Atlantic</td>
<td>2966 (21.4)</td>
</tr>
<tr>
<td>East South Central</td>
<td>458 (5.0)</td>
</tr>
<tr>
<td>West South Central</td>
<td>996 (10.9)</td>
</tr>
<tr>
<td>Mountain</td>
<td>817 (9.2)</td>
</tr>
<tr>
<td>New England</td>
<td>468 (5.1)</td>
</tr>
</tbody>
</table>

\(^a\)COVID-19: coronavirus disease.

\(^b\)Average of five items modified from the Center for Epidemiologic Studies Depression Scale and General Anxiety Disorder Scale. Higher values indicate poorer mental health.
Table 2. Associations between respondent characteristics and reported posting on social media about the COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>Reference</td>
<td>N/A^a</td>
</tr>
<tr>
<td>Black</td>
<td>1.29^b (1.02-1.64)</td>
<td>.04</td>
</tr>
<tr>
<td>Latino</td>
<td>1.66^c (1.36-2.04)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other</td>
<td>1.33^b (1.02-1.72)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>1.58^c (1.39-1.80)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>30-49</td>
<td>0.99 (0.80-1.23)</td>
<td>.94</td>
</tr>
<tr>
<td>50-64</td>
<td>0.95 (0.75-1.20)</td>
<td>.67</td>
</tr>
<tr>
<td>≥65</td>
<td>0.73^b (0.57-0.94)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Annual family income (US $)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30,000</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>30,000-74,999</td>
<td>0.98 (0.82-1.18)</td>
<td>.86</td>
</tr>
<tr>
<td>≥75,000</td>
<td>0.82^b (0.67-0.99)</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Some college</td>
<td>1.12 (0.94-1.33)</td>
<td>.20</td>
</tr>
<tr>
<td>College graduate</td>
<td>1.10 (0.92-1.30)</td>
<td>.29</td>
</tr>
<tr>
<td>Household member was laid off</td>
<td>1.17 (0.97-1.41)</td>
<td>.10</td>
</tr>
<tr>
<td>Household member received pay cut</td>
<td>1.05 (0.89-1.23)</td>
<td>.57</td>
</tr>
<tr>
<td><strong>Mental health</strong>^d</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US citizen</td>
<td>1.27^c (1.15-1.40)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Currently married or cohabitating</td>
<td>1.16 (0.96-1.40)</td>
<td>.13</td>
</tr>
<tr>
<td>Divorced, widowed, or separated</td>
<td>1.18 (0.94-1.47)</td>
<td>.15</td>
</tr>
<tr>
<td>Young child (&lt;12 years) in household</td>
<td>1.18 (1.00-1.41)</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Political leaning</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very liberal</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Liberal</td>
<td>0.80 (0.62-1.01)</td>
<td>.07</td>
</tr>
<tr>
<td>Moderate</td>
<td>0.66^c (0.52-0.83)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Conservative</td>
<td>0.77^b (0.6-0.99)</td>
<td>.045</td>
</tr>
<tr>
<td>Very conservative</td>
<td>0.70^b (0.51-0.96)</td>
<td>.03</td>
</tr>
<tr>
<td>In metropolitan area</td>
<td>1.01 (0.82-1.25)</td>
<td>.90</td>
</tr>
<tr>
<td><strong>Census division</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pacific</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Middle Atlantic</td>
<td>1.29^b (1.01-1.64)</td>
<td>.04</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Odds ratio (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>-----------------------</td>
<td>---------------------</td>
<td>---------</td>
</tr>
<tr>
<td>East North Central</td>
<td>1.21 (0.95-1.53)</td>
<td>.12</td>
</tr>
<tr>
<td>West North Central</td>
<td>1.03 (0.77-1.38)</td>
<td>.85</td>
</tr>
<tr>
<td>South Atlantic</td>
<td>1.21 (0.98-1.50)</td>
<td>.07</td>
</tr>
<tr>
<td>East South Central</td>
<td>1.45&lt;sup&gt;b&lt;/sup&gt; (1.04-2.03)</td>
<td>.03</td>
</tr>
<tr>
<td>West South Central</td>
<td>1.11 (0.85-1.44)</td>
<td>.44</td>
</tr>
<tr>
<td>Mountain</td>
<td>0.98 (0.73-1.30)</td>
<td>.87</td>
</tr>
<tr>
<td>New England</td>
<td>1.27 (0.91-1.77)</td>
<td>.16</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.

<sup>b</sup>P<.05.

<sup>c</sup>P<.001.

<sup>d</sup>Average of five items modified from the Center for Epidemiologic Studies Depression Scale and General Anxiety Disorder Scale. Higher values indicate poorer mental health.

**Figure 1.** Predicted probabilities of posting (95% CI) for each gender by race and ethnicity. Pr(Posting): probability of posting.
Figure 2. Differences in the gender divide in posting (95% CI) among respondents who identified as black, Latino, or other races/ethnicities relative to that of respondents who identified as white. Pr(Posting): probability of posting.

The remaining two figures offer a parallel summary of the intersections between the race of the respondents and their ethnicity and age. Figure 3 shows the predicted probabilities of posting for all four age groups by race and ethnicity of the respondents. Latino respondents were significantly more likely than white respondents across all age groups to report posting COVID-19 content on social media (18 to 29 years: \( P = .01 \), 30 to 49 years: \( P = .04 \), 50 to 64 years: \( P < .001 \), \( \geq 65 \) years: \( P = .001 \)). While respondents aged 65 years or older were less likely to post COVID-19 content than respondents aged 18 to 29 years (Table 2), those who did post content were likely to identify as Latino. The only other significant finding from this analysis was that among respondents aged 18 to 29 years, respondents identifying as a race/ethnicity other than black, white, or Latino had a higher probability of posting than white respondents (\( P < .001 \)).

Figure 3. Predicted probabilities of posting (95% CI) for each age group by race and ethnicity. Pr(Posting): probability of posting.
Figure 4 continues the summary of the intersections between race and age by displaying the additional contributions of race and ethnicity to the age divide among respondents who post COVID-19 content on social media. The figure shows how the differences in the predicted probability between respondents aged 18 to 29 years and each of the older age groups change for respondents who identified as black, Latino, or other races/ethnicities relative to respondents who identified as white. A value crossing zero indicates comparable predicted differences in probability, with positive values indicating a wider age divide.

Figure 4. Differences in the age divide in posting (95% CI) among respondents who identified as black, Latino, or other races/ethnicities relative to respondents who identified as white. Pr(Posting): probability of posting.

Discussion

Principal Findings

US public and public health surveillance analysts are both turning to social media during the COVID-19 pandemic. Specifically, members of the public are posting content related to the pandemic; in turn, analysts are using this content to track the spread of the virus and its effects across the population. However, racial and ethnic digital divides raise questions about the representativeness of the social media data that analysts are using to make inferences and projections. We found that among a nationally representative sample of US adults, members of racial and ethnic minority groups were most likely to report posting COVID-19 content on social media. Further, among men and older adults, who are traditionally less likely to use social media, members of racial and ethnic minority groups were also most likely to report posting content. Studies like this one that examine digital divides are critical to understanding the characteristics of people posting content to better infer the presence of biases in social media data. Other steps are likely necessary to fully address issues of representativeness in data, such as ensuring that data collection processes and search criteria are designed to capture diversity in the data.

Respondents who identified as black, Latino, or other races and ethnicities were more likely to report posting COVID-19 content on social media than respondents who identified as white. This finding may simply be an artifact of a reversal of digital divides, whereby white people are now least likely to use social media. A reversal is possible given trends observed during February 2019 in the United States [25]. While the estimated racial and ethnic differences from February 2019 cannot adequately account for the odds ratios in the current study, it is difficult to rule out this possibility without a demographic profile of social media users during the days preceding the pandemic. Alternatively, members of racial and ethnic minority groups may be most likely to post because the specific pandemic context (in which they are at higher risk of direct and indirect effects of COVID-19) inspires a stronger motivation to post. Specifically, our model controlled for financial ramifications from COVID-19 and mental health; however, there may be other COVID-19–related factors driving posting. Uses and gratifications theory suggests that social media use is often driven by a desire for self-expression, self-documentation, and
social connection [48]. Social media also offers a space for seeking social support and coping with stress [28,29]. Although there may be culturally driven distinctions in posting behaviors related to uses and gratifications, there is little prior research considering how these distinctions differ across race and ethnicity [49]. More work is needed to understand differences in posting behaviors, particularly to better understand COVID-19.

Regardless of the reason that members of racial and ethnic minority groups are most likely to post about COVID-19 on social media, our findings suggest that public health surveillance tools relying on social media data may be well positioned to capture their pandemic experiences and how they are related to structural inequalities within the United States. It will be critical for researchers to continue to both reflect on the overall representativeness of social media data and consider the nuances of social media use and data collection strategies when seeking data on specific populations. For example, a higher proportion of the Latino population than the white population uses Instagram, while these rates are more consistent for Facebook [25].

The intersections with gender and age were also enlightening for understanding digital divides during the pandemic. Women are generally more likely than men to use social media [13,15], and we saw this divide reflected across all racial and ethnic groups with respect to posting about COVID-19. Among men, those in racial and ethnic minority groups were most likely to report posting. These racial and ethnic differences are important to bear in mind depending on which gender disparities in COVID-19 experiences researchers seek to understand. With respect to age, studies consistently show that older adults are less likely to use social media [30], which was reflected in the findings of this study. This is important because of the elevated risks older adults face during the pandemic. Among respondents 65 years or older, Latino respondents are significantly more likely to post, suggesting an opportunity to leverage their social media data to understand their experiences. Such intersections with race and ethnicity are rarely investigated in studies on digital divides.

Limitations
This study is not without limitations. The dependent measure (posting content on social media related to COVID-19) is self-reported; thus, it is susceptible to recall bias. However, the survey was administered shortly after the outbreak occurred in the United States, which mitigates some of the potential bias. The measure also does not allow us to determine the content of posts or which social media platforms were used. Previous work showing racial and ethnic demographic variation by platform can offer some guidance [15]. Moreover, we cannot distinguish between users who post original content versus users who repost others’ content (eg, a retweet on Twitter). Other datasets combining a user’s social media data with their demographic profile are better suited for identifying users who are likely to repost [44]. Limitations such as these are common within studies relying on a secondary analysis of nationally representative data.

Conclusions
Despite limitations, the results of this examination of digital divides offer key insights into who is contributing to the social media content related to COVID-19 that analysts are studying. Because COVID-19 is exacerbating previously existing inequalities in the United States, members of racial and ethnic minority groups experience elevated risk of experiencing the deleterious health and economic effects of the virus. These populations are also most likely to post COVID-19–related content. There is also evidence of a heightened tendency to post among members of racial and ethnic minority groups who are members of other vulnerable groups that are usually less likely to use social media (people aged 65 years and older, men). These patterns suggest that social media data offer opportunities for public health researchers seeking to understand the impacts and spread of COVID-19 among racial and ethnic minority groups in the United States. We further suggest that it is not sufficient for researchers to rely only on broad social media usage demographics when reflecting on the representativeness of their data, as COVID-19 posting does not perfectly mirror what would be anticipated based on usage statistics alone [25].

To ensure that public health surveillance efforts take digital divides into account, studies like this one are a critical first step in that they provide demographic context for user-generated data. Additional steps are needed to realize this opportunity fully and mitigate bias. For example, collecting data in several languages, including Spanish, may ensure that the data reflect the patterns observed here among Latino respondents. A publicly available dataset of tweets associated with the pandemic is currently being collected [7]. The data collection process must incorporate a breadth of social media platforms and ensure that search criteria are reflective of the linguistic diversity in discourse about COVID-19. Given that the selection of search criteria shapes social media research findings [50], it is also critical for future research to map language use and how it differs across demographics. These steps are critical to meeting the challenges presented by the COVID-19 pandemic and understanding its lasting effects on the US population.
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Abstract

Background: The emergence of the coronavirus disease (COVID-19) pandemic in March 2020 created unprecedented challenges in the provision of scheduled ambulatory cancer care. As a result, there has been a renewed focus on video-based telehealth consultations as a means to continue ambulatory care.

Objective: The aim of this study is to analyze the change in video visit volume at the University of California, San Francisco (UCSF) Comprehensive Cancer Center in response to COVID-19 and compare patient demographics and appointment data from January 1, 2020, and in the 11 weeks after the transition to video visits.

Methods: Patient demographics and appointment data (dates, visit types, and departments) were extracted from the electronic health record reporting database. Video visits were performed using a HIPAA (Health Insurance Portability and Accountability Act)-compliant video conferencing platform with a pre-existing workflow.

Results: In 17 departments and divisions at the UCSF Cancer Center, 2284 video visits were performed in the 11 weeks before COVID-19 changes were implemented (mean 208, SD 75 per week) and 12,946 video visits were performed in the 11-week post–COVID-19 period (mean 1177, SD 120 per week). The proportion of video visits increased from 7%-18% to 54%-72%, between the pre– and post–COVID-19 periods without any disparity based on race/ethnicity, primary language, or payor.

Conclusions: In a remarkably brief period of time, we rapidly scaled the utilization of telehealth in response to COVID-19 and maintained access to complex oncologic care at a time of social distancing.

(J Med Internet Res 2020;22(7):e19322) doi:10.2196/19322
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Introduction

The emergence of the coronavirus disease (COVID-19) pandemic in the United States in March 2020 created unprecedented challenges in the provision of scheduled health care and, in particular, ambulatory cancer care. The rapid spread of COVID-19 has renewed focus on telehealth [1], including video consultations [2], as a means of continuing ambulatory care without increasing the risk of potential exposure for patients, clinicians, and staff.
Telehealth is the provision of health care remotely by means of a variety of telecommunication platforms such as messaging, audio, and video [3]. While the use of telehealth to deliver cancer care is not new [4] and has already been well described [5], delivering it at the current scale as a result of the COVID-19 pandemic is unprecedented.

University of California, San Francisco (UCSF) Health established a telehealth program in 2015, which offers video visits in all practices. In response to the evolving pandemic, leadership challenged the organization to transition all in-person clinic visits, beginning March 15, 2020, to video visits with exceptions only for specific, urgent cases.

In this study, we analyze the change in video visit volume at the UCSF Comprehensive Cancer Center in response to COVID-19 and compare demographics and appointment data from January 1, 2020, and in the 11 weeks after the transition to video visits.

**Methods**

Demographics and appointment data (dates, visit types, and departments) were extracted from the electronic health record reporting database. The pre–COVID-19 period was defined as the 11 weeks from January 1 to March 13, 2020, prior to the transition, and the post–COVID-19 period as the 11 weeks following the transition to video visits on March 16, 2020, up to May 31, 2020. All video visits were performed using a HIPAA (Health Insurance Portability and Accountability Act)-compliant video conferencing platform (Zoom Video Communications Inc) with a pre-existing workflow (Figure 1). The statistical program R (version 3.5.3, R Foundation for Statistical Computing) was used for analysis [6] and a P value less than .05 was considered significant.

**Results**

In the pre–COVID-19 period from January 1 to March 13, 2020, there were a total of 23,988 ambulatory care episodes, with a mean of 2181 (SD 522) episodes per week across 17 departments and divisions at the UCSF Cancer Center (Figure 2). During this period, 2284 video visits were performed, with a mean of 208 (SD 75) video visits being performed per week. The proportion of video visits ranged from 7%-18% whereas the proportion of in-person visits ranged from 76%-86% (Figure 3). In the post–COVID-19 period from March 16 to May 31, 2020, there was a total of 20,567 ambulatory care episodes (mean 1870, SD 200 per week). A total of 12,946 video visits were performed in the post–COVID-19 period (mean 1177, SD 120 per week). The proportion of video visits increased to 54%-72%. The proportion of episodes during which a procedure was performed ranged from 4%-7% in the pre–COVID-19 period and 1%-5% in the post–COVID-19 period.

![Video visit workflow used at the University of California, San Francisco.](https://example.com/figure1.png)
Table 1 displays the demographic data of patients who had a video visit in the pre–COVID-19 period (n=2284) and patients who had a video visit in the post–COVID-19 period (n=12,946). In the post–COVID-19 period, more black/African American (531 [4.1%] vs 78 [3.4%]; \( P < .001 \)), Hispanic/Latino (1450 [11.2%] vs 215 [9.4%]; \( P < .001 \)), and Asian (1903 [14.7%] vs 197 [8.6%]; \( P < .001 \)) patients received care via video visits compared to the pre–COVID-19 period. There was increased post–COVID-19 utilization of video visits for patients in urban areas (12,014 [92.8%] vs 2026 [88.7%]; \( P < .001 \)). We did not find any difference in the insurance status of patients using video visits during either period. In the post–COVID-19 period, first clinic encounter (2822 [21.8%] vs 417 [18.3%]; \( P < .001 \)) and physician-provided visits (10,590 [81.8%] vs 1538 [67.3%]; \( P < .001 \)) increased.

Figure 2. Number of clinic encounters stratified by visit type (in-person visits, procedural visits, video visits, and phone visits) from January 1 to May 31, 2020, with March 16, 2020, denoting the institution-wide transition to video visits in response to coronavirus disease (COVID-19).
Figure 3. Relative weekly trends in clinic encounters, stratified by visit type (in-person visits, procedural visits, video visits, and phone visits) from January 1 to May 31, 2020, with March 16, 2020, denoting the institution-wide transition to video visits in response to coronavirus disease (COVID-19).
### Discussion

#### Principal Findings

We demonstrate a rapid expansion (from <20% to 72%) in telehealth use in a comprehensive cancer center over a remarkably brief time period in response to COVID-19 without differences in race or insurance type. Medicare telehealth visits have increased by more than 25% annually for the past decade [7], yet absolute adoption numbers remain low and fragmented with concerns about potentiating disparities in health care access [8]. The vast majority of cancer care cannot be delayed and the COVID-19 pandemic has presented new challenges that telehealth is uniquely situated to solve. Changes that would typically encompass months of planning, pilot testing, and education have been compressed into days. The use of telehealth has grown exponentially with some practices transitioning to near-complete virtual care in as little as a few days [9-11].

Several factors have likely enabled the rapid expansion of video visits at our institution. First, we had an established telehealth structure and workflow familiar to providers and practice staff. Second, UCSF made a strategic decision to provide work Relative Value Unit (wRVU) credit to providers for telehealth visits since 2015, irrespective of payer reimbursement. Third, new regulatory changes at the federal and state levels as a response to COVID-19 have reduced barriers, including the ability to see new patients (including Medicare beneficiaries) without a prior in-person visit to establish care and reimbursement for telehealth encounters by the Centers for Medicare & Medicaid Services (CMS) at parity with in-person visits beginning March 17, 2020 [12]. Finally, CMS now permits providers licensed in any state to provide telehealth services across the country [13].

#### Limitations

There are a number of limitations to this study that need to be acknowledged. We did not evaluate the outcome of the video visits.
visits (eg, patient satisfaction and qualitative or clinical outcomes). The study is from a single, large, urban academic cancer center in the United States and our findings may not be generalizable to other specialties, practices, or locations. We believe that this is the first report of the utilization of video visits in a comprehensive cancer center in response to COVID-19 with a detailed description of the changing demographic of patients utilizing video visits before and after the COVID-19 pandemic.

Conclusions

Overall, the proportion of video visits increased from 7%-18% to 54%-72% between the pre– and post–COVID-19 periods while maintaining access to complex oncologic care at a time of social distancing. The COVID-19 pandemic has forced us to radically rethink and change our cancer care delivery models. In many health systems, there will undoubtedly be many lessons learned from this “natural experiment,” which has the potential to permanently change care delivery patterns.
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<tr>
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Abstract

Background: Existing health disparities based on race and ethnicity in the United States are contributing to disparities in morbidity and mortality during the coronavirus disease (COVID-19) pandemic. We conducted an online survey of American adults to assess similarities and differences by race and ethnicity with respect to COVID-19 symptoms, estimates of the extent of the pandemic, knowledge of control measures, and stigma.

Objective: The aim of this study was to describe similarities and differences in COVID-19 symptoms, knowledge, and beliefs by race and ethnicity among adults in the United States.

Methods: We conducted a cross-sectional survey from March 27, 2020 through April 1, 2020. Participants were recruited on social media platforms and completed the survey on a secure web-based survey platform. We used chi-square tests to compare characteristics related to COVID-19 by race and ethnicity. Statistical tests were corrected using the Holm Bonferroni correction to account for multiple comparisons.

Results: A total of 1435 participants completed the survey; 52 (3.6%) were Asian, 158 (11.0%) were non-Hispanic Black, 548 (38.2%) were Hispanic, 587 (40.9%) were non-Hispanic White, and 90 (6.3%) identified as other or multiple races. Only one symptom (sore throat) was found to be different based on race and ethnicity (\(P=0.003\)); this symptom was less frequently reported by Asian (3/52, 5.8%), non-Hispanic Black (9/158, 5.7%), and other/multiple race (8/90, 8.9%) participants compared to those who were Hispanic (99/548, 18.1%) or non-Hispanic White (95/587, 16.2%). Non-Hispanic White and Asian participants were more likely to estimate that the number of current cases was at least 100,000 (\(P=0.004\)) and were more likely to answer all 14 COVID-19 knowledge scale questions correctly (Asian participants, 13/52, 25.0%; non-Hispanic White participants, 180/587, 30.7%) compared to Hispanic (108/548, 19.7%) and non-Hispanic Black (25/158, 15.8%) participants.

Conclusions: We observed differences with respect to knowledge of appropriate methods to prevent infection by the novel coronavirus that causes COVID-19. Deficits in knowledge of proper control methods may further exacerbate existing race/ethnicity disparities. Additional research is needed to identify trusted sources of information in Hispanic and non-Hispanic Black communities and create effective messaging to disseminate correct COVID-19 prevention and treatment information.

(J Med Internet Res 2020;22(7):e20001) doi:10.2196/20001
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Introduction
A novel coronavirus, severe acute respiratory syndrome 2 (SARS-CoV-2), was identified in Wuhan, China, in December 2019; the virus quickly spread worldwide and was labeled a pandemic by the World Health Organization on March 11, 2020 [1]. SARS-CoV-2 can result in severe respiratory infection, causing coronavirus disease (COVID-19). The rapid spread and high estimated infectivity of SARS-CoV-2 coupled with the severity of COVID-19 led to widespread shuttering of businesses and implementation of mandatory stay-at-home orders across the United States. Although reported cases are not stratified by race and ethnicity in all US jurisdictions or may be incompletely reported due to missing information, available data indicate the emergence of racial and ethnic disparities in the occurrence of COVID-19 [2], mirroring disparities that have been well characterized in other disease processes.

Racial and ethnic disparities in COVID-19 occurrence may be due to multiple factors. Asian, Black, and Hispanic Americans are all more likely to be uninsured than non-Hispanic White Americans [3], resulting in reduced access to health care. Increased prevalence of preexisting conditions that are known to be associated with poor outcomes in COVID-19 patients, including diabetes [4,5] among Black and Hispanic people and hypertension [5-7] among Black people, may increase susceptibility and disease severity in these populations. The long-term effects of structural racism and income inequality that cause larger proportions of people of color to work in conditions that are not conducive to social distancing [8] or to live in crowded conditions [8,9] also facilitate efficient transmission of the virus. In addition to combatting these existing disparities, in a rapidly evolving pandemic, accurate information is necessary for individuals to exercise appropriate prevention and care-seeking behavior. We examined whether there were racial or ethnic differences in knowledge, stigma, and experience of symptoms during the early stages of the COVID-19 pandemic.

Methods
Advertisements on Facebook, Snapchat, and Twitter were used to conduct a nationwide web-based survey with US adults aged 18 years or older from March 27 through April 1, 2020 [10]. Participants were eligible to participate if they were at least 18 years of age. We sought to obtain a racially and ethnically diverse sample by overrecruiting people of color and Hispanic participants. Therefore, because a sufficient number of non-Hispanic White participants had been enrolled, enrollment of non-Hispanic White participants was stopped on the final day of recruiting to increase the representation of communities of color in the survey. Participants were not compensated for completing the survey. All study procedures were reviewed and approved by the Emory University Institutional Review Board.

The survey included questions on knowledge of effective prevention methods, a COVID-19 stigma scale, and current COVID-19–related symptoms (see Multimedia Appendix 1). We used chi-square tests with Holm Bonferroni correction to account for multiple comparisons to assess differences across these domains based on race and ethnicity (Asian, Hispanic, non-Hispanic Black, non-Hispanic White, and other/multiple race). Corrected P values <.05 were considered statistically significant. The full survey is included in Multimedia Appendix 1. All analyses were conducted using SAS 9.4 (SAS Institute).

Results
A total of 1435 participants consented to participate and completed the survey. Of the 1435 participants, 52 (3.6%) were Asian, 548 (38.2%) were Hispanic, 158 (11.0%) were non-Hispanic Black, 587 (40.9%) were non-Hispanic White, and 90 (6.3%) were of other or multiple races. There were race and ethnicity differences in gender, annual income, educational status, and geographic region of residence across categories of race and ethnicity (Table 1).

When asked whether they were currently experiencing symptoms possibly related to COVID-19, a plurality of participants (635/1435, 44.3%) reported no symptoms (Table 2). Of those experiencing COVID-19 symptoms, the most frequently reported symptoms were cough (328/1435, 22.9%), sneezing (322/1435, 22.4%), and headache (311/1435, 21.7%). The only symptom that differed by race/ethnicity was sore throat. Racial/ethnic differences were observed in perceived likelihood of currently having COVID-19 by race/ethnicity. Hispanic (192/544, 35.3%) and non-Hispanic Black (54/157, 34.4%) participants were more likely to report that it was somewhat likely, likely, or very likely that they currently had COVID-19 compared to Asian (11/51, 21.6%) and non-Hispanic White (121/580, 20.9%) participants.

When asked about their knowledge of numbers of cases and COVID-19 deaths, non-Hispanic White (376/587, 64.1%) and Asian (32/52, 61.5%) participants were more likely to correctly estimate that there were currently 100,000 or more cases in the US compared to Hispanic (269/548, 49.1%) and non-Hispanic Black (73/158, 46.2%) participants. No differences were observed in the estimated number of deaths expected from COVID-19 by the end of 2020.

Non-Hispanic White (180/587, 30.7%) and Asian (13/52, 25.0%) participants were more likely to answer all 14 COVID-19 knowledge scale questions correctly compared to Hispanic (108/548, 19.7%) and non-Hispanic Black (25/158, 15.8%) participants. Overall, 46.6% of participants endorsed at least one stigmatizing statement related to COVID-19, with no difference by race.

Overall, 954/1247 participants (76.5%) indicated willingness to participate in future research studies of diagnostic and serologic testing for SARS-CoV-2, with no differences by race and ethnicity.
Table 1. Demographic characteristics of participants in a cross-sectional web-based survey of COVID-19 symptoms and knowledge from March 27 through April 1, 2020 (N=1435).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=1435)</th>
<th>Asian (n=52, 3.6%)</th>
<th>Hispanic (n=548, 38.2%)</th>
<th>Non-Hispanic Black (n=158, 11.0%)</th>
<th>Non-Hispanic White (n=587, 40.9%)</th>
<th>Other/multiple race (n=90, 6.3%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>33 (24-57)</td>
<td>25 (21-31)</td>
<td>30 (22-44)</td>
<td>25 (20-38)</td>
<td>54 (31-64)</td>
<td>31 (21-58)</td>
<td>.002</td>
</tr>
<tr>
<td>Gender, n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>536 (40.2)</td>
<td>20 (41.7)</td>
<td>236 (48.4)</td>
<td>49 (36.8)</td>
<td>202 (34.4)</td>
<td>29 (37.7)</td>
<td>.002</td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>761 (57.1)</td>
<td>26 (54.2)</td>
<td>249 (51.0)</td>
<td>83 (62.4)</td>
<td>360 (61.3)</td>
<td>43 (55.8)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>36 (2.7)</td>
<td>2 (4.2)</td>
<td>3 (0.6)</td>
<td>1 (0.8)</td>
<td>25 (4.3)</td>
<td>5 (6.5)</td>
<td></td>
</tr>
<tr>
<td>Annual Income (US $), n (%)</td>
<td>376 (36.1)</td>
<td>9 (25.7)</td>
<td>150 (41.3)</td>
<td>54 (49.1)</td>
<td>139 (29.3)</td>
<td>24 (40.7)</td>
<td>.002</td>
</tr>
<tr>
<td>&lt;30,000</td>
<td>397 (38.1)</td>
<td>12 (34.3)</td>
<td>127 (35.0)</td>
<td>43 (39.1)</td>
<td>192 (40.5)</td>
<td>23 (39.0)</td>
<td></td>
</tr>
<tr>
<td>≥75,000</td>
<td>268 (25.7)</td>
<td>14 (40.0)</td>
<td>86 (23.7)</td>
<td>13 (11.8)</td>
<td>143 (30.2)</td>
<td>12 (20.3)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td>202 (16.7)</td>
<td>5 (10.4)</td>
<td>99 (22.9)</td>
<td>15 (11.8)</td>
<td>69 (12.9)</td>
<td>14 (19.4)</td>
<td>.004</td>
</tr>
<tr>
<td>High school or less</td>
<td>1011 (83.4)</td>
<td>43 (89.6)</td>
<td>333 (77.1)</td>
<td>112 (88.2)</td>
<td>465 (87.1)</td>
<td>58 (80.6)</td>
<td></td>
</tr>
<tr>
<td>At least some college</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Region, n (%)</td>
<td>280 (19.6)</td>
<td>7 (13.5)</td>
<td>57 (10.4)</td>
<td>27 (17.1)</td>
<td>177 (30.3)</td>
<td>12 (13.3)</td>
<td>.002</td>
</tr>
<tr>
<td>Midwest</td>
<td>251 (17.5)</td>
<td>9 (17.3)</td>
<td>82 (15.0)</td>
<td>22 (13.9)</td>
<td>117 (20.0)</td>
<td>9 (17.3)</td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>540 (37.7)</td>
<td>8 (15.4)</td>
<td>215 (39.4)</td>
<td>86 (54.4)</td>
<td>200 (34.2)</td>
<td>8 (15.4)</td>
<td></td>
</tr>
<tr>
<td>South</td>
<td>360 (25.2)</td>
<td>28 (53.9)</td>
<td>192 (35.2)</td>
<td>23 (14.6)</td>
<td>91 (15.6)</td>
<td>28 (53.9)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Holm Bonferroni P value to correct for multiple comparisons; results were considered statistically significant if corrected P<.05.

<sup>b</sup>Category totals do not sum to the total of 1435 due to missing data.
Table 2. Associations between race/ethnicity and symptoms, likelihood of current COVID-19 infection, estimates of the extent of the COVID-19 pandemic, knowledge, stigma, and interest in participating in research studies among participants in a web-based, cross-sectional survey conducted from March 27 through April 1, 2020 (N=1435).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total (N=1435), n (%)</th>
<th>Asian (n=52, 3.6%), n (%)</th>
<th>Hispanic (n=548, 38.2%), n (%)</th>
<th>Non-Hispanic Black (n=158, 11.0%), n (%)</th>
<th>Non-Hispanic White (n=587, 40.9%), n (%)</th>
<th>Other/multiple race (n=90, 6.3%), n (%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Symptoms in last 24 hours</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fever</td>
<td>35 (2.4)</td>
<td>1 (1.9)</td>
<td>10 (1.8)</td>
<td>6 (3.8)</td>
<td>13 (2.2)</td>
<td>5 (5.6)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Cough</td>
<td>328 (22.9)</td>
<td>9 (17.3)</td>
<td>119 (21.7)</td>
<td>30 (19.0)</td>
<td>159 (27.1)</td>
<td>11 (12.2)</td>
<td>.07</td>
</tr>
<tr>
<td>Sneezing</td>
<td>322 (22.4)</td>
<td>11 (21.2)</td>
<td>124 (22.6)</td>
<td>37 (23.4)</td>
<td>129 (22.0)</td>
<td>21 (23.3)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Sore throat</td>
<td>214 (14.9)</td>
<td>3 (5.8)</td>
<td>99 (18.1)</td>
<td>9 (5.7)</td>
<td>95 (16.2)</td>
<td>8 (8.9)</td>
<td>.003</td>
</tr>
<tr>
<td>Headache</td>
<td>311 (21.7)</td>
<td>10 (19.2)</td>
<td>110 (20.1)</td>
<td>43 (27.2)</td>
<td>127 (21.6)</td>
<td>21 (23.3)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>94 (6.6)</td>
<td>3 (5.8)</td>
<td>31 (5.7)</td>
<td>5 (3.2)</td>
<td>47 (8.0)</td>
<td>8 (8.9)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>108 (7.5)</td>
<td>3 (5.8)</td>
<td>42 (7.7)</td>
<td>9 (5.7)</td>
<td>47 (8.0)</td>
<td>7 (7.8)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Myalgia</td>
<td>103 (7.2)</td>
<td>2 (3.9)</td>
<td>36 (6.6)</td>
<td>7 (4.4)</td>
<td>54 (9.2)</td>
<td>4 (4.4)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Feeling of being unwell</td>
<td>175 (12.2)</td>
<td>8 (15.4)</td>
<td>69 (12.6)</td>
<td>17 (10.8)</td>
<td>70 (11.9)</td>
<td>11 (12.2)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>No symptoms</td>
<td>635 (44.3)</td>
<td>23 (44.2)</td>
<td>246 (44.9)</td>
<td>75 (47.5)</td>
<td>251 (42.8)</td>
<td>40 (44.4)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td><strong>COVID-19&lt;sup&gt;b&lt;/sup&gt; likelihood</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Very unlikely</td>
<td>356 (25.0)</td>
<td>8 (15.7)</td>
<td>129 (23.7)</td>
<td>37 (23.6)</td>
<td>157 (27.1)</td>
<td>25 (27.8)</td>
<td></td>
</tr>
<tr>
<td>Unlikely</td>
<td>661 (46.5)</td>
<td>32 (62.8)</td>
<td>223 (41.0)</td>
<td>66 (42.0)</td>
<td>302 (52.1)</td>
<td>38 (42.2)</td>
<td></td>
</tr>
<tr>
<td>Somewhat likely</td>
<td>324 (22.8)</td>
<td>9 (17.7)</td>
<td>149 (27.4)</td>
<td>41 (26.1)</td>
<td>103 (17.8)</td>
<td>22 (24.4)</td>
<td></td>
</tr>
<tr>
<td>Likely</td>
<td>47 (3.3)</td>
<td>2 (3.9)</td>
<td>24 (4.4)</td>
<td>10 (6.4)</td>
<td>9 (1.6)</td>
<td>2 (2.2)</td>
<td></td>
</tr>
<tr>
<td>Very likely</td>
<td>34 (2.4)</td>
<td>0 (0.0)</td>
<td>19 (3.5)</td>
<td>3 (1.9)</td>
<td>9 (1.6)</td>
<td>3 (3.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Estimated number of current cases&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.004</td>
</tr>
<tr>
<td>&lt;1000</td>
<td>28 (2.0)</td>
<td>1 (1.9)</td>
<td>14 (2.6)</td>
<td>4 (2.5)</td>
<td>9 (1.5)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>1000-9999</td>
<td>496 (34.6)</td>
<td>17 (32.7)</td>
<td>215 (39.2)</td>
<td>72 (45.6)</td>
<td>157 (26.8)</td>
<td>35 (38.9)</td>
<td></td>
</tr>
<tr>
<td>10,000-99,999</td>
<td>113 (7.9)</td>
<td>2 (3.9)</td>
<td>50 (9.1)</td>
<td>9 (5.7)</td>
<td>45 (7.7)</td>
<td>7 (7.8)</td>
<td></td>
</tr>
<tr>
<td>100,000-999,999</td>
<td>458 (31.9)</td>
<td>18 (34.6)</td>
<td>161 (29.4)</td>
<td>43 (27.2)</td>
<td>209 (35.6)</td>
<td>27 (30.0)</td>
<td></td>
</tr>
<tr>
<td>500,000-99,999,999</td>
<td>139 (9.7)</td>
<td>3 (5.8)</td>
<td>52 (9.5)</td>
<td>8 (5.1)</td>
<td>69 (11.8)</td>
<td>7 (7.8)</td>
<td></td>
</tr>
<tr>
<td>≥1,000,000</td>
<td>201 (14.0)</td>
<td>11 (21.2)</td>
<td>56 (10.2)</td>
<td>22 (13.9)</td>
<td>98 (16.7)</td>
<td>14 (15.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Estimated number of deaths&lt;sup&gt;c&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Fewer than 1000</td>
<td>55 (4.0)</td>
<td>4 (4.0)</td>
<td>20 (3.9)</td>
<td>8 (5.1)</td>
<td>20 (3.6)</td>
<td>5 (6.0)</td>
<td></td>
</tr>
<tr>
<td>1000-10,000</td>
<td>266 (19.5)</td>
<td>8 (16.0)</td>
<td>82 (15.8)</td>
<td>38 (24.2)</td>
<td>125 (22.6)</td>
<td>13 (15.5)</td>
<td></td>
</tr>
<tr>
<td>10,001-100,000</td>
<td>478 (35.0)</td>
<td>16 (32.0)</td>
<td>184 (35.4)</td>
<td>54 (34.4)</td>
<td>194 (35.0)</td>
<td>30 (35.7)</td>
<td></td>
</tr>
<tr>
<td>100,000-1,000,000</td>
<td>430 (31.5)</td>
<td>17 (34.0)</td>
<td>186 (35.8)</td>
<td>48 (30.6)</td>
<td>152 (27.4)</td>
<td>27 (32.1)</td>
<td></td>
</tr>
<tr>
<td>≥1,000,000</td>
<td>136 (10.0)</td>
<td>7 (14.0)</td>
<td>48 (9.2)</td>
<td>9 (5.7)</td>
<td>63 (11.4)</td>
<td>9 (10.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Knowledge index</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>&lt;12</td>
<td>418 (29.1)</td>
<td>13 (25.0)</td>
<td>196 (35.8)</td>
<td>61 (38.6)</td>
<td>116 (19.8)</td>
<td>32 (35.6)</td>
<td></td>
</tr>
<tr>
<td>12-13</td>
<td>675 (47.0)</td>
<td>26 (50.0)</td>
<td>244 (44.5)</td>
<td>72 (45.6)</td>
<td>291 (49.6)</td>
<td>42 (46.7)</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>342 (23.8)</td>
<td>13 (25.0)</td>
<td>108 (19.7)</td>
<td>25 (15.8)</td>
<td>180 (30.7)</td>
<td>16 (17.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Stigma index</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>0</td>
<td>722 (53.4)</td>
<td>31 (62.0)</td>
<td>242 (47.1)</td>
<td>71 (48.6)</td>
<td>329 (59.2)</td>
<td>49 (56.3)</td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>525 (38.8)</td>
<td>16 (32.0)</td>
<td>221 (43.0)</td>
<td>65 (44.5)</td>
<td>191 (34.4)</td>
<td>32 (36.8)</td>
<td></td>
</tr>
<tr>
<td>≥3</td>
<td>106 (7.8)</td>
<td>3 (6.0)</td>
<td>51 (9.9)</td>
<td>10 (6.9)</td>
<td>36 (6.5)</td>
<td>6 (6.9)</td>
<td></td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

We observed few differences in prevalent symptoms consistent with COVID-19 among a web-based sample of adults in the United States at the end of March through the beginning of April 2020. With respect to estimating the extent of the epidemic in the United States during the study period, there were 101,700 cumulative confirmed cases and 1600 cumulative deaths as of March 27, 2020 and 213,400 cumulative confirmed cases and 5000 cumulative deaths by April 1, 2020 [11].

Despite the similarity in experiences of COVID-19 symptoms, we did observe differences in participants’ self-assessed likelihood of having COVID-19 at the time of survey completion. Hispanic and non-Hispanic Black participants were more likely to suspect that they were currently infected, which may reflect an awareness of the differential impact of the pandemic on communities of color in the United States or a better understanding of the potential for asymptomatic infection. These differential self-assessments of the likelihood of current infection may translate to differential testing and care-seeking behavior. Trends in self-assessment of symptoms and knowledge of appropriate prevention strategies should be continuously monitored to identify any persistent differences based on race and ethnicity.

Limitations

This study has limitations. Participants were recruited on the internet via advertisements on social media sites and are not representative of all adults in the United States. Participation in an uncompensated survey may reflect a prior interest in COVID-19; therefore, the respondents may have more COVID-19 knowledge compared to the general population. However, we do not think that this selection bias would be differential by race or ethnicity.

Conclusions

Racial and ethnic disparities in morbidity and mortality due to COVID-19 are already apparent. Black and Hispanic populations bear a disproportionate burden of medical conditions across their lifespans, including obesity, diabetes, and heart disease [4,5,12]. Worse health outcomes are exacerbated by structural racism, which in turn impacts housing, economic opportunities, education, transportation, food availability, and health care access [13]. Previously existing disparities in chronic disease incidence and prevalence due to unequal access and treatment [14] that are at least partially contributing to the observed COVID-19 disparities could increase if people are relying on incorrect prevention methods. Knowledge gaps in effective prevention methods and an inability to adhere to known best prevention methods due to crowding and work conditions have the potential to exacerbate these underlying disparities.

Addressing the structural racism that results in differential access to care will necessarily involve structural changes to health care delivery [15]. Universal access to COVID-19 testing, treatment, and if available, a SARS-CoV-2 vaccine will be critical but not sufficient. Medical mistrust must also be addressed [16]. Lack of trust in the medical establishment is an artifact of historical mistreatment of populations of color and of misinformation. It will be necessary to identify methods to overcome medical mistrust to ensure acceptance of treatment and prevention measures. Additionally, research is needed to identify trusted sources of information, as well as modes and mechanisms of communication, in Black and Hispanic communities to ensure that correct prevention and treatment information can be disseminated most effectively. Reducing disparities in knowledge, health care access, prevention, and treatment will be necessary conditions for successfully combatting the COVID-19 pandemic.
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Abstract

Background: An extensive amount of information related to the novel coronavirus (COVID-19) pandemic was disseminated by mass and social media in China. To date, there is limited evidence on how this infodemic may influence psychobehavioral responses to the crisis.

Objective: The aim of this study is to assess the psychobehavioral responses to the COVID-19 outbreak and examine their associations with mass and social media exposure.

Methods: A cross-sectional study among medical and health sciences students from the Fujian Medical University in Fuzhou, China, was conducted between April 6-22, 2020.

Results: A total of 2086 completed responses were received. Multivariable analyses demonstrated that four constructs of the Health Belief Model (HBM)—higher perception of susceptibility (odds ratio [OR] 1.44; 95% CI 1.07-1.94), severity (OR 1.32; 95% CI 1.10-1.59), self-efficacy (OR 1.61; 95% CI 1.21-2.15), and perceived control or intention to carry out prevention measures (OR 1.32; 95% CI 1.09-1.59)—were significantly associated with a higher mass media exposure score, whereas only three constructs—higher perception of severity (OR 1.43; 95% CI 1.19-1.72), self-efficacy (OR 1.85; 95% CI 1.38-2.48), and perceived control or intention to carry out prevention measures (OR 1.32; 95% CI 1.08-1.58)—were significantly associated with a higher social media exposure score. Lower emotional consequences and barriers to carry out prevention measures were also significantly associated with greater mass and social media exposure. Our findings on anxiety levels revealed that 38.1% (n=795; 95% CI 36.0-40.2) of respondents reported moderate-to-severe anxiety. A lower anxiety level was significantly associated with higher mass and social media exposure in the univariable analyses; however, the associations were not significant in the multivariable analyses.

Conclusions: In essence, both mass and social media are useful means of disseminating health messages and contribute to the betterment of psychobehavioral responses to COVID-19. Our findings stress the importance of the credibility of information shared through mass and social media outlets and viable strategies to counter misinformation during a pandemic.

(J Med Internet Res 2020;22(7):e19982) doi:10.2196/19982
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Introduction

With rapid increases in the number of internet users, both mass and social media have a prominent role to play in modern society. In China, there were approximately 688 million internet users, of whom 75.1% were aged 10-39 years, in 2015 [1]. As the general public becomes more health conscious, the popularity of social media as a means of acquiring health-related information has been growing in recent years [2,3]. Of note, social media tools are readily accessible on the internet and have become even easier to access via apps on smartphones. As a result, the role of social media as a pathway to news is very popular [4]. However, social media users may be exposed to untrustworthy news or information of questionable accuracy. Inaccurate information acquisition could have detrimental effects, since passive acquisition through social media, particularly through WeChat Moments, is an important medium for health information acquisition among college students in China [2]. (WeChat is the most popular social media platform in China and includes instant messaging and service platforms to carry out payment, marketing, and promotion activities. WeChat Moments is an interactive platform that allows users to share information/news articles, photos, and videos.) Moreover, almost 60% of social media users admitted that internet-based health information impacted their health management strategy [5]. Mass media, in contrast, provides more credible information and has been used as a means of communication of scientifically accurate information about health more often than social media. Mass media can influence health behaviors and promote health behavior change in the public [6].

In late December 2019, an unknown form of pneumonia—caused by a novel coronavirus—surfaced in Wuhan, China, and rapidly spread across the globe. By the end of April, the overall number of the coronavirus disease (COVID-19) cases worldwide increased to 2,878,196 and the death count reached 198,668 [7]. China, after over 3 months of battling COVID-19, has managed to control the outbreak. Nonetheless, the community at large in China remains vulnerable, and prevention from rebound is essential since lockdown regulations have been relaxed. During the early phase and the peak of the COVID-19 epidemic in China, various issues surrounding mental distress among the general public caught the attention of researchers. Studies showed that a great proportion of the general public was found to have severe depressive symptoms, even during the early phase of the outbreak [8,9]. It is important to address mental health issues during a disease outbreak, as it may weaken social and other areas of functioning, including an impairment in prevention measures [10,11]. Psychobehavioral responses have been understudied after the cessation of the COVID-19 outbreak in China and this warrants attention. The lay public’s psychobehavioral responses during a disease outbreak play an important role in bringing the outbreak under control [10]. Hence, to avoid a resurgence of infections, investigation into preventive behavioral responses in addition to the psychological well-being of the public post–COVID-19 warrant attention. Attitude is a key factor that determines behavioral intention.

The Health Belief Model (HBM) has been used as the theoretical framework to explain the health behaviors of individuals. It includes the following concepts: perceived susceptibility, perceived severity, perceived benefits, perceived barriers, cues to action, and self-efficacy [12,13]. Adopting the HBM to explain psychobehavioral changes during the COVID-19 outbreak is essential.

One study in China, conducted during the early phase of the outbreak, found a high prevalence of mental health problems among the public, which was positively associated with frequent exposure to social media [14]. To the best of our knowledge, little research has been conducted on social or mass media exposure now that China has entered the downward trend of COVID-19 transmission. Thus, an investigation of exposure to both mass and social media and linkage to the psychobehavioral health outcomes of the public is needed. Accurate information-seeking behaviors during the COVID-19 outbreak has important implications for health-related behavior change and may strengthen infection prevention and control. The traditional mass media is message-driven; in contrast, social media is conversation-driven, and during the COVID-19 outbreak, it is unclear which form of media influences the public and shapes their psychobehavioral responses. Therefore, this study aimed to (1) assess the level of mass and social media exposure related to COVID-19 and (2) identify the association between both forms of media exposure with HBM constructs, psychological and behavioral responses, and anxiety levels.

Methods

Participants and Study Design

An anonymous internet-based, cross-sectional, open survey was distributed to medical and health sciences students at Fujian Medical University, Fuzhou, China, between April 6-22, 2020. Convenience sampling was used to recruit subjects for this study. The link to the survey questions was sent to administrators or lecturers of all departments to be disseminated to registered students at the university. In an attempt to reach comprehensive recipient coverage, the link to the survey was also sent to students’ social media groups and forums. All respondents were informed that their participation was voluntary, and consent was implied through their completion of the questionnaire. No incentives were provided to the study participants.

The questionnaire was developed in English, then translated into Chinese. Local experts performed face validation on the content of the questionnaire. The online questionnaire was subsequently pilot tested for readability and clarity of items on 30 participants from the general public. A minor revision was made based on the results of the pilot study. The revised questionnaire was further pretested before field administration. The survey consisted of questions that assessed demographic background, mass media and social media exposure, constructs from the HBM, psychological and behavioral responses, and anxiety levels associated with the COVID-19 outbreak.
Instruments

**Mass Media and Social Media Exposure**

Questions on mass media (8 items) and social media (10 items) exposure queried participants about types of information acquisition. The response options were scored on a 4-point Likert scale (0=never, 1=rarely, 2=sometimes, and 3=often). The scores were summed, with higher scores representing higher usage. The possible score range for mass media exposure and social media exposure was 0-24 and 0-30, respectively. The participants were informed that the term “mass media” refers to both traditional and online mass media (written or broadcast), including television, radio, advertising, newspapers, magazines, and newsfeeds. In contrast, “social media” refers to websites and apps such as WeChat, Weibo, and Youku, which are among the most commonly used social media platforms in China. Weibo shares features similar to Twitter (eg, allows users to share content up to a 140-Chinese-character limit). On the other hand, Youku, often called the YouTube of China, is an online video and streaming service platform.

**HBM Constructs**

Questions related to HBM constructs include perceived severity, perceived susceptibility, perceived efficacy, and perceived control or intention [12,13,15]. Perceived severity was measured using a 1-item question (How serious do you think COVID-19 is?) on a 4-point scale (not at all serious to very serious). Perceived susceptibility was a 1-item question (What do you think are your chances of getting COVID-19?) on a 4-point scale (not at all to very large chance). Perceived efficacy was measured using a 1-item question (Do you think that you will manage to carry out prevention measures currently recommended by the authorities?) on a 4-point scale (certainly cannot to most certainly yes). Perceived control or intention was measured using a 1-item question (Would you carry out prevention measures currently recommended by the authorities?) on a 4-point scale (certainly cannot to most certainly yes).

**Psychological and Behavioral Responses**

Psychological responses measure the emotional consequences of the COVID-19 outbreak. The emotional consequences consist of questions about feelings of fear, avoidance, keeping a secret, embarrassment, and stigma associated with COVID-19 (5 items). Optional answers were on a 4-point Likert scale, with the items scored as 1 (strongly disagree), 2 (disagree), 3 (agree), or 4 (strongly agree). The possible total emotional consequences score ranged from 5-20, with higher scores representing higher levels of emotional consequences.

Behavioral response measures relating to preventive barriers consist of 5 sections (8 items) that comprise questions about personal protection (3 items), cough etiquette (3 items), and contact precautions (2 items). The question queried participants’ levels of difficulty in practicing physical prevention measures. A 4-point Likert scale was used to report responses, with scores of 1 (very easy), 2 (easy), 3 (difficult), or 4 (very difficult). The total physical prevention barriers score ranged from 8-32, with higher scores representing higher difficulty levels of physical prevention.

**Anxiety**

Anxiety was measured using the 6-item state version of the State-Trait Anxiety Inventory (STAI-6) [16,17]. The respondents rated the frequency of experiencing 6 emotional states (ie, being calm, tense, upset, relaxed, content, and worried) as a result of the COVID-19 outbreak. A 4-point scale was used (ie, 1=not at all, 2= somewhat, 3=moderately, and 4=very much). The scores on the 3 positively worded items were reverse-coded. The total summed scores were prorated (multiplied by 20/6) to obtain scores that were comparable with those from the full 20-item STAI (giving a range of 20-80) [17]. A cut-off score of 44 was used to indicate moderate-to-severe symptoms [10,18].

**Statistical Analysis**

The reliability of the scales used was evaluated by assessing the internal consistency of the items representing the scores. The mass media and social media exposure items had a reliability (Cronbach α) of 0.958 and 0.940, respectively. The emotional consequences and prevention barrier behavior items had a reliability (Cronbach α) of 0.794 and 0.840, respectively. The reliability computed for the STAI-6 items in the assessment of anxiety was 0.793.

Multivariable logistic regression analysis, using a simultaneous forced-entry method, was used to determine the factors influencing mass media and social media exposure. Multivariable logistic regression analyses were performed on all variables found to have a statistically significant association (two-tailed, P<.05) in the univariable analyses. Odds ratios (ORs), 95% CIs, and P values were calculated for each independent variable. All statistical analyses were performed using SPSS, version 20.0 (IBM Corporation). The level of significance was set at P<.05.

**Ethical Considerations**

This research was approved by the Research Ethics Committee of the Fujian Medical University. Written informed consent was not acquired from participants. The committee approved that consent was implied through questionnaire completion and submission.

**Results**

A total of 2086 completed responses were received. Figure 1 shows the number of daily new cases in China since the beginning of the COVID-19 outbreak [19] and the duration of our data collection period. As shown in Figure 1, data collection was carried out past the peak of the COVID-19 outbreak.

As shown in Table 1, more than half of the participants were 18-20 years old (n=1197, 57.4%). Nearly two-thirds of the birthplaces of participants were in rural areas (n=1369, 65.6%). Most participants reported that their annual family income was below CNY 50,000 (n=978, 46.9%) or in the CNY 50,000-120,000 category (n=775, 37.2%). The distribution by university year was approximately equal.
Figure 1. Daily new cases in China since the beginning of the coronavirus disease (COVID-19) outbreak and throughout this study’s data collection period.
Table 1. Demographic characteristics of participants (N=2086).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-20</td>
<td>1197 (57.4)</td>
</tr>
<tr>
<td>21-22</td>
<td>714 (34.2)</td>
</tr>
<tr>
<td>23-29</td>
<td>175 (8.4)</td>
</tr>
<tr>
<td><strong>Birthplace</strong></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>717 (34.4)</td>
</tr>
<tr>
<td>Rural</td>
<td>1369 (65.6)</td>
</tr>
<tr>
<td><strong>Annual family income (CNY)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;50,000</td>
<td>978 (46.9)</td>
</tr>
<tr>
<td>50,000-120,000</td>
<td>775 (37.2)</td>
</tr>
<tr>
<td>&gt;120,000</td>
<td>333 (16.0)</td>
</tr>
<tr>
<td><strong>Year</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>662 (31.7)</td>
</tr>
<tr>
<td>2</td>
<td>490 (23.5)</td>
</tr>
<tr>
<td>3</td>
<td>606 (29.1)</td>
</tr>
<tr>
<td>4 and postgraduate</td>
<td>328 (15.7)</td>
</tr>
<tr>
<td><strong>Health Belief Model</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Perceived susceptibility</strong></td>
<td></td>
</tr>
<tr>
<td>Certainly no/probably no/probably yes</td>
<td>2001 (95.9)</td>
</tr>
<tr>
<td>Certainly yes</td>
<td>85 (4.1)</td>
</tr>
<tr>
<td><strong>Perceived severity</strong></td>
<td></td>
</tr>
<tr>
<td>Not at all/slightly serious/serious</td>
<td>1101 (52.8)</td>
</tr>
<tr>
<td>Very serious</td>
<td>985 (47.2)</td>
</tr>
<tr>
<td><strong>Perceived self-efficacy</strong></td>
<td></td>
</tr>
<tr>
<td>Certainly no/probably no/probably yes</td>
<td>580 (27.8)</td>
</tr>
<tr>
<td>Certainly yes</td>
<td>1506 (72.2)</td>
</tr>
<tr>
<td><strong>Perceived control or intention to carry out preventive measures</strong></td>
<td></td>
</tr>
<tr>
<td>Certainly no/probably no/probably yes</td>
<td>788 (37.8)</td>
</tr>
<tr>
<td>Certainly yes</td>
<td>1298 (62.2)</td>
</tr>
<tr>
<td><strong>Psychological and behavioral response</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Emotional consequences</strong></td>
<td></td>
</tr>
<tr>
<td>Scores 5-9</td>
<td>1004 (48.1)</td>
</tr>
<tr>
<td>Scores 10-20</td>
<td>1082 (51.9)</td>
</tr>
<tr>
<td><strong>Barriers to carry out preventive measures</strong></td>
<td></td>
</tr>
<tr>
<td>Scores 8-15</td>
<td>986 (47.3)</td>
</tr>
<tr>
<td>Scores 16-32</td>
<td>1100 (52.7)</td>
</tr>
<tr>
<td><strong>Anxiety level</strong></td>
<td></td>
</tr>
<tr>
<td><strong>State-Trait Anxiety Inventory</strong></td>
<td></td>
</tr>
<tr>
<td>Scores 20-43</td>
<td>1291 (61.9)</td>
</tr>
<tr>
<td>Scores 44-80</td>
<td>795 (38.1)</td>
</tr>
</tbody>
</table>
Mass Media and Social Media Exposure

Figure 2 shows the proportion of often responses and its corresponding 95% CIs for mass and social media use. The majority of participants relied on mass media for staying up-to-date with information about the number of confirmed COVID-19 cases or deaths (n=1224, 58.7%), followed by information seeking related to prevention (n=1204, 57.7%), transmission (n=1145, 54.9%), symptoms (n=1105, 53%), and risk (n=1012, 48.5%) associated with COVID-19. The most common reasons to use social media were to obtain information about prevention (n=1065, 51.1%), transmission (n=1048, 50.2%), and symptoms (n=1015, 48.7%) of COVID-19.

The mean total mass media exposure was 19.3 (SD 4.9; range 0-24) out of a possible score of 24. The median was 20.0 (IQR 16.0-24.0). The total mass media exposure scores were categorized into two groups (20-24 or 0-23), based on the median split; as such, a total of 1113 (53.5%; 95% CI 51.2-55.5) were categorized as having a score between 20-24 and 973 (46.6%; 95% CI 44.5-48.8) had a score between 0-23. The mean total social media exposure was 23.2 (SD 5.8; range 0-30) out of a possible score of 30. The median was 23.0 (IQR 20.0-29.0). The total social media exposure scores were categorized into two groups (23-30 or 0-22), based on the median split; as such, a total of 1096 (52.5%; 95% CI 50.4-54.7) were categorized as having a score between 23-30 and 990 (47.5%; 95% CI 45.3-49.6) had a score between 0-22.

HBM Constructs

In total, 1558 participants (74.7%; 95% CI 72.8-76.5) reported certainly yes/probably yes for perceived susceptibility of getting infected with COVID-19. A relatively lower proportion perceived COVID-19 as very serious (n=985, 47.2%; 95% CI 45.1-49.4). The majority also reported certainly yes (n=1506, 72.2%; 95% CI 70.2-74.1) in their ability to carry out recommended prevention measures. A relatively lower proportion reported certainly yes (n=1298, 62.2%; 95% CI 60.1-64.3) about their intentions to carry out the recommended prevention measures.

Psychological and Behavioral Responses

Figure 3 shows the proportion and corresponding 95% CIs of responses for items on emotional consequences. Nearly half of the participants answered strongly agree/agree in regard to avoidance behavior (n=962, 46.1%); 21.2% (n=443) and 17.9% (n=374) strongly agreed or agreed that they felt embarrassment or fear, respectively. The mean total emotional consequences score was 9.4 (SD 2.7; range 5-20). The median was 10 (IQR 7-11). The total emotional consequences scores were categorized into two groups (10-20 or 5-9), based on the median split; as such, a total of 1082 (51.9%; 95% CI 49.7-54.0) were categorized as having a score between 10-20 and 1004 (48.1%; 95% CI 46.0-50.3) were categorized as having a score between 5-9.

The proportions of difficult/very difficult responses and the corresponding 95% CIs for difficulties in carrying out preventive measures are also shown in Figure 3. The greatest difficulty reported was avoiding touching one’s eyes, nose, and mouth (n=1000, 47.9%). Difficulties in avoiding proximity with other people and wearing a mask all the time were also reported by 21.8% (n=454) and 12.8% (n=267) of participants, respectively. The mean total score for barriers to carry out preventive measure was 15.0 (SD 3.7; range 8-32). The median was 16 (IQR 12-17). The total score for barriers to carry out preventive measures was categorized into two groups (16-32 or 8-15), based on the median split; as such, a total of 1100 (55.7%; 95% CI 50.6-54.9) were categorized as having a score between 16-32, and 986 (47.3%; 95% CI 45.1-49.4) were categorized as having a score between 8-15.
Figure 3. Proportion of participants who answered “agree/strongly agree” for questions related to emotional consequences and “difficult/very difficult” for questions related to carrying out preventive measures (N=2086).

### Anxiety

The mean overall anxiety score was 40.4 (SD 10.8; range 20-80). Using a cut-off score of 44 for the STAI score, a total of 38.1% (n=795) (95% CI 36.0-40.2) of participants reported moderate-to-severe anxiety (score=44-80). Participants in the 18-20 years age group (n=477, 39.8%) reported the highest amount of moderate-to-severe anxiety, followed those who were 21-22 years old (n=270, 37.8%) and 23-29 years old (n=48, 27.4%) ($\chi^2=10.027, P=.007$). There was a gradual decrease in the proportion of moderate-to-severe anxiety by university year, whereby 41.4% (n=274) of year 1 participants reported moderate-to-severe anxiety compared to 40.0% (n=196) among year 2, 39.8% (n=241) among year 3, and only 25.6% (n=84) among year 4 ($\chi^2=26.198, P<.001$).

### Influence of Mass and Social Media on Psychobehavioral Responses

As shown in Table 2, multivariable regression analysis of factors influencing a higher score of mass media exposure showed significant associations with all the HBM constructs. Higher perception of severity (OR 1.33; 95% CI 1.10-1.60), self-efficacy (OR 2.03; 95% CI 1.64-2.52), and perceived control or intention to carry out prevention measures (OR 1.29; 95% CI 1.07-1.56) were significantly associated with a higher mass media exposure score. Lower emotional consequences (OR 1.51; 95% CI 1.25-1.83) and barriers to carry out preventive measures (OR 1.50; 95% CI 1.26-1.84) were also significantly associated with a higher mass media exposure score.

Multivariable regression analysis of factors influencing a higher score of social media exposure showed significant associations with 3 of the HBM constructs. Higher perception of severity (OR 1.41; 95% CI 1.17-1.69), self-efficacy (OR 2.01; 95% CI 1.67-2.58), and perceived control or intention to carry out prevention measures (OR 1.27; 95% CI 1.05-1.53) were significantly associated with a higher social media exposure score. Likewise, lower emotional consequences (OR 1.50; 95% CI 1.24-1.67) and barriers to carry out preventive measures (OR 1.39; 95% CI 1.15-1.67) were also significantly associated with a higher social media exposure score.

A lower anxiety score was significantly associated with higher mass and social media exposure in the univariable analyses; however, the associations were not significant in the multivariable analyses.
Table 2. Factors associated with mass media and social media exposure (N=2086).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Multivariable analysis (social media exposure score 23-30 vs 0-22)</th>
<th>Univariate analysis (social media exposure score 23-30 vs 0-22)</th>
<th>Multivariable logistic regression (mass media exposure score 20-24 vs 0-19)</th>
<th>Univariate analysis (mass media exposure score 20-24 vs 0-19)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High score (23-30) (n=1096)</td>
<td>High score (23-30) (n=1096)</td>
<td>High score (20-24) (n=1113)</td>
<td>High score (20-24) (n=1113)</td>
</tr>
<tr>
<td></td>
<td>OR (95%CI)</td>
<td>OR (95%CI)</td>
<td>P value</td>
<td>P value</td>
</tr>
<tr>
<td>Demographic characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-20</td>
<td>615 (51.4)</td>
<td>625 (52.2)</td>
<td>.92 (0.83-1.24)</td>
<td>.92 (0.83-1.24)</td>
</tr>
<tr>
<td>21-22</td>
<td>397 (55.6)</td>
<td>377 (52.8)</td>
<td>.10 (0.61-0.88)</td>
<td>.10 (0.61-0.88)</td>
</tr>
<tr>
<td>23-29</td>
<td>101 (57.7)</td>
<td>94 (53.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Birthplace</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>402 (56.1)</td>
<td>395 (55.1)</td>
<td>.08 (0.57-1.40)</td>
<td>.08 (0.57-1.40)</td>
</tr>
<tr>
<td>Rural</td>
<td>711 (51.9)</td>
<td>701 (51.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Annual family income (CNY)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;50,000</td>
<td>503 (51.4)</td>
<td>497 (50.8)</td>
<td></td>
<td>Ref</td>
</tr>
<tr>
<td>50,000-120,000</td>
<td>421 (54.3)</td>
<td>404 (52.1)</td>
<td>1.28 (0.98-1.66)</td>
<td>1.28 (0.98-1.66)</td>
</tr>
<tr>
<td>&gt;120,000</td>
<td>189 (56.8)</td>
<td>195 (58.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>338 (51.1)</td>
<td>338 (51.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>234 (47.8)</td>
<td>239 (48.8)</td>
<td>.09 (0.73-1.29)</td>
<td>.09 (0.73-1.29)</td>
</tr>
<tr>
<td>3</td>
<td>345 (56.9)</td>
<td>333 (55.0)</td>
<td>1.30 (1.03-1.64)</td>
<td>1.30 (1.03-1.64)</td>
</tr>
<tr>
<td>4 and postgraduate</td>
<td>196 (59.8)</td>
<td>186 (56.7)</td>
<td>1.31 (0.99-1.74)</td>
<td>1.31 (0.99-1.74)</td>
</tr>
<tr>
<td>Health Belief Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived susceptibility</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Certainly no/probably no/probably yes</td>
<td>1056 (52.8)</td>
<td>1033 (51.6)</td>
<td>.11 (0.75-1.96)</td>
<td>.11 (0.75-1.96)</td>
</tr>
<tr>
<td>Certainly yes</td>
<td>57 (67.1)</td>
<td>63 (74.1)</td>
<td>&lt;.001 (1.05-2.93)</td>
<td>&lt;.001 (1.05-2.93)</td>
</tr>
<tr>
<td>Perceived severity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not at all/slightly serious/serious</td>
<td>524 (47.6)</td>
<td>509 (46.2)</td>
<td>&lt;.001 (1.05-2.93)</td>
<td>&lt;.001 (1.05-2.93)</td>
</tr>
<tr>
<td>Very serious</td>
<td>589 (59.8)</td>
<td>587 (59.6)</td>
<td>1.33 (1.10-1.60)</td>
<td>1.33 (1.10-1.60)</td>
</tr>
<tr>
<td>Perceived self-efficacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Certainly no/probably no/probably yes</td>
<td>205 (35.3)</td>
<td>199 (34.3)</td>
<td>&lt;.001 (1.05-2.93)</td>
<td>&lt;.001 (1.05-2.93)</td>
</tr>
<tr>
<td>Certainly yes</td>
<td>908 (60.3)</td>
<td>897 (59.6)</td>
<td>2.03 (1.64-2.52)</td>
<td>2.03 (1.64-2.52)</td>
</tr>
<tr>
<td>Perceived control or intention to carry out preventive measures</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Certainly no/probably no/probably yes</td>
<td>293 (49.9)</td>
<td>386 (49.0)</td>
<td>.01 (1.07-1.56)</td>
<td>.01 (1.07-1.56)</td>
</tr>
<tr>
<td>Certainly yes</td>
<td>720 (55.5)</td>
<td>710 (54.7)</td>
<td>1.27 (1.05-1.53)</td>
<td>1.27 (1.05-1.53)</td>
</tr>
<tr>
<td>Psychological and behavioral response</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional consequences</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Variable | Univariate analysis (mass media exposure score 20-24 vs 0-19) | Multivariable logistic regression (mass media exposure score 20-24 vs 0-19) | Univariate analysis (social media exposure score 23-30 vs 0-22) | Multivariable logistic regression (social media exposure score 23-30 vs 0-22)
--- | --- | --- | --- | ---
High score (20-24) (n=1113) | OR (95%CI) | P value | OR (95%CI) | P value
Scores 5-9 | 625 (62.3) | <.001 | 1.50 (1.24-1.67) | <.001 | 1.50 (1.24-1.67)
Scores 10-20 | 488 (45.1) | Ref | 489 (45.2) | Ref
Scores 8-15 | 618 (62.7) | <.001 | 1.5 (1.26-1.84) | <.001 | 1.39 (1.15-1.67)
Scores 16-32 | 495 (45.0) | Ref | 488 (44.4) | Ref

Barriers to carry out preventive measure

State-Trait Anxiety Inventory

| Score 20-43 | 731 (56.6) | <.001 | 1.16 (0.96-1.40) | .002 | 1.11 (0.90-1.34)
| Score 44-80 | 382 (48.1) | Ref | 383 (48.2) | Ref

Discussion

Principal Findings

This study assessed both mass and social media exposure related to COVID-19 and investigated the association between media exposure and HBM constructs, psychological and behavioral responses, and anxiety levels. This study targeted university students, as university students are among the biggest users of the internet and social media [20]. Since this study was conducted when the country was experiencing a decline in COVID-19 cases, it has the advantage of identifying detrimental psychobehavioral factors to provide insight for interventions to prevent a resurgence of infections. Of note, during the data collection period, the nationwide lockdown and movement control had started to ease; nevertheless, schools and universities in China had not yet reopened.

The high mean total exposure score implies that university students have high exposure to both mass media and social media during the COVID-19 outbreak. This finding replicates evidence from previous research, indicating high use of online media (particularly social media) by the younger generation and specifically university students [21-24]. In this study, we also found that university students were exposed to equal amounts of COVID-19–related information from both mass and social media. Both mass and social media were equally used as information sources for the prevention of infection, symptoms, risk, and mode of transmission.

Despite China’s downward COVID-19 trend, the study participants demonstrated a high perceived risk of COVID-19 infection. However, a relatively lower perception of the severity of COVID-19 infection was observed. Many participants also reported high self-efficacy in carrying out recommended prevention measures. During the early phase of the outbreak, the country carried out aggressive public health interventions, such as early detection of cases, contact tracing, and population behavioral changes, which have been reported to have contributed enormously to containing the epidemic [25]. The positive psychobehavioral responses found in this study indicate that population behavioral change interventions have brought about positive behavioral as well as attitudinal changes up to the present time, which is reflected in the success in curbing the spread of the virus to the wider community as observed in the continuous slowdown of COVID-19 cases in China.

The study also found an overall low level of emotional consequences among participants during the off-peak period of the COVID-19 outbreak, as shown by the low mean value of the total emotional consequences score. Despite the low level of emotional consequences, it should be noted that continuous mitigation of the emotional well-being of the public during an infectious disease outbreak is important in controlling
transmission [26]. During the severe acute respiratory syndrome (SARS) epidemic, fear and stigma may have instigated people to delay seeking care and remain in the community undetected. Also, a noteworthy finding is that the most prominent emotional consequence found was avoidance behavior, as it was reported by nearly half of the study participants. It is important to note that cognitive avoidance contributes to a delay in taking precautions to prevent the spread of COVID-19. The implication of this is that prompt action by the public and immediate seeking of medical care upon suspicion of COVID-19 infection are still needed, regardless of the downward trend.

This study’s participants found minimal difficulty in carrying out preventive measures. The most prominent difficulty encountered was avoiding touching one’s eyes, nose, and mouth; nearly half the participants reported having experienced this difficulty. The importance of refraining from touching one’s eyes, nose, and mouth with unwashed hands to prevent the transmission of COVID-19 has been noted previously [27]. Since habitual face-touching behavior has been commonly reported [28], hand hygiene compliance should be encouraged to avoid this route of transmission. Public health interventions to promote and encourage desirable hand-hygiene–compliant behaviors are crucial even though the outbreak is largely under control.

During the early phase of the pandemic, more than half (53.8%) of the general public in China reported the psychological impact associated with COVID-19 as being moderate or severe [8]. In this study, slightly over one-third (38.1%) of university students reported moderate-to-severe anxiety. Although relatively lower anxiety levels were observed after the peak of the outbreak, our results indicate that COVID-19 is still spurring fear in some parts of society. In the case of the Ebola outbreak, anxiety and depression were still prevalent 1 year after the outbreak, especially among those who had been in quarantine and witnessed death associated with the disease [29]. Findings from this study imply that COVID-19–related anxiety among university students warrants special attention. Therefore, it is suggested that continuous assessment and monitoring of COVID-19–associated mental health issues is essential when students resume their studies on campus. Mental health service provision or psychological intervention services to help students who experience loss of family members or friends to COVID-19 should be encouraged in all universities across the country, especially in Wuhan, China’s coronavirus epicentre. Furthermore, the study also found that younger university students were more vulnerable to moderate-to-severe anxiety; more attention from university authorities should be allocated to monitor the mental well-being of these students.

The results of the multivariate analyses of this study provide evidence of the important role of both mass and social media in shaping individual health beliefs using the HBM constructs. Substantial mass media exposure was associated with having a higher perception of illness severity and a higher perceived control or intention to carry out prevention measures. Similarly, social media exposure shapes individual health beliefs using the HBM constructs. However, high social media exposure was associated with all the HBM constructs investigated, except for the perception of risk.

Previous reports have noted that emotional consequences such as fear, stigma, and discrimination during the COVID-19 outbreak among people in China were fuelled by misinformation and unfounded rumors [30]. In our study, multivariate analyses revealed that greater mass and social media exposure were also associated with lower emotional consequences, namely, perception of avoidance, embarrassment, fear, and keeping the infection a secret. This perhaps implies that our study participants were exposed to credible and accurate information from both mass and social media, and hence were not negatively impacted. Of note, the Chinese government implemented viable strategies to counter misinformation and fake news during the pandemic such as immediate removal of false news in the media and strict penalties for offenders.

The behavioral influence of both mass and social media were evident in this study. More mass and social media exposure was also associated with lower barriers to carrying out prevention practices. The findings imply the importance of continuously providing the public with accurate and credible information through mass and social media to enhance emotional well-being and prevention behaviors. It is also vital for media authorities to ensure the credibility of information shared in during an infectious pandemic to elevate negative psychological impact and enhance prevention behaviors. It has been suggested that quick and targeted interventions oriented to delegitimize sources of fake information in the media are important to reduce negative consequences [31]. As such, the findings of this study provide insights into the importance of developing prompt strategies to counter misinformation.

In short, our findings suggest that both mass and social media are useful means of getting health messages across and contribute to improving psychobehavioral responses to COVID-19. Although traditionally the trustworthiness and authenticity of information sourced from social media in relation to mass media has been an issue of concern, this study demonstrated contrary results. Both mass and social media contributed similarly to favorable psychobehavioral responses to COVID-19.

Interestingly, the univariable analyses also observed that both high levels of mass and social media usage were significantly associated with lower anxiety levels. However, the association was not significant in the multivariable analyses. Our finding contradicts recent findings that reported a high prevalence of mental health problems among the public in China that was positively associated with frequent exposure to social media [14]. Of note, our study participants were medical and health sciences students, and this perhaps implies that they were more proficient at identifying and consuming credible information on social media than the general public. In addition, our study has also demonstrated that students with higher exposure to mass and social media tend to have lower negative emotional consequences and fewer barriers to carrying out prevention measures, which might partly contribute to their lower anxiety level. Thus, their increased social media usage does not result in a higher level of mental health problems. This possibly suggests that the proper use of social media for information purposes is beneficial is shaping psychological and behavioral responses during an infectious disease outbreak.
Limitations
This study has several limitations that should be considered. The first pertains to the use of convenience sampling and its cross-sectional nature. It cannot, therefore, be used to infer causality. Despite of the recruitment of a large and diverse sample, the relatively high proportion of young participants in this study may introduce a bias toward greater social media usage. Second, the responses were based on self-report and may be subject to recall bias, self-reporting bias, and a tendency to report socially desirable responses. A third limitation is that the participants were medical and health sciences students; this warrants careful interpretation owing to their comprehensive knowledge and attitude about COVID-19 as well as their higher affinity for health information. Next, the associations found in this study should be interpreted with caution as the psychobehavioral responses were obtained during the off-peak period of the COVID-19 outbreak. Despite these limitations, the study data contribute tremendously to the understanding of the influence of both mass and social media on psychobehavioral responses to the COVID-19 outbreak in China.

Conclusions
Higher exposure to both mass and social media related to the COVID-19 outbreak increased positive attitudes in all the domains of the HBM. Emotional consequences and behavioral prevention barriers also reduced with higher exposure to both mass and social media. In conclusion, based on our results, both mass and social media are useful means of disseminating health-related information to the public and contribute to improvements in psychobehavioral responses to COVID-19. Our findings imply that university students are proficient at identifying and consuming credible information on social media. With much information circulating on the internet, it is challenging for the public to stay informed with reliable, credible, and trustworthy information from the internet. The general public should be informed about proper online health information seeking during disease outbreaks to avoid detrimental psychological and behavioral impacts that may deter outbreak management and control.
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Abstract

Background: Coronavirus disease (COVID-19) is a worldwide epidemic, and various countries have responded with different containment measures to reduce disease transmission, including stay-at-home orders, curfews, and lockdowns. Comparative studies have not yet been conducted to investigate the impact of these containment measures; these studies are needed to facilitate public health policy-making across countries.

Objective: The aim of this study was to describe and evaluate the impact of national containment measures and policies (stay-at-home orders, curfews, and lockdowns) on decelerating the increase in daily new cases of COVID-19 in 54 countries and 4 epicenters of the pandemic in different jurisdictions worldwide.

Methods: We reviewed the effective dates of the national containment measures (stay-at-home order, curfew, or lockdown) of 54 countries and 4 epicenters of the COVID-19 pandemic (Wuhan, New York State, Lombardy, and Madrid), and we searched cumulative numbers of confirmed COVID-19 cases and daily new cases provided by health authorities. Data were drawn from an open, crowdsourced, daily-updated COVID-19 data set provided by Our World in Data. We examined the trends in the percent increase in daily new cases from 7 days before to 30 days after the dates on which containment measures went into effect by continent, World Bank income classification, type of containment measures, effective date of containment measures, and number of confirmed cases on the effective date of the containment measures.

Results: We included 122,366 patients with confirmed COVID-19 infection from 54 countries and 24,071 patients from 4 epicenters on the effective dates on which stay-at-home orders, curfews, or lockdowns were implemented between January 23 and April 11, 2020. Stay-at-home, curfew, and lockdown measures commonly commenced in countries with approximately 30%, 20%, or 10% increases in daily new cases. All three measures were found to lower the percent increase in daily new cases to <5 within one month. Among the countries studied, 20% had an average percent increase in daily new cases of 30-49 over the seven days prior to the commencement of containment measures; the percent increase in daily new cases in these countries was curbed to 10 and 5 a maximum of 15 days and 23 days after the implementation of containment measures, respectively.

Conclusions: Different national containment measures were associated with a decrease in daily new cases of confirmed COVID-19 infection. Stay-at-home orders, curfews, and lockdowns curbed the percent increase in daily new cases to <5 within a month. Resurgence in cases within one month was observed in some South American countries.
Introduction

The coronavirus disease (COVID-19) epidemic is caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2); it is the third coronavirus-associated epidemic to emerge from a species leap from wild animals to humans, after severe acute respiratory syndrome (SARS) in 2003 and Middle East respiratory syndrome (MERS) in 2012 [1,2]. Coronavirus infection causes acute respiratory illness that is usually self-limiting but can be severe in some cases [3]. Coronaviruses primarily infect the upper respiratory and gastrointestinal tracts of birds and mammals. However, once a human is infected, they can transmit the coronavirus to other humans through respiratory droplets and aerosols from coughing and sneezing, like other respiratory pathogens [4]. In Wuhan, China, it was estimated that the basic reproductive number for SARS-CoV-2 was 2.68 (95% CI 2.47-2.86) and its doubling time was 6.4 days (95% CI 5.8-7.1) [5] in the early phase of the pandemic. Since January 2020, following the lockdown of Wuhan, increasing numbers of SARS-CoV-2–infected cases have been reported outside the city [6]. The COVID-19 pandemic began with small chains of transmission in China and nearby cities, which then became large chains of extensive spread in countries worldwide. As of July 2, 2020, over 10 million confirmed cases and more than 510,000 deaths have been recorded globally [7]. National responses of containment measures, such as stay-at-home orders, curfews, and lockdowns, have varied across countries with different characteristics. To our knowledge, there is no comparative study investigating the impact of these containment measures on COVID-19 transmission in countries with respect to geographical location, income status, containment measures imposed, and early and late responses to the COVID-19 pandemic.

From the perspective of public health, principles of controlling contagious disease transmission focus mainly on early detection via testing and contact tracing, in addition to prevention of transmission by containment measures such as stay-at-home orders, curfews, lockdowns, quarantine of exposed individuals [8], and travel or trade restrictions [9]. Additionally, behavioral interventions such as personal protective measures (such as hand hygiene and respiratory etiquette) and social or physical distancing measures (such as isolation of sick individuals, school measures and closures, workplace measures and closures, and avoiding crowding) should be advocated at the community level to facilitate the flattening of the epidemic curve [10].

Quarantine has been used as an effective tool to control communicable disease outbreaks throughout history [11]. The quarantine period provides ample time for the incubation period to complete; therefore, asymptomatic cases will become symptomatic and can therefore be identified. Quarantine is most successful in settings where there is prompt detection of new cases, where contacts can be listed and traced within a short time frame, followed by a prompt issuance of quarantine with voluntary compliance. This may not be applicable to the case of COVID-19 infection because the science and epidemiology of the disease are still largely unknown. At the time of preparation of this paper, in a rapid review assessing the effects of quarantine (alone or in combination with other measures) of individuals who had contact with confirmed cases of COVID-19 infection, who travelled from countries with a declared outbreak, or who lived in regions with high transmission of the disease, it was concluded that insufficient evidence was available [12].

Initial analysis of data from China collected in February 2020 suggested that the epidemic did not expand exponentially. Public response to the epidemic in addition to containment policies was found to be effective despite the initial increase in the number of confirmed cases [13]. The initial transmission rate ($R_0$) was reduced from 2.6 to 0.62 (95% CI 0.37-0.89) due to the stay-at-home order in the United Kingdom [14]. Similar changes in effective transmission rate ($R_e$) were observed in the United States and many European countries after population-level containment interventions were implemented [15,16]. However, worldwide evidence to guide policy makers on effective control of the pandemic is still lacking.

Nonpharmaceutical public health measures at the individual level (physical distancing, use of face masks, and wearing of eye protection to reduce person-to-person transmission) have been studied by the COVID-19 Systematic Urgent Review Group Effort (SURGE) [17]. However, the effectiveness of measures implemented at the national level is a knowledge gap that should be filled. In this study, we aimed to describe and evaluate the impact of national containment measures and policies (stay-at-home orders, curfews, and lockdowns) on decelerating the increase in daily new cases of COVID-19 infection in 54 countries and 4 epicenters of the pandemic in different jurisdictions worldwide.

Methods

Data Source

We used an open, crowdsourced, daily-updated COVID-19 data set provided by Our World in Data [18]. This public domain repository provides numbers of cumulative confirmed cases, confirmed cases per 1 million people, confirmed daily new cases, cumulative deaths, and daily deaths for each country associated with the European Centre for Disease Prevention and Control and the total number of tests for COVID-19 performed per 1000 people as reported by the health authority of each country. Because the most common test for COVID-19 is the polymerase chain reaction (PCR) test, our data source tracked the number of tests for COVID-19 in terms of the number of PCR tests performed or the number of individuals who were tested for COVID-19 reported by the health authority of each country. Cumulative confirmed cases and daily new cases in four epicenters (Wuhan, the Lombardy region of Italy, New York State, and Madrid) were obtained from the websites...
of national health authorities. Commencement dates of countrywide containment measures were gathered from the national health ministries and health authorities by authors CW and EHMT and were cross-checked by the last author (AW). Characteristics including the continent, income level classified by the World Bank [19], types of containment measures (stay-at-home order, curfew, or lockdown), effective dates of containment measures, and numbers of confirmed cases on the effective dates of containment measures were retrieved for each country and epicenter. All crowdsourced data were available up to June 20, 2020.

Regarding the three containment measures under investigation, a stay-at-home order was defined as limited outdoor movement except essential activity, curfew was defined as a stay-at-home order during specific time periods, and lockdown was defined as restriction of population mobility within a specific region or country. Acknowledging that variations in the adoption of containment measures may exist across regions or countries, the main difference between a stay-at-home order and a lockdown was denoted as the restriction of people moving in or out of a region being imposed with the latter but not the former. Accordingly, the containment measure introduced in the United States would be classified as a stay-at-home order.

Ethics Approval
This study used open-sourced, secondary dataset, and was exempted from ethics review of Institution Review Board.

Outcome Definitions
The primary outcome of this study was the percent increase in daily new cases from 7 days prior (day –7) to 30 days after (day +30) the commencement of measures in countries and epicenters. This specific timeframe between day –7 and day +30 ensured that complete daily new case data were obtained for all included countries and epicenters. The percent increase in daily new cases on day \( t \) was defined as the daily new cases on day \( t \) divided by the cumulative confirmed cases on day \( t – 1 \), where \( t \) was between –7 and 30. When estimating the percent increase in daily new cases by characteristic group, estimates were calculated as the total daily new cases in the locations within the group on day \( t \) divided by the total cumulative confirmed cases of the locations within the group on day \( t – 1 \). The denominator and numerator in the fraction were two summations; the summations were taken over the countries with nonmissing numbers of cases on days \( t \) and \( t – 1 \), respectively. This percent increase can be represented by the weighted sum of the percent increase of the component locations, where the weight is calculated based on the cumulative cases in the country on day \( t – 1 \):

\[
\text{Average increase in daily new cases from day-7 to day-1} = \frac{\text{sum of cases on day } t}{\text{sum of cumulative cases on day } t – 1}
\]

Data Analysis
We used line graphs to represent the trends in the percent increase in daily new cases for each type of containment measure and by the measure start date, continent of the country or epicenter, income level, and average percent increase in daily new cases before the start of containment measures. The formula proposed by Waller et al [20] was used to estimate the 95% CI for the weighted proportion. The 95% CI for the percent increase of a location was estimated by the method of the binomial proportion confidence interval, while that for a group was estimated by the method of the weighted binomial proportion confidence interval. The calculation of the percent increase in daily new cases at time \( t \) was excluded in a particular group and country if the daily new cases data were missing at time \( t – 1 \) and time \( t \). Scatter plots were used to visualize the percent increase in daily new cases at day +7, day +14, day +21 and day +30 for each country or epicenter by the average percent increase in cases before the commencement of the containment measures and after the start dates of the containment measures. The relationship between the number of diagnosed cases and the number of tests performed for each location was also assessed using line graphs.

All statistical analyses and figure generations were performed using Stata version 16.0 (StataCorp LLC).

Results
This study included 122,366 patients with confirmed COVID-19 infection from 54 countries and 24,071 patients from 4 epicenters on the days when stay-at-home orders, curfews, or lockdowns were implemented between January 23 and April 11, 2020. The containment measures at the national level are summarized in Multimedia Appendix 1. Of the 54 countries, 31 (57%) adopted lockdowns, 17 (32%) adopted curfews, and 6 (11%) adopted stay-at-home orders. All countries initiated their containment policies after March 9, 2020, except for China (January 23, 2020).

Regarding the type of containment measure, countries adopting stay-at-home orders, curfews, and lockdown demonstrated a decreasing trend in percent increase in daily new cases of COVID-19 infection after the commencement of the measures (Figure 1). In countries with stay-at-home orders, curfews, or lockdowns, the percent increase was observed to be curved to <5 within one month. The percent increase in daily new cases decreased from 26.9 (95% CI 25.7%-28.0%) at baseline to 20.3 (95% CI 19.8%-20.7%) at day +7, 12.8 (95% CI 12.6%-13.0%) at day +14, 7.29 (95% CI 7.17%-7.41%) at day +21, and 4.03 (95% CI 3.96%-4.10%) at day +30 for countries introducing stay-at-home orders. For countries introducing curfew, the percent increase in daily new cases decreased from 11.4 (95% CI 3.96%-4.10%) at day +14, 7.29 (95% CI 7.17%-7.41%) at day +21, and 4.03 (95% CI 3.96%-4.10%) at day +30 for countries introducing curfew orders. For countries introducing lockdowns, the percent increase in daily new cases decreased from 11.4 (95% CI 10.9-11.9) at baseline to 5.93 (95% CI 5.61-6.26) at day +7, 3.73 (95% CI 3.47-3.98) at day +14, 2.60 (95% CI 2.38-2.81) at day +21, and 1.89 (95% CI 1.71-2.07) at day +30. Meanwhile, the percent increase in daily new cases decreased from 20.6 (95% CI 19.2-22.1) at baseline to 16.6 (95% CI 15.9-17.4) at day +7, 10.8 (95% CI 10.4-11.2) at day +14, 8.32 (95% CI 8.06-8.57) at day +21 and 2.88 (95% CI 2.73-3.02) at day +30 for countries introducing lockdown. For the start date of the intervention (Figure 2), a persistent drop in the percent increase in daily new cases was also observed at the initial stage of the containment measures, except in China.
Figure 1. Percent increase in daily new cases vs days since containment measure by type of containment measure.
Within seven days of commencement of the containment measures, a decreasing trend in the percent increase in daily new cases was observed across continents (Figure 3). The introduction of a new COVID-19 case classification in China at day +21 led to a spike in the percent increase in daily new cases in Asia. Resurgence in COVID-19 cases in South American countries was observed with a spike in percent increase in daily new cases at day +25, more than two weeks after the implementation of containment measures. By income level (Figure 4), a decreasing trend in the percent increase in daily new cases was observed for high-income countries since the initiation of containment measures.
Figure 3. Percent increases in daily new cases against days since implementation of containment measures by continent.
Figure 4. Percent increases in daily new cases vs days since implementation of containment measures by income level.

Among countries with an average percent increase in daily new cases above 10 over seven days prior to the commencement of containment measures, a decreasing trend in percent increase in daily new cases was identified following the implementation of a stay-at-home order, curfew, or lockdown (Figure 5). Among the countries studied, 20% (n=11) had an average increase in daily new cases of 30-49% a week before intervention, while 13% (n=7) had an average increase in daily new cases of ≥50%. For countries with an average percent increase in daily new cases between 30-49%, 15 and 23 days were required to reduce the percent increase in daily new cases to 10 and 5, respectively. The distributions of percent increases of daily new cases at day +7, day +14, day +21 and day +30 for each type of containment measure were similar regardless of the start date of the stay-at-home order, curfew, or lockdown (Figure 7).
Figure 5. Percent increases in daily new cases vs days since implementation of containment measures by average percent increase in daily new cases before the containment measures.
Figure 6. Percent increases in daily new cases at day +7 (A), day +14 (B), day +21 (C) and day +30 (D) against average percent increase in daily new cases before intervention by country and epicenter.
Figure 7. Percent increases in daily new cases at day +7 (A), day +14 (B), day +21 (C), and day +30 (D) vs start date of containment measure by type of containment measure.

With respect to the type of containment measures, Figure 8 illustrates the relationship between the number of COVID-19 tests performed per 1000 people and the number of confirmed cases per 1 million people as reported by the health authority of each country. Countries that initiated lockdown demonstrated flattened curves, implying a reduction of the number of new confirmed cases per 1 million people, while these countries greatly expanded their scope of PCR testing. Countries adopting stay-at-home orders or curfews demonstrated a linear relationship between the number of COVID-19 tests performed and the number of confirmed cases. Increasing the number of COVID-19 tests performed had adjunctive effects on curbing the increase in daily new cases among locked-down countries.
Discussion

Principal Findings

Our findings suggest that different national containment measures, namely stay-at-home orders, curfews, and lockdowns, are associated with a decrease in the percent increase in daily new cases of confirmed COVID-19 infection. This is consistent with our previous understanding that the virus can be transmitted through respiratory droplets; hence, reducing social contact and population movement may help reduce the spread of this infectious disease. Among countries adopting a lockdown approach, increasing the number of COVID-19 tests may have had adjunctive effects on curbing the increase of confirmed daily new cases. The effects of stay-at-home orders, as described in this study, were contributed by the United States, the United Kingdom, Belgium, Germany, Ireland, and Japan. However, the effects of these orders were likely underestimated on a global scale, given that residents in many regions and countries (such as South Korea [21], Vietnam, Taiwan [22], and Hong Kong [23]) were strongly advised to stay home rather than being ordered to do so, which also appears to have been effective in reducing disease transmission [24]. Lockdown serves to prevent movement of infected individuals between regions. Therefore, lockdown was implemented in epicenters as an altruistic measure to contain the epidemic. While lockdown can cause severe disruption of international interactions, especially in this globalized era, further research is warranted to investigate whether entry screening and quarantine would achieve similar outcomes to those of lockdown. It is our view that stay-at-home orders are adopted to minimize community transmission, and lockdowns (or border restrictions) aim to reduce the number of imported cases. Curfew, however, only limits physical contact among individuals during specific time periods; this may lead to a less observable effect, if any.

In the United States, the most prominent country in North America, there was no single effective date of a stay-at-home order at the country level, as containment measures and government responses to the COVID-19 pandemic varied from state to state (ranging from March 19 to April 11). California was the earliest state to enact a stay-at-home order, on March 19, 2020; this was assumed to be the effective date of national containment measures for the United States in this study. Most states in the United States subsequently imposed stay-at-home orders, leading to a time lag between the effective date and actual disease control. It can be speculated that the delay in commencing these containment measures across the country contributed to the spike in percent increase in daily new cases with stay-at-home orders for the first few days immediately following the first effective date of implementation, as the United States accounted for almost half the percent increase in daily new cases during the peak observed. A persistently low percent increase in daily new cases was observed in Asia throughout the study period. An upsurge of
the number of COVID-19 cases alerted the health authorities in Asian countries and their residents during the early phase of the pandemic. With reference to the lessons learned during the SARS outbreak in 2003, Asian communities adopted various nonpharmaceutical measures to minimize disease transmission even before the announcement of health policies by local governments. This is evident in a report suggesting that nonpharmaceutical measures (such as hand hygiene, use of face masks, respiratory etiquette, and social distancing) have been incorporated into the local culture of Asian regions [25]. Countries in South America, however, showed signs of potential resurgence or a second wave of COVID-19 cases at the end of the study period. It is very concerning that containment measures did not appear to be effective in flattening the epidemic curve for individual countries in the region or that the health literacy of the public regarding COVID-19 infection should be improved. These concerns appear to be valid in light of the several subsequent spikes of percent increase in daily new cases identified across several South American countries (such as Argentina, Colombia, and Peru) following the lifting of containment measures before the disease was brought under control.

In addition to substantially lowering the percent increase in daily new cases in countries and regions with severe surges (≥100%), the investigated containment measures could also help less prevalent areas (<10%) to maintain a stable low percent increase in daily new cases. Accordingly, these interventions can be initiated at an early stage to flatten the curve and protect local health services from overwhelming demand. In view of the considerable economic cost associated with restriction of population movement, early public health interventions may also help alleviate the impact of prolonged recession and massive disruption of economic activities posed by mounting crises of newly confirmed cases and fatalities.

In this study, the relationships between the number of COVID-19 tests performed per 1000 people and the number of confirmed cases per 1 million people were examined by country and type of containment measures. These relationships were more obvious when the number of confirmed cases per million people was relatively small (around 1000 confirmed cases per 1 million people), which indicates the importance of leadership and coordination by local governments to make rapid expansion of PCR testing feasible and achievable in areas affected by the COVID-19 pandemic. Once the number of confirmed patients exceeded 1000, the effect of the same testing-to-population ratio almost disappeared; this may have occurred because health care facilities were overwhelmed by symptomatic patients, leaving no capacity to contact potential cases and conduct tests to identify an even larger number of carriers. Additionally, a country may fail to expand its testing capacity if the availability of testing agents becomes a rate-determining factor. Meanwhile, adoption of curfews and stay-at-home orders in countries did not appear to control the rise of new confirmed cases; hence, it can be postulated that testing must be coupled with other nonpharmaceutical public health control measures, such as quarantine and isolation, to exert effects on disease control.

The COVID-19 pandemic revealed how wealth inequity is associated with differential outcomes among countries. In our study, it was observed that high-income countries achieved a greater reduction in percent increase in daily new cases following the implementation of a stay-at-home order, curfew, or lockdown. This decline was more gradual among low-income and lower-middle-income countries, potentially because the crowded living conditions in these countries pose inherent risk of disease transmission. Moreover, other public health measures such as quarantine of exposed individuals may not be as effective in these countries because low-income employees who rely on their wages to meet financial obligations may avoid COVID-19 testing and subsequent forced quarantine. Therefore, development of a comprehensive public health intervention should be part of the strategic plan to manage the outbreak of infectious diseases alongside the promotion of health literacy of individuals, particularly in low-income countries and among people of lower social classes.

**Limitations**

The current study has several limitations. First, in an attempt to control the disease outbreak, many governments implemented multiple public health interventions simultaneously or within a short timeframe [26]; thus, individual strategies could not be evaluated independently. Second, the effects of different containment measures on disease transmission can vary depending on the patterns of social contact at home, schools, and workplaces, which would likely be influenced by local cultures and the enforcement of public regulations. Third, the observational design of this study precluded causal inference. However, clinical trials are neither feasible nor ethical during the current public health emergency, and compelling evidence comparing the experience of one outbreak area with another in which different policies were adopted is still lacking.

During the pandemic, crowdsourced data collection has played an increasingly important role in providing timely and accurate data for disease surveillance [27]. A number of local crowdsourcing platforms, such as Ushahidi [28], have been working together to deliver real-time reports to the public to raise public awareness and facilitate the development of local contingency measures. This collaboration represents a potential advancement in the publication of timely epidemiological analyses and reports; however, the accuracy, ethics, and confidentiality of research data should not be undermined [29].

**Conclusion**

National containment measures are essential to controlling the COVID-19 pandemic. In this study using crowdsourced data, countries that implemented stay-at-home orders, curfews, and lockdowns managed to curb the percent increase in daily new cases within a month; however, a resurgence in cases was observed in several South American countries two weeks after the commencement of containment measures. While no vaccine or effective treatment is yet available, the findings of our study can shed light on the impact of different containment measures and the priority of their implementation during this pandemic.
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**COVID-19**: coronavirus disease

**MERS**: Middle East respiratory syndrome
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Abstract

Background: Timely allocation of medical resources for coronavirus disease (COVID-19) requires early detection of regional outbreaks. Internet browsing data may predict case outbreaks in local populations that are yet to be confirmed.

Objective: We investigated whether search-engine query patterns can help to predict COVID-19 case rates at the state and metropolitan area levels in the United States.

Methods: We used regional confirmed case data from the New York Times and Google Trends results from 50 states and 166 county-based designated market areas (DMA). We identified search terms whose activity precedes and correlates with confirmed case rates at the national level. We used univariate regression to construct a composite explanatory variable based on best-fitting search queries offset by temporal lags. We measured the raw and z-transformed Pearson correlation and root-mean-square error (RMSE) of the explanatory variable with out-of-sample case rate data at the state and DMA levels.

Results: Predictions were highly correlated with confirmed case rates at the state (mean \( r = 0.69 \), 95% CI 0.51-0.81; median RMSE 1.27, IQR 1.48) and DMA levels (mean \( r = 0.51 \), 95% CI 0.39-0.61; median RMSE 4.38, IQR 1.80), using search data available up to 10 days prior to confirmed case rates. They fit case-rate activity in 49 of 50 states and in 103 of 166 DMA at a significance level of .05.

Conclusions: Identifiable patterns in search query activity may help to predict emerging regional outbreaks of COVID-19, although they remain vulnerable to stochastic changes in search intensity.

(J Med Internet Res 2020;22(7):e19483) doi:10.2196/19483
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Introduction

Early detection of regional coronavirus disease (COVID-19) outbreaks is essential for efficient medical resource allocation, public health messaging, and implementation of infection prevention and control strategies [1]. It is particularly important given the probability of future waves of COVID-19 cases and the difficulty of applying traditional epidemiological forecasting models in areas with low case levels [2,3]. However, laboratory testing capacity is limited, and confirmed case reports lag behind underlying infections, decreasing their predictive capacity in the early days of an outbreak or resurgence.

Internet browsing data, such as search-engine query results, can provide a real-time indication of symptoms in a population and
have been used extensively to predict and model outbreaks like influenza and dengue [4-7]. Such methods generally assume that specific and detectable patterns in internet behavior, such as search trends or social media postings, reflect health-seeking behavior in real time at the population level. Forecasting models based on search queries, such as Google Flu Trends, have shown predictive value without direct reliance on formal case reports, although historical inaccuracies mean that they can only supplement, not replace, traditional forecasting methodologies based on confirmed cases [8-10].

COVID-19 case rates display significant regional heterogeneity that requires locally tailored containment strategies. Google search trends, encompassing a majority of internet queries in the United States and publicly available through Google Trends (GT), provide a powerful resource for systematic comparison of browsing behavior between US regions. We hypothesized that keyboard libraries could be screened for specific terms whose aggregate activity would reflect regional differences in COVID-19 case rates, as has been demonstrated for influenza [4]. While several studies have previously attempted to model the COVID-19 pandemic using search query data, such attempts have largely focused on specific regions, like Taiwan and Iran, and a limited number of individually selected search terms [11-14]. We explored the potential of large-scale, publicly accessible search query data to signal new COVID-19 cases at the state and metropolitan-area levels in the United States.

Methods

Data Collection and Processing

We obtained confirmed case data for US states and counties from the New York Times (NYT) data set from January 21, the date of the first confirmed US case, to April 2, 2020, comprising county-specific, lab-confirmed COVID-19 case reports compiled daily from local and state health authorities [15]. We used the NYT data set because of both its inclusion of county-level case geotags and its strong correlation with other case tracking sources [16]. Next, we used GT to compile a library of 463 unique search queries and their associated daily activity levels over the same time period. Library terms were automatically retrieved based on the likelihood of user association with a set of prespecified coronavirus-related seed terms (Multimedia Appendix 1), using the GT “Related Queries” function.

We compared the z-transformed correlation of each query’s search activity with an in-sample data set comprising daily confirmed national case rates for days through March 10 with >100 new cases per day. Each query’s search activity was offset by temporal lags of between 0 and 14 days, generating a list of best-fitting queries and their associated optimal lag times. To focus on terms with early predictive power, we excluded queries whose optimal lag was less than 9 days. We selected the five best-fitting queries and constructed a single explanatory variable by summing the lag-adjusted, relative activity levels of each query. Finally, we linearly fit the explanatory variable to national data through March 10 to generate a single scalar coefficient.

Data Analysis

We measured the correlation of state-specific activity levels for our explanatory variable with daily reported case levels in individual states using out-of-sample data from March 11 through April 2. We also measured how well the explanatory variable explained out-of-sample case rates in 166 designated market areas (DMA), which are collections of approximately 15 counties each constituting the highest-resolution regional data available on GT. Means and confidence intervals for correlation coefficients were calculated using the inverse z-transformation of the averaged z-transformed coefficients. The strength of model predictions over time was measured using a partial correlation of first confirmed case dates with z-transformed correlation coefficients in all regions with >100 cases, controlling for regional population. We used root-mean-square error (RMSE) as an additional measure of model performance. Model predictions were adjusted for regional population and internet access [17]. All data were anonymous, and the study protocol was approved by the institutional review board of the Icahn School of Medicine at Mount Sinai.

Results

Search Query Characteristics

Queries incorporated into the final explanatory variable were highly correlated with national case data, with correlation coefficients ranging from 0.996 to 0.999 on the in-sample data. The optimal temporal lags for incorporated queries were from 11 to 12 days, indicating a prediction horizon of up to 10 days (assuming that a day’s full GT query results become available on the subsequent day). The final variable, the linear sum of weighted, lag-adjusted activity levels for the five best-fitting terms from the 463-term library, fit the in-sample data with a correlation of 0.998.

Characteristics of additional screened queries validated our methodology. For instance, acute topics like medical care and testing had smaller associated lag times with confirmed case rates, as would be expected for urgent inquiries (Table 1). Queries unrelated to COVID-19 had correspondingly weaker correlations with the observed data. The best-fitting category of queries was “COVID-19 guidance,” which included terms related to coronavirus-specific medical advice from health authorities. Relative levels of search activity had no significant effect on fit with case data.
Table 1. Characteristics of query topics screened for fit with coronavirus disease (COVID-19) case data.

<table>
<thead>
<tr>
<th>Search query category</th>
<th>Unique queries(^a), n (%)</th>
<th>Correlation with national case rate(^b), mean</th>
<th>Associated lag time (days)(^c), mean</th>
<th>Activity weighting(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVID-19 guidance</td>
<td>32 (6.9)</td>
<td>0.96</td>
<td>9.1</td>
<td>0.38</td>
</tr>
<tr>
<td>COVID-19 news</td>
<td>57 (12.3)</td>
<td>0.96</td>
<td>8.3</td>
<td>1.00</td>
</tr>
<tr>
<td>COVID-19 symptoms</td>
<td>91 (19.7)</td>
<td>0.94</td>
<td>8.9</td>
<td>0.41</td>
</tr>
<tr>
<td>Medical treatments</td>
<td>34 (7.3)</td>
<td>0.93</td>
<td>10.1</td>
<td>0.31</td>
</tr>
<tr>
<td>COVID-19 testing</td>
<td>58 (12.5)</td>
<td>0.89</td>
<td>5.4</td>
<td>0.11</td>
</tr>
<tr>
<td>Medical care</td>
<td>33 (7.1)</td>
<td>0.89</td>
<td>7.2</td>
<td>0.60</td>
</tr>
<tr>
<td>Nonspecific symptoms</td>
<td>62 (13.4)</td>
<td>0.89</td>
<td>6.8</td>
<td>0.57</td>
</tr>
<tr>
<td>Economic effects</td>
<td>28 (6.0)</td>
<td>0.86</td>
<td>5.9</td>
<td>0.12</td>
</tr>
<tr>
<td>Unrelated to illness</td>
<td>51 (11.0)</td>
<td>0.86</td>
<td>6.6</td>
<td>0.76</td>
</tr>
<tr>
<td>Symptoms of other illnesses</td>
<td>17 (3.7)</td>
<td>0.84</td>
<td>8.3</td>
<td>0.77</td>
</tr>
</tbody>
</table>

\(^a\)Number of queries of each type in the query library (eg, the category “COVID-19 testing” would include the specific query “coronavirus test near me,” and the category “nonspecific symptoms” would include the query “cough”).

\(^b\)Expressed as the inverse z-transformation of the averaged z-transformed correlations with in-sample national data.

\(^c\)Mean lag time between best-fitting query activity and confirmed case rate, in days.

\(^d\)Relative mean search activity levels, normalized.

Regional Case-Rate Predictions

The query-based predictions fit well with out-of-sample case rate data at the national level, with a correlation of 0.84 (\(P<.001\)) for out-of-sample data and 0.83 (\(P<.001\)) for all available data. The predictions were also well correlated at the state level in nearly all cases, fitting case data in 49 of 50 states at a significance level of \(\alpha=.05\) and 41 of 50 states at \(\alpha=.005\) (mean \(r=0.69\); 95% CI 0.51-0.81; Figure 1A; Multimedia Appendix 2). RMSE was less than 4 cases per 100,000 residents for model predictions in 44 of 50 states (median 1.27; IQR 1.48; Figure 1B).

At the DMA level, the query-based predictions fit with daily case data for 62% (103/166) of regions at \(\alpha=.05\), or 79% (84/107) excluding DMA with fewer than 100 cases (mean \(r\) for all DMA=0.51; 95% CI 0.39-0.61; Multimedia Appendix 3). RMSE was slightly higher for DMA-level compared to state-level predictions but was less than 7 for 92% (152/166) of DMA (median 4.38; IQR 1.80). Furthermore, at both the state and DMA levels, the strength of the correlation was not significantly associated with the date of a region’s first confirmed case (\(P=.51\) for states and \(P=.71\) for DMA for partial correlations in regions with >100 cases, controlling for population), suggesting that predictive search behaviors may precede new cases regardless of the timing of a regional outbreak (Figure 1C and D). The explanatory variable consistently produced well-fitting predictions with data available 10 days in advance of predicted new case activity (Figure 2), even in regions where fewer than 100 new cases were confirmed per day.
Figure 1. Correlation of query predictions with regional coronavirus disease (COVID-19) confirmed case rates. (A) Correlation of predicted case rates with actual case rates for the 50 states. Values are Pearson correlation coefficients. * indicates significance at $\alpha=.05$; ** at $\alpha=.01$; *** at $\alpha=.005$. (B) Root-mean-square error (RMSE) between predicted case rates and actual case rates for the 50 states, in units of daily new cases per 100,000 population. (C) Prediction correlations at the state level do not depend on outbreak timing, as measured by the date of the first confirmed case. Circle size indicates the relative population of the state. Color indicates US census-designated region (blue: Northeast; orange: Midwest; gray: South; green: West). (D) Prediction correlations at the designated market area (DMA) level do not depend on outbreak timing, as measured by the date of the first confirmed case. Circle size indicates the relative population of DMA. Color indicates the US census-designated region, as described. n.s.: not significant.
Figure 2. Correlation of query predictions (red) with regional coronavirus disease (COVID-19) case rates (black) at the state and designated market area (DMA) levels, February 20 to April 2, 2020. (A) Comparison of predicted case rates (red) with actual case rates (black) at the state level, with Arizona shown as an example. Dashed lines indicate 95% CIs. (B) Comparison at the DMA level, with the Butte-Bozeman area shown as an example of predictions in a low-population region.

Discussion

These data suggest that specific patterns of internet search behavior, which can be curated automatically from libraries of search terms, precede and correlate with regional case rates of COVID-19. Such patterns, which we captured using a single explanatory variable, remain correlated with case rates in regions with a broad range of populations, locations, and outbreak times, making aggregate search trends a useful tool for estimating regional COVID-19 outbreaks in the days preceding confirmed case reports. Correlation strengths were not significantly associated with the date of onset of regional outbreaks, making it unlikely that a single national event, such as a press release, could explain the strength of model predictions in all regions. Furthermore, search queries explicitly related to COVID-19 have more predictive power than unrelated keywords, and acute queries, such as those concerning testing or medical care, have smaller associated lag times.

Taken together, these results suggest that systematic screening of key term libraries can identify search queries reflecting real-time health-seeking behaviors at the regional level, expanding the suite of “infoveillance” methods that may assist in monitoring COVID-19 cases. This type of approach does not directly depend on either regional testing capacity or local media reports, making it particularly relevant in areas with small populations, limited medical infrastructure, or low case numbers. Such information can supplement traditional epidemiological approaches, such as estimates based on a compartmental framework, to guide community health interventions in the early days of an outbreak.

Several aspects of query-based approaches to case estimation, such as this work, must be further characterized for COVID-19. First, while correlations were statistically strong across most US regions, elevated RMSE indicated lower accuracy for predictions in the New York City and New Orleans areas, both regions with major outbreaks. However, comparable losses in accuracy were not observed for other major outbreak sites, such as Philadelphia, Los Angeles, or Chicago. This may reflect region-specific differences in both internet browsing behavior and patterns of community infection and may be a limitation of query-based models using fixed terms. As evidenced by previous attempts to predict influenza outbreaks based on search data, browsing behavior will also likely change as public understanding evolves over the course of disease spread [18]. Therefore, search-term relevance is likely to vary with time, which may require continuous supplementation or reselection of query terms to ensure representativeness of current population behaviors. Furthermore, although we generally observed strong historical correlations, query-based models must also be monitored for sudden changes in COVID-related query activity due to external events, such as unrelated news reports. Such distortions would be particularly important in regions with limited internet access. Future models incorporating learning and real-time updating of region-specific search terms may improve query-based prediction efforts for future COVID-19 outbreaks.
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Abstract

Background: Intervention measures have been implemented around the world to mitigate the spread of the coronavirus disease (COVID-19) pandemic. Understanding the dynamics of the disease spread and the effectiveness of the interventions is essential in predicting its future evolution.

Objective: The aim of this study is to simulate the effect of different social distancing interventions and investigate whether their timing and stringency can lead to multiple waves (subepidemics), which can provide a better fit to the wavy behavior observed in the infected population curve in the majority of countries.

Methods: We have designed and run agent-based simulations and a multiple wave model to fit the infected population data for many countries. We have also developed a novel Pandemic Response Index to provide a quantitative and objective way of ranking countries according to their COVID-19 response performance.

Results: We have analyzed data from 18 countries based on the multiple wave (subepidemics) hypothesis and present the relevant parameters. Multiple waves have been identified and were found to describe the data better. The effectiveness of intervention measures can be inferred by the peak intensities of the waves. Countries imposing fast and stringent interventions exhibit multiple waves with declining peak intensities. This result strongly corroborated with agent-based simulations outcomes. We also provided an estimate of how much lower the number of infections could have been if early and strict intervention measures had been taken to stop the spread at the first wave, as actually happened for a handful of countries. A novel index, the Pandemic Response Index, was constructed, and based on the model’s results, an index value was assigned to each country, quantifying in an objective manner the country’s response to the pandemic.

Conclusions: Our results support the hypothesis that the COVID-19 pandemic can be successfully modeled as a series of epidemic waves (subepidemics) and that it is possible to infer to what extent the imposition of early intervention measures can slow the spread of the disease.

(J Med Internet Res 2020;22(7):e20912) doi:10.2196/20912
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Introduction

The coronavirus disease (COVID-19) pandemic has produced a great number of studies that aim to understand the dynamics of the disease spread and predict its future evolution (see, for example, [1-8]). Different types of models can be assumed to describe this dynamic evolution. In studying past epidemics, scientists have systematically applied “random mixing” models that assume that an infectious individual may spread the disease to any susceptible member of the population, as originally proposed by Kermack and McKendrick [9]. Recent approaches consider mobility and contact networks [10,11], epidemic waves attributable to community networks [12], subepidemic modeling [13], Bayesian modeling and inference [14], models of spatial contacts in large-scale artificial cities [15], and power-law models of infectious disease spread [16], to name but a few representative examples.

At present, there is a trove of data from different countries that can serve to put strict limits on plausible models. In this paper we use simulations from agent-based models and simple analytical solutions to fit reported data from a range of countries. This provides a comprehensive picture of likely scenarios of how the disease evolved in various countries. These scenarios can be useful in predicting the future spread of the disease and provide insight on how the imposition of social-distancing measures can be effective in containing or slowing its spread.

Our work is based on two premises. First, the apparent regular features in the reported infections in many countries are not random but rather contain useful information, as their persistence and regularity suggest. Second, there is a general underlying dynamic of the spread of the disease, in spirit similar to the original Kermack-McKendrick model of three populations [9], the “susceptible population” \( S(t) \), the “infected/infectious population” \( I(t) \), and the “removed/recovered population” \( R(t) \), which are related by \( S(t) + I(t) + R(t) = N \), where \( N \) is the total population. The time evolution of the susceptible-infectious-removed (SIR) populations is described by the equations:

\[
\begin{align*}
\frac{dS}{dt} &= -\beta S(t) I(t) \quad \text{for susceptible} \\
\frac{dI}{dt} &= \beta S(t) I(t) - \gamma I(t) \quad \text{for infectious} \\
\frac{dR}{dt} &= \gamma I(t) \quad \text{for recovered}
\end{align*}
\]

The SIR model involves two positive parameters, \( \beta \) and \( \gamma \), which have the following meanings:

- \( \beta \) describes the effective contact rate of the disease; an infected individual comes into contact with \( \beta \) other individuals per unit time (the fraction that are susceptible to contracting the disease is \( S/N \)).
- \( \gamma \) is the mean removal (recovery) rate, that is, \( 1/\gamma \) is the mean period of time during which an infected individual can pass it on before being removed from the group of the infected individuals.

However, the time evolution of the SIR populations, as captured by the linear first-order differential equations of the Kermack-McKendrick model, produce behavior that is much simpler than the actual reported data of infections. Therefore, more detailed (microscopic) models of how the disease is spread from one infected individual to others are required to produce features that can emulate real data. In this study, we consider the simplest possible microscopic model to motivate the reasons that underlie the common features of real data. We then use these results to propose a simple analytical model for fitting the data with a few parameters. Finally, we use the results of the fitting to draw some insights on the actual evolution of the disease in representative countries.

Methods

The Microscopic Agent-Based Model

To understand the dynamics of the epidemic in more detail, we use a more detailed model based on individual agents, which are also classified as susceptible \( S \), infected/infectious \( I \), and removed/recovered \( R \), that exist on a 2D regular grid of points. Each of these agents starts as susceptible and can be infected by another infectious with probability \( \beta \) per unit time (which we take here to be 1 day), and once infected can infect other individuals within a range \( \pm D_0 \), as illustrated in Figure 1.

**Figure 1.** Illustration of the agent-based simulation model on a 2D grid of size \( L \times L \); in this illustration \( L=7 \), while in our simulations we considered \( L=1000 \). At \( t=0 \) (left panel) all the population is susceptible (blue dots), except for one infected individual (red dot). For a period \( t < 1/\gamma \) (middle panel) the original infected individual can infect others in a neighborhood within a range \( \pm D_0 \) in each direction (shown by the dashed square), and each of those infected individuals also infects others within a corresponding range. For \( t > 1/\gamma \) (right panel) some of the infected individuals have recovered (green dots), depending on when each was infected.

The size of this range turns out to be a crucial quantity, justifying the quest for social distancing measures to contain or slow down the spread of the disease. After being infected, an agent remains infectious for a period of \( 1/\gamma \) days, at which point the agent is removed (recovered) from the infectious population and can neither be infected again (has acquired immunity) or infect
the rate at which the total number of infections (cumulative) grows with time, a subject of active research [17]. The value of the range $D_0$ in the simulations can be chosen at will up to $D_0=L/2$. The continuous SIR model contains no information on this range, which must be somehow included in the effective value of $\beta$. Keeping the value of $\beta$ the same and adjusting the range $D_0$ and the initial condition for $I(0)$ in the continuous model, we can obtain reasonable agreement between the two models, as shown by an example in Figure 1. In this example, the evolution of the $S(t)$ population is captured well through the entire time range, except for the asymptotic value. This value is important, because it corresponds to the portion of the population that has not been infected at the end of the epidemic and is given by $N - R_{tot}$, where $R_{tot}$ is the total number of removed; this is also equal to the time integral of the infected population divided by the mean period of infection, $1/\gamma$, as can be easily derived from equation (1c):

![Figure 2](image)

Figure 2. Comparison of the numerical solution to the susceptible-infectious-removed equations (solid lines) and agent-based simulations (points) for a population $N$. In both cases, we use $N=10^6$, $\beta=.25$ per day, and $1/\gamma = 14$ days. For the simulations, the range parameter is $D_0=50$ (see text for details).

An important consideration in the dynamics of the disease is the effect of measures that restrict the movement of individuals in a population. This can easily be captured in the agent-based simulation model by taking a time-dependent value for the range that each infected individual has, namely:

$$\lambda = 2.5 \text{ days}$$

where $T_0$ is the time at which the measures are imposed; both $t$ and $T_0$ are measured from the time of the first infections, defined as $t=0$. Since $D(t) \to 0$ for $t \to \infty$ (assuming $\lambda>0$) the behavior of the range corresponds to “lock-down” measures in which individuals are restricted to a small range and eventually cannot infect anyone else (they are in “quarantine”). We use $\lambda=2.5$ days in our simulations, which means that from the moment that the measures are imposed ($t=T_0$), the initial range is reduced by a factor of $\sim 20$ for each week that passes. The effect of lockdown measures is quite dramatic, as shown in Figure 3. To provide a quantitative measure of this effect, we first let $D_0$ be the largest possible, $D_0 = L/2$ (half the size of the grid on which the agents live) and then consider several values of $T_0$, from 20 to 65, the last value being the time where the maximum of $I(t)$ occurs in the case of no imposition of restrictions, such as lockdown. A useful measure to quantify this effect is the total population of infected individuals over the course of the epidemic scaled by the mean period of infection $1/\gamma$, which is the same number as the total population recovered, see equation (2). This quantity, given as a percent of the total population, is shown in Figure 3 for the whole range of $T_0$ values we considered.
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where $T_0$ is the time at which the measures are imposed; both $t$ and $T_0$ are measured from the time of the first infections, defined as $t=0$. Since $D(t) \to 0$ for $t \to \infty$ (assuming $\lambda>0$) the behavior of the range corresponds to “lock-down” measures in which individuals are restricted to a small range and eventually cannot infect anyone else (they are in “quarantine”). We use $\lambda=2.5$ days in our simulations, which means that from the moment that the measures are imposed ($t=T_0$), the initial range is reduced by a factor of $\sim 20$ for each week that passes. The effect of lockdown measures is quite dramatic, as shown in Figure 3. To provide a quantitative measure of this effect, we first let $D_0$ be the largest possible, $D_0 = L/2$ (half the size of the grid on which the agents live) and then consider several values of $T_0$, from 20 to 65, the last value being the time where the maximum of $I(t)$ occurs in the case of no imposition of restrictions, such as lockdown. A useful measure to quantify this effect is the total population of infected individuals over the course of the epidemic scaled by the mean period of infection $1/\gamma$, which is the same number as the total population recovered, see equation (2). This quantity, given as a percent of the total population, is shown in Figure 3 for the whole range of $T_0$ values we considered.
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where $T_0$ is the time at which the measures are imposed; both $t$ and $T_0$ are measured from the time of the first infections, defined as $t=0$. Since $D(t) \to 0$ for $t \to \infty$ (assuming $\lambda>0$) the behavior of the range corresponds to “lock-down” measures in which individuals are restricted to a small range and eventually cannot infect anyone else (they are in “quarantine”). We use $\lambda=2.5$ days in our simulations, which means that from the moment that the measures are imposed ($t=T_0$), the initial range is reduced by a factor of $\sim 20$ for each week that passes. The effect of lockdown measures is quite dramatic, as shown in Figure 3. To provide a quantitative measure of this effect, we first let $D_0$ be the largest possible, $D_0 = L/2$ (half the size of the grid on which the agents live) and then consider several values of $T_0$, from 20 to 65, the last value being the time where the maximum of $I(t)$ occurs in the case of no imposition of restrictions, such as lockdown. A useful measure to quantify this effect is the total population of infected individuals over the course of the epidemic scaled by the mean period of infection $1/\gamma$, which is the same number as the total population recovered, see equation (2). This quantity, given as a percent of the total population, is shown in Figure 3 for the whole range of $T_0$ values we considered.
Figure 3. Top: Epidemic disease simulations of the infected population, $I(t)$, as a percentage of the total population, using 1 million individual agents on a 2D grid, with different lockdown dates, $T_0$, after the initial cases at $t=0$. The shaded curve in the background corresponds to $I(t)$ with no lockdown measures. For these simulations, $\beta=.25$, $1/\gamma=14$ days, and $\lambda=2.5$ days. Bottom: The percent of the total infected population, $R_{\text{tot}}(T_0)$ for different values of $T_0$, ranging from 0.93%, for $T_0=20$ days, to 86.7%, for $T_0=65$ days. The error bars represent standard deviations from averaging over 30 samples in each case (for the largest and smallest values, the error bars are too small to be visible). The black dashed curve is the fit from equation (4). The red dashed line represents the value for no lockdown measures, which is 87.4%.

The asymptotic value, reached for $T_0=65$ is 86.7% (±0.33%), was almost equal to the value when no lockdown measures were imposed, 87.4% (±0.06%); this last value corresponds to the “herd immunity” limit for the parameters we have used in the present simulation. The smaller $T_0$, the lower $R_{\text{tot}}$, is, reaching the value of 0.93% (±0.34%) for $T_0=20$. The behavior of these values is well approximated by the expression:

$$I_0 = 43.7, \tau = 9.1 \text{ days, and } T_1 = 41.5 \text{ days.}$$

A clear conclusion from this set of results is that the early imposition of measures makes a significant difference in the total infected population; for example, in a country with a total population of 10 million, the imposition of measures 20 days after the first few reported cases can reduce the total number of infected from 8.74 million to 93,000. The assumptions in this example involve allowing free movement of all persons for the entire period of the disease in the worst-case scenario to full quarantine within 2 weeks after imposing lockdown measures, which reduces the initial range spanning the entire country by a factor of 270, enough to essentially stop any disease transmission.

An interesting exercise is to consider what are the effects of finite $D_0$, much smaller than the size of the system (our “virtual country”). We give some examples of such simulations in Figure 4. For $D_0=100$ or larger, the result is essentially the same as that of the limiting case of free motion throughout the entire system, which was discussed in Figure 3 (background curves with no lockdown measures). For $D_0\leq 75$, the curves start deviating from this behavior and even exhibit more interesting behavior, with additional “bumps” in the descending part and long tails, as the case $D_0=25$ shows. In fact, for $D_0=25$ the curves are not unique and depend on the initial random distribution of the infected individuals at $t=0$, we give an example in Figure 4. Within our simple microscopic model, this behavior arising from small...
values of $D_0$ (like the case $D_0=50$ in Figure 4) can be easily explained; it corresponds to several small clusters of infections, which spread through the country in waves, as one cluster eventually becomes all removed, but before reaching this point, some infected individuals have moved to a region where there were no infections at all, starting a second wave of infections. We emphasize that, independent of the initial conditions that determine the number and time of the subsequent waves’ occurrence, for a given value of small $D_0$, the asymptotic value of $R_{tot}$ for $t\to\infty$ is always the same and of course depends on the specific value of $D_0$. This simply means that the total number of infections is determined by the effective range of interactions and, given enough time, the disease will infect the same total number of agents no matter how it proceeds from one cluster to others. This behavior of disease evolution may be actually close to what is seen in reported data, as described in the following section.

Figure 4. Top row: Simulations based on individual agents with a finite range of spreading the disease, $D_0$. Left: various values of $D_0$; the case $D_0=100$ already approaches the limit of free motion throughout the system, $D_0=L/2$, see also Figure 3. Right: several instances of $D_0=25$, labeled (a), (b), (c), exhibiting multiple bumps and long tails. Bottom row: the actual infected populations at the same time moment $t=30$ days, for $D_0=50$ (left) and $D_0=100$ (right).

In contrast to the situation for small values of $D_0$, for larger values of $D_0$ all the curves for $I(t)$ are identical and the behavior is that of one wave smoothly spreading through the entire system, as shown also by an example ($D_0=100$) in Figure 4. The critical value separating these two regimes is between 100 and 75 in our simulations. It would be interesting to study what this critical value is and what is its relation to the system size $L$ in a more systematic manner using methods from statistical physics.

The Multiple Wave Forced-SIR Model
Recently, the forced-SIR (FSIR) model was proposed by the authors and used to describe the evolution of the COVID-19 pandemic in a representative set of countries [18]. This model treated the evolution of the infected population as a single wave (single peak wave). It contains three adjustable parameters that are estimated for each country by fitting actual data. However, the single-wave assumption cannot explain the entire incidence curve (infected population curve) in each country. Wavy patterns (“bumps”) are evident in the actual data for many countries, which cannot be attributed to simply random fluctuations, due
to their regularity and similarity among several countries in which, at first glance, the disease was at different levels of severity. Here, we expand the analytical FSIR model to capture the multiple waves (subepidemics), underlying a country’s overall incidence curve. This is akin to the case of finite $D_0$ discussed previously in the agent-based model. We applied this multiple wave analytical model to a representative set of 18 countries, in all of which the behavior of the infection as a function of time is accurately represented by our model.

In its original version, FSIR applies to a single epidemic wave, in which the infected population is given by the expression:

$$I(t) = N - S(t) - R(t) \quad (5)$$

with the approximate solution given by:

$$\begin{align*}
N_t' - n(0) &= \alpha_1 t - \alpha_2 t - n(0), \\
N' &= \alpha_1 (t) - \alpha_2 (t)
\end{align*}$$

where $N'$, $\alpha_1$, $\alpha_2$, $t_1$, $t_2$ are treated as adjustable parameters, with $t_1$ and $t_2$ representing the times at which the populations reach their sigmoid midpoint values, respectively. Here, we extend this model to allow for multiple waves that capture the subepidemics in the infected population of a country. As argued in the agent-based microscopic model previously presented, several clusters of infections can appear in a country in waves; each cluster eventually becomes all removed, but before reaching this point, some infected individual has moved to a region where there were no infections at all, starting a second local wave of infections. In the extended model, we assume each wave is captured by a function described by equation (6), with different values of the parameters involved.

We apply this extended model to fit the multiple wave behavior of infected populations in different countries, as obtained from the European Centre for Disease Prevention and Control [19], for a period ending on May 16, 2020, which corresponds to 120 days from the onset of the exponential growth of reported cases in China. To obtain a meaningful fit, we had to consider data for each country that showed a monotonic increase at the beginning. This means that a few data points in each case were excluded, as they corresponded to sporadic reports of a few isolated cases, typically 1-10 in a given day, interspersed by several days of zero cases. In practice this means that the fitting begins at a certain cutoff day denoted as $t_0$.

As in the case of the original FSIR model, to make the fit more robust and simpler, we chose the $\alpha_1$ and $\alpha_2$ parameters to have the same value $\alpha_1=\alpha_2=\alpha=0.25$. We have found this to be the optimal value for the countries we considered. Moreover, a common value for the exponential decrease of the susceptible population, which is captured by the value of $\alpha_1$, and for the exponential increase of the removed population, which is captured by the value of $\alpha_2$, is actually more consistent with the agent-based simulations, as described in Section II.

Finally, instead of using $t_1$ and $t_2$ for each wave as independent parameters, we elected to use as independent parameters $t_1$ and $\Delta t = t_2 - t_1$. To make the multiple-wave fit more robust, simpler, and systematic, we chose $\Delta t = 14$ (days) for all waves, which is a reasonable choice, as it corresponds to a common mean time period of 14 days before the infected individual is removed ($\Delta t = 1/\gamma$ in the agent-based microscopic model). This mean time-period has been imposed as a quarantine measure for the majority of countries imposing measures (interventions) and is consistent with a reported estimated median time of approximately 2 weeks from onset to clinical recovery for mild cases [20]. This condition leaves two adjustable parameters per subepidemic that can be varied to obtain the best fit to the data, namely the onset time $t_1$, which corresponds to the midpoint of the sigmoid representing the decline of the susceptible population, and $N'$, which is a parameter representative of the number of daily cases near the peak of the infected population curve in the given wave. $N'$, the total number of infected in the given wave, can readily be obtained. The best fit here is defined in the Root-Mean-Square (RMS) sense. The model parameters were determined by employing the Levenberg-Marquardt algorithm.

Results

Application to Representative Countries

We were able to obtain reasonable fits for over 30 countries from the entire database [19], primarily selecting countries for which the temporal COVID-19 evolution had reached peak intensity of the infection. Rather than including over 30 countries in the following discussion, we have chosen to focus on three groups, a total of 18 countries, that span the whole range of parameter values and could hopefully provide some insight to the multiple wave behavior of the pandemic. The choice of the 18 countries also aimed to represent parts of the world more heavily or less heavily impacted by the disease, as well as more typical cases. Here we defined the impact as the total number $N_T$ of infected individuals during the first 120 days of the pandemic, as predicted by the FSIR model [18]; this number is scaled by the population of the country ($N_p$). In particular, we have included six countries in which the impact was small, China, Australia, Greece, Cyprus, Tunisia, and Japan for which ($N_p/N_T$)<3000 infected per million; six countries in which the impact was moderate, Israel, Denmark, Germany, France, Canada, and Portugal for which 1000($N_p/N_T$)<3000 infected per million; and six countries in which the impact was large, Sweden, Switzerland, United Kingdom, Italy, the United States, and Spain for which ($N_p/N_T$)>3000 infected per million.

We fit 7-day running averages of the daily data, for all countries, with data up to May 16, 2020. For each country, we estimated the number of waves (subepidemics) in which the infected population curve could be analyzed, the model parameters of each subepidemic, and the expected number of cases for the first major wave ($N^{(1)}_T$) and for all waves ($N_T$). Table 1 presents the model parameters for the countries in our set.

Table 1

<table>
<thead>
<tr>
<th>Country</th>
<th>Region</th>
<th>Wave Number</th>
<th>$N^{(1)}_T$ (infected per million)</th>
<th>$N_T$ (infected per million)</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>Asia</td>
<td>1</td>
<td>944</td>
<td>1726</td>
</tr>
<tr>
<td>Australia</td>
<td>Oceania</td>
<td>1</td>
<td>309</td>
<td>5133</td>
</tr>
<tr>
<td>Greece</td>
<td>Europe</td>
<td>1</td>
<td>127</td>
<td>2044</td>
</tr>
<tr>
<td>Cyprus</td>
<td>Europe</td>
<td>1</td>
<td>99</td>
<td>1586</td>
</tr>
<tr>
<td>Tunisia</td>
<td>Africa</td>
<td>1</td>
<td>39</td>
<td>644</td>
</tr>
<tr>
<td>Japan</td>
<td>Asia</td>
<td>1</td>
<td>29</td>
<td>509</td>
</tr>
</tbody>
</table>
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Table 1. The values of the various parameters that enter in the multi-wave forced-susceptible-infectious-removed (FSIR) model of equation (6), for the representative countries considered.

<table>
<thead>
<tr>
<th>Country Code</th>
<th>Country</th>
<th>$t_1^{(1)}$</th>
<th>$N_T^{(1)}$</th>
<th>$t_1^{(2)}$</th>
<th>$N_T^{(2)}$</th>
<th>$t_1^{(3)}$</th>
<th>$N_T^{(3)}$</th>
<th>$t_1^{(4)}$</th>
<th>$N_T^{(4)}$</th>
<th>$N_T^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHN</td>
<td>China</td>
<td>17.3</td>
<td>5868</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>81,991</td>
</tr>
<tr>
<td>AUS</td>
<td>Australia</td>
<td>21.5</td>
<td>484</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>6770</td>
</tr>
<tr>
<td>GRC</td>
<td>Greece</td>
<td>6.21</td>
<td>44</td>
<td>21.5</td>
<td>112</td>
<td>44.5</td>
<td>39</td>
<td>N/A</td>
<td>N/A</td>
<td>2173</td>
</tr>
<tr>
<td>CYP</td>
<td>Cyprus</td>
<td>9.0</td>
<td>49</td>
<td>30.7</td>
<td>11</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>677</td>
<td>821</td>
</tr>
<tr>
<td>TUN</td>
<td>Tunisia</td>
<td>9.7</td>
<td>50</td>
<td>21.7</td>
<td>23</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>686</td>
<td>1014</td>
</tr>
<tr>
<td>JPN</td>
<td>Japan</td>
<td>68.4</td>
<td>562</td>
<td>74.5</td>
<td>262</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>7870</td>
<td>14,966</td>
</tr>
<tr>
<td>ISR</td>
<td>Israel</td>
<td>21.6</td>
<td>799</td>
<td>40.3</td>
<td>377</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>11,179</td>
<td>16,453</td>
</tr>
<tr>
<td>DNK</td>
<td>Denmark</td>
<td>7.4</td>
<td>106</td>
<td>30.1</td>
<td>404</td>
<td>50.4</td>
<td>195</td>
<td>65.9</td>
<td>118</td>
<td>7076</td>
</tr>
<tr>
<td>FRA</td>
<td>France</td>
<td>26.8</td>
<td>5531</td>
<td>41.4</td>
<td>3309</td>
<td>62.2</td>
<td>1436</td>
<td>N/A</td>
<td>77,439</td>
<td>141,057</td>
</tr>
<tr>
<td>DEU</td>
<td>Germany</td>
<td>23.5</td>
<td>4937</td>
<td>33.5</td>
<td>4411</td>
<td>49.3</td>
<td>2328</td>
<td>69.1</td>
<td>1140</td>
<td>69,078</td>
</tr>
<tr>
<td>CHE</td>
<td>Switzerland</td>
<td>21.0</td>
<td>1368</td>
<td>34.4</td>
<td>615</td>
<td>52.5</td>
<td>186</td>
<td>N/A</td>
<td>19,128</td>
<td>30,365</td>
</tr>
<tr>
<td>PRT</td>
<td>Portugal</td>
<td>22.3</td>
<td>1066</td>
<td>39.6</td>
<td>716</td>
<td>60.9</td>
<td>381</td>
<td>N/A</td>
<td>14,911</td>
<td>30,281</td>
</tr>
<tr>
<td>CAN</td>
<td>Canada</td>
<td>30.6</td>
<td>1662</td>
<td>48.2</td>
<td>1921</td>
<td>63.3</td>
<td>1891</td>
<td>N/A</td>
<td>23,267</td>
<td>76,617</td>
</tr>
<tr>
<td>SWE</td>
<td>Sweden</td>
<td>12.6</td>
<td>143</td>
<td>32.4</td>
<td>650</td>
<td>50.5</td>
<td>776</td>
<td>69.3</td>
<td>754</td>
<td>11,081</td>
</tr>
<tr>
<td>ITA</td>
<td>Italy</td>
<td>22.9</td>
<td>6875</td>
<td>37.1</td>
<td>4062</td>
<td>51.5</td>
<td>3404</td>
<td>67.4</td>
<td>1583</td>
<td>96,243</td>
</tr>
<tr>
<td>GBR</td>
<td>United Kingdom</td>
<td>30.0</td>
<td>4744</td>
<td>43.6</td>
<td>5879</td>
<td>61.7</td>
<td>6630</td>
<td>N/A</td>
<td>66,414</td>
<td>241,489</td>
</tr>
<tr>
<td>ESP</td>
<td>Spain</td>
<td>25.1</td>
<td>10,389</td>
<td>40.5</td>
<td>3824</td>
<td>52.9</td>
<td>1639</td>
<td>74.1</td>
<td>1737</td>
<td>145,378</td>
</tr>
<tr>
<td>USA</td>
<td>United States</td>
<td>31.3</td>
<td>39,205</td>
<td>47.8</td>
<td>33,059</td>
<td>64.0</td>
<td>32,818</td>
<td>N/A</td>
<td>548,817</td>
<td>1,470,776</td>
</tr>
</tbody>
</table>

\(a\) The ordering of the countries is discussed in Table 2.

\(b\) The last column includes the values for the expected total number of cases \(N_T\) when the number of infections has dropped to near zero and is an extrapolated value.

\(c\) N/A: Not applicable, as there is no relevant wave (subepidemic) for the respective parameter value to be obtained.

In the following, we present results obtained by the multiple-wave FSIR model for selected countries that can be accurately fitted by 4 waves (Italy, Sweden), 3 waves (United States, Portugal, Greece), and a single wave (China). The countries selected fall in two distinct classes: the first class comprises countries, which implemented stringent intervention measures rather fast; the second class comprises classes that implemented measures at rather later times and not at a high stringency level. The stringency of the measures is tracked daily by the Oxford COVID-19 Government Response Tracker (OxCGRT) [21], which systematically collects information on several different common policy responses governments have taken, scores the stringency of such measures, and aggregates these scores into a common Stringency Index. OxCGRT collects publicly available information on 17 indicators of government responses, that is, eight policy indicators recording information on containment and closure policies such as school closures and restrictions in movement, four indicators recording economic policies such as income support to citizens or provision of foreign aid, and five indicators recording health system policies. Italy, Portugal, Greece, and China had implemented high stringency measures rather fast, whereas Sweden, the United Kingdom, and the United States had not done so at that level.

Figure 5 presents the multiple wave fit for Italy, which was one of the most heavily impacted countries by COVID-19. An initial large subepidemic was followed by 3 declining subepidemics. The use of the term “declining” (or its opposite, “increasing”) refers to the peak intensity of the subepidemic. Italy has taken strong intervention measures, since the country’s maximum stringency level was 94.29 [21]. The shape of the curve is reminiscent of the shape of the curve produced by the agent-based microscopic model, Figure 4 for \(D_0=25\). There is an excellent agreement between the 4-wave fit and the actual data in both daily and cumulative data. As can be seen, the single wave fit of the data, depicted by the green dashed lines, significantly underfits the data.
Figure 5. Results for ITA and PRT, obtained by fitting the multiple-wave forced-susceptible-infectious-removed (FSIR) model with data up to May 16, 2020. Top row: Red dots are the daily data reported by the European Centre for Disease Prevention and Control. The blue dots are 7-day running averages of the daily data. The green dashed line is the fit by the single-wave FSIR model. The black solid line is the 4-wave fit by the multiple-wave FSIR model. Middle row: Decomposition of the 7-day running average data (blue dots) in 4 waves for ITA and 3 waves for PRT. The black line represents the superposition of the multiple waves. The fit is in excellent agreement with the actual data. Bottom row: Blue dots are cumulative daily data (7-day running averages). The black line is the fit of the single-wave FSIR model, which clearly underfits the actual data. ITA: Italy; PRT: Portugal.

Figure 5 also presents the multiple wave fit for Portugal, which is a country experiencing a heavy impact by COVID-19. The country’s government has implemented stringent measures, with the highest stringency level at 89.52 [21]. The country’s incidence curve was fitted by 3 waves. An initial large subepidemic was followed by 2 declining subepidemics. Here too, the shape of the curve is reminiscent of the shape of the curve produced by the agent-based microscopic model, Figure 4 for $D_0=25$. There is an excellent agreement between the 3-wave fit and the actual data in both daily and cumulative data. As can be seen, the 1-wave fit of the data significantly underfits the actual data. Italy and Portugal are representative examples of countries where the initial major wave is followed by several waves of declining strength, suggesting that, despite the initial large impact, the countries were successful in eventually containing the epidemic. Germany, France, Spain, Switzerland, Denmark, and Spain are exhibiting similar behavior, namely that of a major initial wave followed by several of declining strength.

Figure 6 presents the multiple wave fit for the United States, which appears to be the hardest hit country by COVID-19, in terms of total number of cases. The country implemented a series of intervention measures to stop the disease’s transmission and impact, which were deemed not to be taken aggressively enough, with highest stringency level 73.57 [21]. The country’s incidence curve was fitted by 3 waves. An initial large subepidemic was followed by subepidemics, with seemingly declining strength. However, the United States is a country comprising of more than 50 states and territories, and it is not clear if additional waves, possibly of strength comparable to the original ones, may materialize or not at later times. A study of decomposing the United States infected population curve per state is currently under way by the authors.
Figure 6. Results for the USA and SWE, obtained by fitting the multiple-wave forced-susceptible-infectious-removed model with data up to May 16, 2020. The meaning of symbols is the same as in Figure 5. SWE: Sweden; USA: United States.

Figure 6 also presents the multiple wave fit for Sweden, which was also one of the hardest hit countries by the disease. However, the Swedish Government decided not to impose strict intervention measures but to inform the citizens to adopt certain precautionary measures, in a mostly individualistic capacity; the country’s maximum stringency level was 58.10 [21]. Thus, the country followed a different mitigation policy, with respect to the rest of Europe and most of the world. Sweden’s incidence curve was fitted by 4 waves. An initial small subepidemic was followed by 3 increasing subepidemics. It seems that the disease is spreading in waves; once a cluster of infected people is all removed, another bigger one is getting infected. Thus, the adoption of voluntary policy makes multiple nondeclining subepidemics of the disease get hold of the country. Since there was no clear trend as of May 16, 2020, of the country getting over the intensity peak, the 1-wave fit predicts a linear increase of the total number of expected cases. The 4-wave fit estimates a plateau of the total number of cases after the fourth wave, assuming that more waves do not materialize. According to the taxonomy of epidemic waves [13], COVID-19 in Sweden has generated an endemic wave; it remains to be determined if this is stationary or temporary.

Canada and the United Kingdom are among the countries exhibiting a similar subepidemics pattern, that of being impacted by a major wave followed by several waves of nondeclining strength.

Figure 7 presents the single wave evolution of the disease in China, which was the first country to be hit by COVID-19, and the Chinese Government implemented a series of rather fast and strict intervention measures to stop the disease’s transmission and impact. The country’s incidence curve was fitted by a single wave.
Figure 7. Results for CHN and GRC, obtained by fitting the multiple-wave forced-susceptible-infectious-removed (FSIR) model with data up to May 16, 2020. The meaning of symbols is the same as in Figure 5. CHN: China; GRC: Greece.

Figure 7 also presents the multiple-wave fit for Greece, whose government quickly implemented a series of intervention measures to stop the disease’s transmission and impact, with highest stringency level 85.95 [21], keeping the total number of cases at very low levels. The country’s incidence curve was fitted by 3 waves. An initial small subepidemic was followed by a larger one, which was followed by one of declining strength, suggesting that it contained the epidemic efficiently and fast. Greece is a representative example of countries, such as Sweden and Denmark, which also exhibit an initial small wave followed by a larger one. However, Greece and Denmark countered the epidemic before reaching high levels of cases. In terms of declining subepidemics, Greece follows the pattern of countries such as Japan, Israel, Cyprus, and Tunisia, in which the initial major wave was followed by a single subepidemic of declining strength.

Similar to China, the imposition of strict measures in countries such as Australia and New Zealand, shows that countries were able to reduce the disease’s impact to a single wave. A quantitative estimate of the gain obtained is presented in the next-to-last column of Table 1, which presents the number of cases that could have been saved if countries had reduced the epidemic to a single wave rather than experiencing multiple ones; up to two-thirds of the total number of infections, as in the case of the United States, could have been avoided. Recent findings on the differential effects of intervention timing on COVID-19 spread in the United States [22] strongly corroborate this picture.

The Pandemic Response Index

Countries respond to the pandemic in varied ways. It is an interesting question to quantify their varied response and make comparisons, which may be useful for contributing to the evaluation of the different policies followed. Based on the results of our model, it is possible to construct an index, the Pandemic Response Index (PRI), and assign a value to each country depending on its response to the pandemic.

To do this in an objective manner, we took into account two factors. First, the total number of infections as given by the quantity $N_T$ of Table 1, divided by the population of the country $N_P$. The range of this quantity when multiplied by 100 is between 0 and 0.5 approximately. This is a measure of the overall impact of the pandemic on the population of the country, and as argued by our microscopic model, it is a reflection of how early measures to contain the epidemic were imposed. The second quantity we considered is $\Delta N_T$, the number of cases that correspond to all the waves except for the first major one, which in some cases includes the earliest small wave (see Table 2).
Table 2. Ranking of the various countries according to the PRI, defined in equation (7).

<table>
<thead>
<tr>
<th>Code</th>
<th>Country</th>
<th>$\Delta N_T$ (/million)$^a$</th>
<th>$N_T$ (/million)$^b$</th>
<th>PRI$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHN</td>
<td>China</td>
<td>0</td>
<td>59</td>
<td>9.94</td>
</tr>
<tr>
<td>AUS</td>
<td>Australia</td>
<td>0</td>
<td>271</td>
<td>9.73</td>
</tr>
<tr>
<td>GRC</td>
<td>Greece</td>
<td>50</td>
<td>252</td>
<td>8.76</td>
</tr>
<tr>
<td>CYP</td>
<td>Cyprus</td>
<td>121</td>
<td>690</td>
<td>8.44</td>
</tr>
<tr>
<td>TUN</td>
<td>Tunisia</td>
<td>28</td>
<td>88</td>
<td>8.32</td>
</tr>
<tr>
<td>JPN</td>
<td>Japan</td>
<td>56</td>
<td>118</td>
<td>7.51</td>
</tr>
<tr>
<td>ISR</td>
<td>Israel</td>
<td>594</td>
<td>1852</td>
<td>6.55</td>
</tr>
<tr>
<td>DNK</td>
<td>Denmark</td>
<td>757</td>
<td>1978</td>
<td>6.11</td>
</tr>
<tr>
<td>FRA</td>
<td>France</td>
<td>950</td>
<td>2106</td>
<td>5.64</td>
</tr>
<tr>
<td>DEU</td>
<td>Germany</td>
<td>1330</td>
<td>2163</td>
<td>4.76</td>
</tr>
<tr>
<td>CHE</td>
<td>Switzerland</td>
<td>1319</td>
<td>3565</td>
<td>4.59</td>
</tr>
<tr>
<td>PRT</td>
<td>Portugal</td>
<td>1495</td>
<td>2945</td>
<td>4.58</td>
</tr>
<tr>
<td>CAN</td>
<td>Canada</td>
<td>1440</td>
<td>2067</td>
<td>4.45</td>
</tr>
<tr>
<td>SWE</td>
<td>Sweden</td>
<td>2101</td>
<td>3189</td>
<td>3.52</td>
</tr>
<tr>
<td>ITA</td>
<td>Italy</td>
<td>2096</td>
<td>3689</td>
<td>3.47</td>
</tr>
<tr>
<td>GBR</td>
<td>United Kingdom</td>
<td>2633</td>
<td>3632</td>
<td>2.74</td>
</tr>
<tr>
<td>ESP</td>
<td>Spain</td>
<td>2155</td>
<td>5267</td>
<td>2.69</td>
</tr>
<tr>
<td>USA</td>
<td>United States</td>
<td>2818</td>
<td>4495</td>
<td>2.37</td>
</tr>
</tbody>
</table>

$^a$ $\Delta N_T$ is the difference between $N_T$ and the total number of cases that were infected by the first major subepidemic (for Sweden, Denmark, and Greece, both the small initial wave and the second wave have been taken into account). $\Delta N_T$ has also been normalized by the country’s population in millions.

$^b$ $N_T$ is the asymptotic value after all waves have decayed, given in Table 1, normalized here by the country’s population in millions.

$^c$ PRI: Pandemic Response Index.

Arguably, this number of cases could have been avoided had the country imposed early and strict measures after the first wave of the epidemic was plainly evident; this was the case of single wave countries, for instance, China and Australia for which $\Delta N_T=0$. The larger this number is, the worse the performance of the country. This number, divided by $2N_T$, lies in the range 0-0.5. With these two quantities, we then define the “Pandemic Response Index” as:

\[
PRI = \frac{\Delta N_T}{2N_T}
\]

a quantity that lies in the range from 0-10, the higher values corresponding to better performance. This provides a quantitative and objective way of ranking the countries according to their performance. The results of this comparison and the relevant numbers that enter in the evaluation of the PRI are given in Table 2. We note that the classification is consistent with our initial selection of the countries considered here, as being those on which the disease had greater impact as measured by the number of infections per million, with arbitrarily chosen cutoffs in the ranges (smaller than 1000, between 1000 and 3000, and larger than 3000 per million). The only country that changes category based on the PRI value is Switzerland, which is raised to higher performance (average, see Table 2); this is a result of the fact that, although Switzerland had a relatively large number of cases per million (3565 cases per million), most of those occurred in the first wave, leaving a rather small percentage for subsequent waves. This remark suggests that the PRI is indeed a finer tool for evaluating performance, rather than relying on crude categorizations like the one based on the number of infections per million with arbitrary cutoff values between categories.

Discussion

Principal Findings

Reported cases of COVID-19 infections in various countries show features that are both common and regular, which we interpret as successive waves of transmission. We present evidence for this interpretation, using both agent-based simulations and a multi-wave model to fit the infected population data for many countries and give representative examples. This evidence supports the hypothesis that the COVID-19 pandemic can be successfully modeled as a series of epidemic waves (subepidemics). We analyzed the data from 18 countries based on this hypothesis and present the relevant parameters of a simple analytical model that accurately represents the data. Based on this analysis, it is possible to infer to what extent the imposition of early social distancing measures has slowed the spread of the disease. This analysis provides an estimate of how much lower the number of infections could have been, if early and strict intervention measures had been
taken to stop the spread at the first wave, as actually happened for a handful of countries.

Comparison With Prior Work

Recent works have emphasized more realistic approaches of human behavior and mobility involving larger transmission jumps by incorporating power-law decay of spatial interaction among human contacts [16], punctuated outbreaks as the disease progresses from one community to the next [12], and border effects [23]. In this study, our agent-based simulations start with 4 country-wide initial seeds for the disease onset in the "virtual country," thus approximating in a reasonable way the effect of longer jumps before the imposition of the intervention measures such as social distancing and lockdown. Nevertheless, the microscopic model can be extended to encompass network and community structures as well as border effects by incorporating weighted interactions among the agents in the simulation grid.

The multiple-wave FSIR model can identify multiple waves (subepidemics), specifying each one by only three parameters, $t_i$, $\Delta t$, and $N_i$, all of which are obtained by directly fitting the reported data of daily populations of infected individuals. Each of these parameters can be assigned a physical meaning, which help quantify certain generally held views; a detailed discussion of the meaning of these parameters can be found in [18]. Moreover, the quantitative picture that emerges from the values of these parameters produces a rather accurate picture of the severity of the epidemic in the various countries, and the effect of the intervention measures if and when any were taken.

A limitation of the original FSIR model is that it provides the extrapolation to future cases of infection as only a lower limit; this point has been discussed in an elegant mathematical analysis of the data by Fokas et al [17], highlighting the need for the inclusion of nonlinear terms in the underlying differential equations to capture the slow rate of the infected population decay. This is evident in the countries that have long passed the peak of the reported cases; the tail does not asymptote to a constant value, as the sigmoid (logistic) model predicts, but the number actually keeps growing at a slow rate. The multiple-wave FSIR mitigates this limitation of the original FSIR model; by modeling more accurately the wavy behavior of the infected population curve, it can provide a better fit to the daily data and to the cumulative actual data, and a better estimate to the cumulative number of cases ($N_F$), as can be seen in all the cases we examined, see Figures 5 and 6.

Limitations

The multiple-wave FSIR model may suffer from the fact that the number of infections dies off exponentially as the last wave does, a feature that appears unrealistic according to several other models that attempt to capture the long-term behavior [24-29]. Another limitation relates to the fact that in many cases, when $\Delta t$ is estimated as an adjustable parameter, it tends to provide an aggregate fit, that is, an initial large subepidemic tends to be followed by a longer in time and smaller in peak intensity averaged wave, which is the sum of smaller subepidemics. This wave can be characterized as a temporary endemic wave according to the taxonomy of [13]. To improve the resolution of the model and enable it to specify the underlying smaller subepidemics, an epidemiologically reasonable value for $\Delta t$ is necessary. Furthermore, caution must be exercised in interpreting the subepidemics because they may constitute a superposition of even smaller ones, as in the case of the United States, a country comprising 50 states with varied responses to the epidemic.

Conclusions

Multiple waves of transmission during infectious disease epidemics represent a major public health challenge. Our agent-based simulations encompass strong social distancing measures show epidemics with multiple wave structures. The analysis of reported data from 18 countries supports the hypothesis that the COVID-19 pandemic can be successfully modeled as a series of epidemic waves (subepidemics). The main strength of the simulations and the models developed and used in this work is the simplicity and the insight they offer on how the disease is transmitted in a country and on quantifying the effect of the intervention measures of the disease dynamics. Based on the model’s results, the construction of a PRI provides a finer tool for evaluating each country’s performance, instead of relying on crude categorizations like the one based on the number of infections per million with arbitrary cutoff values between categories.
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